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Abstract

In this paper we introduce and study the STREAMINGCYCLES problem, a random order
streaming version of the Boolean Hidden Hypermatching problem that has been instrumental in
streaming lower bounds over the past decade. In this problem the edges of a graph G, comprising
n/{ disjoint length-¢ cycles on n vertices, are partitioned randomly among n players. Every edge
is annotated with an independent uniformly random bit, and the players’ task is to output, for
some cycle in G, the sum (modulo 2) of the bits on its edges, after one round of sequential
communication.

Our main result is an ) lower bound on the communication complexity of STREAMING-
CYCLES, which is tight up to constant factors in the exponent. Applications of our lower bound
for STREAMINGCYCLES include an essentially tight lower bound for component collection in
(almost) random order graph streams, making progress towards a conjecture of Peng and Sohler
[SODA’18] and the first exponential space lower bounds for random walk generation.
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1 Introduction

The streaming model of computation has been a core model for small space algorithms that
process large datasets since the foundational paper of [AMS96]| showed how to (approximately)
compute basic statistics of large datasets using space only polylogarithmic in the size of the in-
put. While many such stream statistics are tractable to calculate in this model—including fre-
quency moments, number of distinct elements, and heavy hitters—for graphs of n edges even
some basic problems are known to require space §2(n) in streams in which the edge arrival or-
der is chosen adversarially. At the same time, a recent line of work on testing graph proper-
ties [KKS14, CJMM17, MMPS17, PS18, KMNT20, CFPS20] shows that when the edges of the
input graph are presented in a uniformly random order, one can approximate many fundamental
graph properties (e.g., matching size, number of connected components, constant query testable
properties in bounded degree graphs) in polylogarithmic or even constant space.

These algorithms make use of small space graph exploration primitives, including:

Component collection. Given a graph G = (V, E) presented as a random order stream and a
budget k, collect the connected components of a representative sample of vertices of G assuming
that many vertices in G belong to components of size bounded by k!. The work of [PS18] designs
a component collection primitive that uses kO k) space, and then uses it to obtain an additive
en-approximation to the number of connected components in G.

Random walk generation. Given a graph G = (V, E) presented as a random order stream, a
target walk length k& and a budget s, generate a sample of (close to) independent random walks
of length k from s vertices in G selected uniformly at random. The work of [KKP22] designs a
primitive that outputs such walks (with constant TVD distance to the desired distribution, say),
using space 20(k*) g,

k-disc estimation. Given a bounded degree graph G = (V, E) presented as a random order
stream, an integer k, estimate k-disk frequencies?. The work of [MMPS17] designs a primitive for
estimating k-disc frequencies and then uses it to show that any constant query testable property
of bounded degree graphs is random order streamable.

The above primitives perform depth-k exploration in random order graph streams using space
exponential in k. Our work is motivated by the natural question:

Does depth-k exploration in random order streams require space exponential in k7

This question was originally raised by [PS18], who wrote

!'We note that our definition of component collection here is not formal by design. This is because our lower bound
applies to a very weak formal version of component collection, in which one is promised that a constant fraction of
vertices of the input graph belong to components of size at most k, and the task is to output one such vertex (see
Definition 4.2 in Section 4). Our algorithmic results, on the other hand, solve a stronger version of the problem, that
of outputting a ‘representative sample’ of vertices of the graph together with components that they belong to (as
long as those are of size bounded by k), in any graph. In particular, our algorithmic primitive naturally leads to an
algorithm that additively approximates the number of connected components in the input graph, as in [PS18]—see
Section 5.

2A k-disc is the subgraph induced by vertices at shortest path distance at most k from a given vertex, and the set
of k-disc frequencies corresponds to the numbers of occurrences of all such graphs, up to isomorphism.



.0t will also be interesting to obtain lower bounds for random order streams. It seems
to be plausible to conjecture that approximating the number of connected components
requires space exponential in 1/e. It would be nice to have lower bounds that confirm
this conjecture.

In this paper we make progress towards this conjecture, showing that this dependence is indeed
necessary, at least in graph streams that admit some amount of correlation. Our lower bound is
based on a new communication problem that we refer to as the STREAMINGCYCLES problem, a
relative of the well-studied Boolean Hidden Hypermatching problem. We introduce the STREAM-
INGCYCLES problem next, then give reductions from component collection and random walk gener-
ation. Our reduction generates instances of the component collection and random walk generation
problem that are not quite random order streams, but rather allow for small batches of edges as
opposed to edges themselves to arrive in a random order. We argue that this is in fact a very
natural robust analog of the idealized random order streaming model, and show that corresponding
random order streaming algorithms extend to the batch random order setting. Finally, we give an
overview of our lower bound, which is the main technical contribution of the paper.

The STREAMINGCYCLES problem. Our main technical contribution is a tight lower bound for
the STREAMINGCYCLES problem, which we now define. In an instance of STREAMINGCYCLES(n, ¢)
a graph G = (V, E) made up of n/¢ length-¢ cycles is received as a stream of edges e with bit labels
.. There are n players, indexed by the edges of G. Upon arrival of an edge e the corresponding
bit label x. is given to the corresponding player as private input, together with a message from the
previous player. The edges e are posted on a common board as the edges arrive. The last player
must return a vertex v € V and the parity of the cycle C' C E containing v, i.e. Y .o xe. We
consider a distributional version of the problem, in which the bits x. are chosen independently and
uniformly at random, and the ordering of the edges in the stream is uniformly random.

A naive protocol for the STREAMINGCYCLES problem is for the players to track the connected
component of a vertex u € G. This strategy succeeds if and only if the edges of the component
arrive “in order”, which happens with probability ¢~©®. Thus, it suffices to track £°®) vertices,
which results in an ¢°®) communication per player protocol. Our main result shows that this is
essentially best possible:

Theorem 1.1 (Main result; informal version of Theorem 4.1). Any protocol for the STREAMING-
CYCLES(n, £) problem that succeeds with 2/3 probability requires min(¢2(®) n%99) bits of commu-
nication from some player.

Relation to the Boolean Hidden Hypermatching problem. We note that this is related
to the search version of the Boolean Hidden Hypermatching problem, in which a vector z € {0,1}"
is given to Alice, who sends a single message to Bob. Bob, in addition to the message from
Alice, is given a perfect hypermatching with hyperedges of size ¢ and must output the parity of x
on one of the hyperedges. The Boolean Hidden Hypermatching problem admits a protocol with
O(n'~/*) communication (Alice simply sends Bob the values of 2 on a uniformly random subset of
coordinates of size n!=1/ %), and this bound is tight. Note that in the STREAMINGCYCLES problem
the bits of = are associated with edges in the cycles, and therefore every cycle can naturally be
associated with a hyperedge in Boolean Hidden Hypermatching problem. In contrast to the Boolean
Hidden Hypermatching problem, in which the bits are presented first and then the hyperedges are
revealed, in the STREAMINGCYCLES problem the bits and the identities of the hyperedges are



gradually revealed to the algorithm. Similarly to the Boolean Hidden Hypermatching problem,
a ‘sampling’ protocol turns out to be nearly optimal. The naive protocol mentioned above, and
considered in more detail in Section 3, solves STREAMINGCYCLES(n, £) using O(¢!) samples, and
we prove a nearly matching lower bound of min{¢**), n0-99} bits.

Applications to component collection and random walk generation. We now give a
natural way for the players to produce a graph stream based on their inputs to the communication
game:

e Define the vertex set V' =V x {0,1}.

e On receiving the ' edge (uv, by, ), insert edges (u, 0)(v, by, ) and (u, 1)(v, by, ) into the stream.

In other words, every edge of the graph G in the STREAMINGCYCLES problem becomes a pair
of edges in G’. The order in which edges of G’ are presented is not quite random as pairs of edges
as opposed to individual edges arrive in a uniformly random order.

We refer to such streams, in which batches of edges arrive uniformly at random in the stream
as opposed to edges themselves, as (hidden-)batch random order streams. Note that the reduction
above generates a stream with batches of size two, corresponding to the pairs of edges arriving at
the same time. We argue in Section 3.1 below that the batched model, in which arrival times of
edges could be correlated, but the correlations are restricted by bounded size batches, is a very
natural robust analog of the idealized uniformly random streaming model. In particular, we show
that, surprisingly, some existing random order streaming algorithms for estimating graph properties
are quite robust, and can be made to work even when the structure of the batches is not known to
the algorithm, i.e. in the hidden-batch random order model.

Using the reduction above together with Theorem 1.1, we get

Theorem 1.2 (Component collection lower bound; informal version of Theorem 4.3). Component
collection requires kX%) bits of space in hidden-batch random order streams.

Proof. 1f the component collection algorithm returns a vertex (v, b) together with a component of
size ¢ that contains (v,b), return v and parity = 0. If it returns (v,b) and a component of size 2¢
containing (v, b), return v and parity = 1. Otherwise fail. O

The bound provided by Theorem 1.2 is tight up to constant factors in the exponent. We
give an algorithm with k%) space complexity in Section 5:

Theorem 1.3 (Component collection upper bound; informal version of Theorem 5.2). There exists
a component collection algorithm in (hidden-batch) random order streams with space complexity
EO®) (words).

Similarly to the work of [PS18], our component collection algorithm can be used to estimate the
number of connected components to additive precision en. The space complexity of our estimation
algorithm is (1/¢)?(1/¢) | similarly improving upon on [PS18]. The details are provided in Section 5.

Similarly, we obtain exponential lower bounds for the random walk generation problem:



Theorem 1.4 (Random walk generation lower bound; informal version of Theorem 4.7). Genera-
tion of a random walk of length k started at any vertexr in a graph given as a hidden-batch random
order stream requires ESUVE) space. Generation of C - 4F random walks for a sufficiently large
constant C > 0 requires k2 (k) space.

Proof. For the first lower bound, let £ = /k/C for a sufficiently large absolute constant C, so that
k = C¢2. Generate a walk of length k with precision € = 1/10 in total variation distance. The walk
loops around the cycle that it starts in with probability at least 2/3. Let (v,b) denote the starting
vertex. If the cycle is of length /, output v and parity = 0. If the cycle is of length 2/, output v
and parity = 1. Thus, random walk generation requires at least ¢£2(£) = LSUVE) space.

For the second bound, let £ = k/2 and run C4* = C22¢ random walks of length k started at
uniformly random vertices, with precision 1/10 in total variation distance (for the joint distribution),
for a sufficiently large constant C' > 0. With probability at least 2/3 at least one of the walks will
loop around the cycle that it started in. Let (v,b) denote the starting vertex. If the cycle is of
length ¢, output v and parity = 0. If the cycle is of length 2¢, output v and parity = 1. O

Boolean Fourier Analysis for Many-Player Games Our lower bound for STREAMINGCY-
CLES is based on the techniques of Boolean Fourier analysis. The application of these techniques to
one-way communication complexity goes back to [GKK™07], but previous applications have either
involved two players or at most a small number relative to the size of the input, meaning that
they can afford to lose factors polynomial or even exponential in the player count. Our application
involves n players for an O(n)-sized input, requiring a careful consideration of how the Fourier
coefficients associated with the players’ messages evolve as each player passes to the next. We give
an overview of these techniques in Sections 2 and 3.

1.1 Related work

The random order streaming model has seen a lot of attention recently. Besides the aforemen-
tioned work of [PS18] that gives small space algorithms for component counting, small space
approximations to matching size have been given in [KKS14, CJMM17, MMPS17, KMNT20]
(naturally, the problem has also attracted significant attention in adversarial streams, but the
space complexity of known algorithms in this model is significantly higher than in random or-
der streams [EHL'15, BS15, AKL17, MV18, BGM*19, MV16, CCE*16, EHM16]). The work
of [MMPS17] shows that constant query testable graph properties can be tested in constant space
in random order streams in bounded degree graphs.

The Fourier-analytic approach to proving communication complexity lower bounds pioneered
by [GKK*07] has been instrumental in lower bounds for many graph problems, including cy-
cle counting [VY11], estimating MAX-CUT value [KKS15, KKSV17, KK19] more general CSPs
[GVV17, GT19, CGV20], and subgraph counting [KKP18]. Communication problems inspired by
the Boolean hidden matching problem (and therefore related to the STREAMINGCYCLES problem
that forms the basis of our lower bound) have also been recently used to obtain lower bounds for
multipass algorithms for several fundamental graph streaming problems [AKL17, AKSY20, AN21].
Lower bounds for statistical estimation problems (e.g., distinct elements, frequency moments and
quantile estimation) in random order streams were given in [CCMO08, CJPO0S|.



2 Warm-up: Boolean Hidden Hypermatching with interleaving

Let X € {0,1}" be uniformly random, and revealed one bit at a time to our algorithm. Let our
algorithm’s state at time ¢ be My, which is at most ¢ bits long. The Fourier-analytic lower bound
approach studies quantities corresponding to the following question: what is known about the parity
of each set of bits at time ¢? For the indicator z € {0,1}' of any subset of bits that arrive before
time ¢, define
Fi(2) = E [(-1)*" 1

2= E (-1)") (1)
which is +1 if the corresponding parity is specified by the message and 0 if it is completely unknown.
One can think of Fy(2)? € [0,1] as an estimate of how well the parity z is remembered at time .
A method that stores ¢ individual bits would have

VEk < ¢, ;kFt :( >

where |z| denotes the Hamming weight of z, because it remembers exactly each subset of those
bits. The foundation of the Fourier-analytic approach is that a similar bound typically holds for
any protocol that generates c-bit messages My:

Wk <e Y Fy(2)? < <O]ic)> 2)

|z|=k

with very good probability over M;. This inequality (Lemma 3 in [GKKT07]) is a consequence of
the hypercontractive inequality (see Lemma 3.4 in [KKLS88]).

In Boolean Hidden Hypermatching, one first receives the bits x and then receives O(n/¢) “im
portant” sets 2 each of size £. Since the sets are uniform and independent of the message M,
(and so, of Fy), the expected amount known about them is

- ) O(c) N
B | X FOR| =0y g R cwtt)=wn (20). @
Y i€/ ) 5 (2) "

If ¢ < n'~V¢ this is o(1) so the algorithm probably does not remember any of the important
parities.

The challenge we face in adapting this approach is that our important sets (the components of
the graph) are revealed over time, interleaved with the bits of = rather than at the end.

To see how this can be an issue, consider a two-stage version of Boolean Hidden Hypermatching;:
(4)

the first n/2 bits of x are given, then at time s = n/2 we receive 2. (elements 20 with indices
at most s) for each i, then the rest of x, and finally at time ¢ = n we receive the rest of the

(@)
[s+1:t]

‘ = (/2 always. The algorithm that stores a random subset of bits still needs

Solving either half of the stream (determining the parity of one of the half-sets z(gl,

1-2/¢

important indices z (elements 2() with indices between s + 1 and t). For simplicity, suppose

= ‘ [s+1:t]
1-1/¢

‘z<s
czn

(@)

st 14] space in general, but how can we get a tight n'~1/¢ bound?

) requires only n

The problem is that (2) does not give strong enough control over the higher-order moments to
show (3). The sets 2 at the end are no longer independent of Fy, because the algorithm’s behavior



in the second half can depend on the z<5. One could instead apply (2) to each half of the stream
and take the product, getting

m 28 (0F 2 _ I 2 08 2 0()\*
ZFs(ng) F(0 Z[s+1:t]) Z Fy(2<s) Z F:(0 Z[s+1:t]) < 0/2

’Z§5’26/2 ’Z[s+1:t]‘:é/2

and so, on average over z,

0(c)>{

n

Z f‘s(zg)zﬁt(osz[(sllzt}ﬁ < (n/?) <

1€n/l)
For algorithms that store individual bits this implies (3), since in that case
Fi(2) = f‘t(zgsot_s)f‘t(osz[s-i-l:t])
and

ﬁt(ZSSOt_S)2 < ﬁs(zgs)2-

However, for general algorithms,
Fy(2) # f‘t(zgsot_s)f‘t(osz[wl;t])-
To solve this, we need to relate f‘t(z) to bounds involving z<s and z[s1, individually. We define

Foilz ) = -1 2[s41:¢) T[S+ 1]

st (Z[s+1:1]) x‘MSMt’Bt[ )

as a “double-ended” version of (1): it asks about the knowledge of H given the states before and
after H arrives, as well as the “board” By at time ¢ (which is the information about important sets
revealed by time ¢, namely the 22 ). Since x is independent of By, this is specified by 2c¢ bits (M
and M), so it also satisfies (2). Our key observation, Lemma 3.5, is that

Fi(s) = B [Pl Forlonnn)] 4)

This lets us relate Fy(2) to I'N“S(zgs) and T ¢(2[s41.¢), each of which are bounded by (2).
Specifically, for any fixed index i, the average amount that is remembered about () is:

F,(2)?] < = 0y2s L0 2
Z(i)’&s,Mt |:Ft(2’ ) } = MSI[j:Mt LIE) [FS(ZSS) I‘S7t(2[s+1:t]) ]

= F (-2 ~ @) N2
_ME:Mt ZI(E%) Fy(22) Z&E [I‘&t(z[sﬂ:t]) }
<s [s+1:t]

O(c O(2¢c
< (z}z)) ' ( e(/z)) B (O(c)>£
— (n/2 n/2\ ’
(4/2) (4/2)
Thus, for the two-stage version of Boolean Hidden Hypermatching, we need ¢ 2 n
one of the n/¢ important sets on average.

n

1-1/€ t4 remember

These equations, (4) and (2), form the Fourier-analytic basis of our lower bound. The rest of
the challenge for our setting comes from random order streams having much more complicated
combinatorics than two-stage hypermatching, spread across n stages. As edges arrive, components
appear, extend, and merge to eventually form the final cycles.
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Figure 1: Illustration of two possible edge arrival orders. Lighter edges arrive later.

3 Technical Overview

A basic “sampling” protocol. Suppose we only permit ourselves to remember one parity (so
using one bit of space, in addition to whatever space we need to know which parity this is). We
want to eventually learn the parity of one cycle in the stream, and so the natural strategy is as
follows:

1. Arbitrarily choose some edge to start with, and record its parity.

2. Whenever we see a new edge that is incident to the parity we are storing, add that edge to
the parity, and hope our parity eventually grows to encompass an entire cycle.

This strategy will succeed with probability ¢~ ©®), as it only works if no edge of the cycle arrives
before a path to it from the first edge has already arrived (we refer to such a cycle as a “single-seed”
cycle—see Fig. 1a for an illustration). So we would have to repeat this process ¢°® times in order
to achieve a constant probability of success.

Can we hope to do better by not considering the parities independently? Suppose we maintain
the parities of ¢ paths at a time, which may merge with each other as we process the stream.
We now have some chance of finding “multi-seed” cycles, i.e. cycles in which several disjoint paths
arrive before eventually being merged by later edge arrivals—see Fig. 1b for an illustration. If we
happen to have remembered the parity of each of the components that eventually merged into a
given multi-seed cycle, we will find the parity of the cycle. The chance that any k of them are from
the same cycle is N(z) (¢/ n)k_l, and the chance of any given cycle having only k seeds is (¢/k)~©®),
as it requires k paths of average length ¢/k to arrive in order. Until ¢ is n!=©1/0  the probability
of finding the parity of a cycle will therefore by dominated by the single-seed case.

However, so far we have assumed we can only store individual parities. To extend these argu-
ments to algorithms that maintain arbitrary state, we make use of the tools of Boolean Fourier
analysis.

Fourier-analytic lower bound for STREAMINGCYCLES. We construct a hard instance for the
problem in which the bit labels X for the edges are chosen uniformly at random, and in order to
simplify the analysis we allow the algorithm to remember which edges it has seen for free (although
not the bit labels). We say that these edges are posted on the “board” B. The state of the board
at time ¢, i.e. after receiving ¢ edges, is denoted by B.

For any subset z € {0,1}" of the edges that have arrived so far (given by the appropriate bit



mask), we can associate the expectation of the parity of z given M, with the normalized Fourier
coefficient

Fi(z) = E [(-1)™]

Note that if the algorithm returns v, and C'is the cycle containing v (written as an element of

{0,1}™), the algorithm’s best guess for the parity of C' will be 1 if F,,(C) > 0 and —1 otherwise.

1+|F, ()]
2

Moreover, the probability that this guess will be correct is . Therefore, for a lower bound,

it will suffice to prove that with good probability

‘F‘n(C’)‘ — o(1).

Fourier mass on collections of component types. Writing Zi} for the set of multisets of
integers, for 8 € Zi} and a z € {0,1}" we define

z~y B

to be true iff z corresponds to a set of edges which contains [a] components (i.e., paths or cycles)

of length a for each a (here for 5 € Zi} and an integer a we write [a] to denote the number of
occurrences of a in #). Our main object of study in the lower bound proof is

HY = ) Fy(2)?

2€{0,1}% 2~ 8

which can be viewed as the amount of certainty that the algorithm has about parities of unions of
components whose sizes are prescribed by .

In order to build some intuition, we consider our prototypical sampling protocol from the start
of Section 3. Let ¢ be the number of edges sampled at the beginning and for every j > 1 let th
denote the number of components of size j (i.e., with j edges) that the sampling algorithm was
able to construct at time t. Then for every multiset 5 and every ¢ one simply has

¢ Yy
=T () >

=1l (B[a]

and
=

where the last equality holds because the sampling algorithm grows components out of the first ¢
arriving edges, and for every j we have that H?{ ; is the number of components of size j that the
algorithm knows the parity of at time ¢. In order to prove that the sampling protocol does not

succeed, we need to prove that Y;* = 0, and for general protocols we need to prove
Lemma 3.1. For all € > 0, there is a D > 0 depending only on € such that, if ¢ < min(ﬁé/D,nl_E)
and D < £ < D™ !logn,

n
In order to establish Lemma 3.1, we bound the expected evolution of E [Hg] as a function of ¢.

In what follows we first analyze the evolution of HtB for the simple “sampling” protocol, and then
present the main ideas of our analysis.



Evolution of Fourier coefficients of the “sampling” protocol Fix a component of size j.
At time ¢ the probability that it gets extended is about =, and therefore

2
IE[Y]-t|Bt_1, F; 1] =~ th_l + 3 th__ll + (contribution from merges of smaller components).
n —

In order to derive the asymptotics of th, we first ignore the contribution of merges, and later verify
that they do not affect the result significantly. In particular, ignoring the contribution of merges,

we get
2

n—t

t—1
Sy

E[Y}Bi1,Fe ] = Y/ ' +

We assume for intuition that ¢ < n/2, i.e .we are only looking at the first half of the stream.
Since the initial conditions are (essentially) Y;' = ¢ and le = 0 for j > 1, because the algorithm
can remember c single edges at the beginning of the stream, and no larger components (since they
typically do not form at the very beginning of the stream). This now yields that

Y] <c 47N t/my (G - 1)

for t <n/2 and all j > 1. This is because le = c as required, and for j > 2

E[y;] <

t—1

Z (t/n)i~ 5)

s=1

< (c- 471G -2))

3|>—‘

: t/n
mc-49_1/(j—2)!~/ 2 2dx
0

= 47Nty - 1)

This in particular implies that YZ/ 2<life= 2°) " and in general that for the sampling protocol
we have, at least for t < n/2,

JIRE

JjeB
~ e 4 emy G - 1)
JEB
< (112 @ <£>'ﬁ'*_5 e
T\ " 7

where () is an absolute constant, |8[, = ;5 and [B] is the number of elements in the multiset /3
(counting multiplicities).

Evolution of Fourier coefficients of a general protocol. The outline of the simple “sampling”
protocol above provides a good model for our general proof. Specifically, in Lemma 4.37 (see
Section 4.8) we show that there exists a constant Q > 0 such that for (almost) all 8 and t (the



near-end of the stream and going from = {¢{ — 1} to = {{} require some special treatment) one
has

. 1 " £\ 1Bl—v(8) "

el s (I3 ) @ () ©
jeB

where 8], = > ;51 and v(B) = > i [4]. Lemma 3.1 then follows by essentially summing the

above bound over all component types (the proof is presented in Section 4.8).

The result of Lemma 3.1 can then be seen to imply that the chance of successfully guessing the
parity of any cycle is o(1) whenever ¢ = ) and specifically that the STREAMINGCYCLES problem
requires /229 space.

To establish (6), we bound the (expected) evolution of Htﬁ as a function of t € [n]. Specifically,
we show in Section 4.7 that for every ¢ € [n] the expectation of Htﬁ can be upper bounded in terms
of expectations of H for s < ¢t and « corresponding to “subsets” of § (see Section 4.4 for the
formal definitions). This is a natural extension of our analysis of the “sampling” protocol above. In
full generality, however, this requires showing that if the algorithm has limited information about
parities of collections of type « at time s (i.e., HS is small), then it is unlikely to know too much
about collections of type [ obtained as a result of merging several components in « or extending
them by edges arrived between s and ¢.

Crucially, the probability that a collection of components of type « grows into a collection of
components of type § at any given time depend only on the collection type (i.e., the multisets «
and (). Specifically, for s € [n], a pair of collection types a, 3 € Zi} such that a[l] = S[1] (the
number of single edge components in « and ( is the same) and a realization By of the board By at
time s we write

pS(ayﬁyBs) Pr [Z -1 s+l B|Bs = Bs]

Bs+1

for any z € {0, 1}® such that z ~4 a to denote the probability that a collection of type « at time s
becomes a collection of type 5 at time s + 1 through one of the following “growth events”™

Extension An edge arrives at time s + 1 that is incident to exactly one component in the
collection.

Merge An edge arrives at time s 4+ 1 that is incident to two components in the collection.

We will use

Lemma 3.2 (Informal version of Lemma 4.18). With high probability over the board state Bg, for
s not too close to n one has for (almost) every a, 8

Olafal) if a = B is an extension of a path of size a

ps(a, B,Bs) < {O(g[a}-a[b])
O(ala]-aft])

n=s) if a = B is a merge of paths of size a and b.

We will also need

Definition 3.3 (Down set of § € Zi}). For o, € Zi} we write « € B — 1 if B can be obtained
from «a by either an extension or a merge followed by possibly adding an arbitrary number of 1’s to
.
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For B € Zi} and o € B — 1 we write |8 — «a| to denote the number of ones that need to be added
to « after a merge or extension to obtain (3.

Equipped with the above, and writing 71" for the set of all edge arrival times, we can state our
main bound on the evolution of Fourier coefficients:

Lemma 3.4. For everyt € T one has for 8 € Zi} that contain at least one component of size more
than 1 and have 8], < { — 2,

t—1

L HE <30 D0 allf—al)- B [H - plo,f,By)]

s=1 acp—1
and for B with all components of size 1

oy [HY] < q(18]),

where N
o(h) = {(%) e

2¢ otherwise.

The function ¢(k) comes from hypercontractivity (as in (2), [KKL88]), and bounds the total
amount of Fourier mass a ¢-bit message can place on size-k parities; when a — 3, ¢(|8—«|) appears
because the term involves remembering |3 — a| of the isolated edges that arrive between s and t.

The proof of Lemma 3.4 is based on a function r that functions similarly to the r,; used in
the Section 2 warm-up. Lemma 3.4 allows us to bound the Fourier mass on various collections of
components as a function of their evolution in the stream. We consider two prototypical examples
now.

Example 1: single-seed components. To obtain some intuition for Lemma 3.4, we first consider
a simplified setting where p(a, 8, B;) = 0 unless o — [ is an extension, i.e., we ignore the effect of
merges. Without merges, since we eventually care about the single-element set {¢}, we only need
to track the mass on other single-element sets 8 = {a}, so § —1 = {a — 1}. Then

t—1

EHI<Y Y alf-al-§ [Hipe5B)

s=1 acf—-1
a—f is an extension

= > a(0) B [Hj, 1y -p({a—1}.{a}.B.)
<3122 E H, ).

where the last step uses the first bound from Lemma 3.2. One observes that the above recurrence
(a) —(t/n)%—as needed for (6).

is quite similar to (5) and can be upper bounded similarly by ¢2

11



Example 2: multi-seed components. To illustrate the way Lemma 3.4 handles merges, suppose
we want to bound Hyyy. There are three paths from {4} via down-set relations to our base cases:

{4} = {3} = {2} = {1}
{4} = {3} = {11}
{4} = {21} = {1}

The first is a series of extensions, so bounded by about ¢/a! according to Example 1; the other two
involve merges, and we show give negligible contribution. We show this for the {4} — {2,1} — {1}
path here.

The only path to 5 ={2,1} is an extension from {1}, so Lemma 3.4 and Lemma 3.2 show

Z > a8 -al)- B [H-p(o,5.B,)]

s= 10&65 1
- Z ) |: {1} * p({l}v{Zal}aBs)
- Z e 8 i)
Sec (t/n)
Then the contribution to Ex B, [Hg] for B = {4} from the {4} — {2,1} — {1} path is at most

t—1 =1
> a4y~ {2.1}) - B [Hp, -p({2.1).{4).B,)] SZl'()(CQ(S/”))'i(nO_(?p
s=1 s=1

For almost the entire stream, say t < n — n%% < n — w(c), this term is much less than the ©(c)
contribution from extensions. The fact that merges are about a ¢/n factor less likely can be used
in general to show that the evolution is ultimately dominated by extensions and establish (6), for
t <n—nd9%,

Handling the end of the stream. Our bound (6) gives roughly a 5 bound on H f a}> but only up

to time t = n — n%%. By this time, however, probably every single cycle will be missing only O(1)
edges, and so have at most O(1) components. Thus each cycle will have an (¢)-long component

that has arrived, and (6) gives a % < ¢/ poly(¢) bound for the Fourier mass of its collection type
at t. Summing over the poly(¢) possible types leads to Lemma 3.1.

We now discuss a key technical insight that allows us to establish Lemma 3.4. It is the one
illustrated in the warm-up example of Section 2.
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Key tool in proving Lemma 3.4: decomposition of a typical message. In order to estab-
lish Lemma 3.4, we need an approach to expressing the Fourier transform of the typical message F;
at time ¢ in terms the Fourier transform of the typical messages F; for s < ¢. This is achieved by
Lemma 3.5 below. Intuitively, this lemma allows us to exploit communication bottlenecks arising
at every s < t that preclude various Fourier coefficients from becoming large.

Let r(2(s11.4; Fs, F) denote the indicator function for x[, ., taking Fs to Fy. Note that r is a
random function depending only on By (Fj is a function on s bits and F} on t bits, so its dependence
on By, is given implicitly by its arguments). The decomposition of typical messages is given by

Lemma 3.5. For every s,t € T with s < t, and any z<;, we have:

Fi(2<t) = PE Fy(2<s) - T(2[s41:0; F's, Ft)‘Fth]'

S

Since r is a function partitioning its input based on at most 2c¢ bits, its normalized Fourier
transform T is subject to a bound similar to (2), which enables us to establish Lemma 3.4.

3.1 Hidden-Batch Random Order Streams

We introduce a new random order streaming model that allows for (limited) correlations whose
structure is unknown to the algorithm (the hidden-batch random order streaming model, Defini-
tion 3.6 below). We give new algorithms for estimating local graph structure using small space in
this model, and show that existing results in this space translate to our model with only a very
mild loss in parameters.

Definition 3.6 (Hidden-batch random order stream model; informal). In the (b, w)-hidden-batch
random order stream model the edges of the input graph G = (V, E) are partitioned adversarially
into batches of size bounded by b, after which every batch is presented to the algorithm in a time
window of length w > 0 starting at a uniformly distributed time in the interval [0, 1].

To motivate this model consider observing, say, a network traffic stream or a stream of friendings
in a social network. In each case, there are many events (say, a login attempt, or a group of people
meeting each other at a party) that will trigger a bounded number of updates (the back and
forward of packets in a login protocol, or people adding friends they met) that might have very
complicated temporal correlations with each other, but that occur over a bounded period and are
mostly independent of other events being observed in the stream.

To simulate this, we think of the division of observations into events (our batches) being adver-
sarial but limited by a maximum batch size b, while the times of the events are chosen at random
but the observations associated with the events are adversarially distributed about the event time,
subject to the event duration limit w. Note that this means that observations from multiple events
may (and often will be) interleaved—more than one person may be logging onto the same network
at the same time and more than one party may be taking place at once.

It is worth stressing that the partitioning of edges into batches is unknown to the algorithm
(consequently, we refer to our model as the hidden batch model).

Some existing random order streaming algorithm can be readily ported to the hidden-batch
random order streaming model.

Theorem 3.7 (Component Collection; informal version of Theorem 5.2). There is a (b, w)-hidden
batch streaming algorithm that, if at least a Q(1) fraction of the vertices of G are in components of
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size at most ¢, returns a vertez in G and the component containing it with probability 9/10 over its
internal randomness and the order of the stream, using EO(Z)(b + wm) polylogn bits of space.

We show that results of [PS18] on counting connected components in random graph streams can
be easily extended to our hidden-batch random order model with only a mild loss in parameters.
Specifically, in [PS18] it was shown that the number of connected components ¢(G) in a graph G
can be approximated up to an en additive term using (1/ 5)0(1/ ¢*) words of space. We show that
this can be improved to (1/£)°(1/¢) and that (up to log factors) it can be extended to hidden-batch
streaming with only linear loss in the parameters.

Theorem 3.8 (Counting Components; informal version of Theorem 5.1). For all ¢ € (0,1), there
is a (b,w)-hidden batch streaming algorithm that achieves an en additive approzimation to c¢(G)
with 9/10 probability, using (1/e)°1/€) (b4 wm) polylog(n) bits of space.

We note that the wm term in the space complexity corresponds to the expected number of
edges arriving in a given time window of length w. Since the arrival times of edges are adversarially
chosen in a window of length w started at the arrival time of the corresponding batch, it is natural
to expect the algorithm to store these edges.

Our algorithm above, similarly to the approach of [PS18], proceeds by first sampling a few
nodes in the graph uniformly at random, and then constructing connected components incident on
those nodes explicitly. Such a sample of component sizes for a few vertices selected uniformly at
random from the vertex set of the input graph can then be used to obtain an estimator for the
number of connected components. The details are given in Section 5.

4 Lower Bounds

In this section we prove our main result, which is a lower bound for STREAMINGCYCLES, even when
the edge arrival order and bit labels are chosen uniformly at random.

Theorem 4.1 (STREAMINGCYCLES Lower Bound). For all constants € > 0, solving the distribu-
tional version of the STREAMINGCYCLES(n,{) problem with probability at least 2/3 requires at
least one player to send a message of size at least min (69(5), nl_e).

We use this to prove a lower bound for the component collection problem.

Definition 4.2 (Component Collection). In the (/3,¢) component collection problem, we are given
a graph G as a stream of edges, with at least B|V (G)| of its vertices in components of size at most
¢, and we must return a vertex v € V(G) and the size of the component containing v.

Our lower bound is given by Theorem 4.3:

Theorem 4.3 (Component Collection Lower Bound). For all constants C,e > 0, solving the (1,¢)
component estimation problem in the (2,0)-batch random order streaming model with probability at
least 2/3 requires at least min (69(5), nl_e) space.

The theorem gives a tight lower bound for the (1,¢) component collection problem in (2,0)-
hidden batch streams.

We also prove a lower bound for the random walk generation problem in random streams, which
we define formally first. Our definition matches the one in [KKP22].
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Definition 4.4 (Pointwise e-closeness of distributions). We say that a distribution p € Rﬁ’_ 18
e-close pointwise to a distribution q € RZ if for every uw € U one has

p(u) € [ =&, 1+¢]-q(u).

We now define the notion of an e-approximate sample of a k-step random walk:

Definition 4.5 (c-approximate sample). Given G = (V,E) and a vertex uw € V we say that
(X0, X1,...,Xk) is an e-approximate sample of the k-step random walk started at u if the distribu-
tion of (Xo, X1,...,Xy) is e-close pointwise to the distribution of the k-step walk started at u (see
Definition 4.4).

Definition 4.6 (Random walk generation). In the (k,s,¢e,d)-random walk generation problem one
must, given a graph G = (V,E) presented as a stream, generate s independent e-approximate
samples of the walk of length k in G started at a uniformly random vertex, with error bounded by
d in the total variation distance.

The work of [KKP22] designs a primitive that outputs such walks using space (1/ s)o(k)ZO(kz)s,

with § = 1/10, say.

Theorem 4.7 (Random Walk Generation Lower Bound). There ezists an absolute constant C' > 1
such that for sufficiently large k > 1, (1) solving the (k,1,1/10,1/10) component estimation problem

in the (2,0)-batch random order streaming model requires at least min (kﬂ(‘/g),no'%) space and (2)

solving the (k,C4%,1/10,1/10) random walk generation problem in the (2,0)-batch random order
streaming model requires at least min (kQ(k),nO'gg) space.

We start by setting up basic notation in Section 4.1, then define our communication problem,
namely the STREAMINGCYCLES problem, in Section 4.2. Notation relating the underlying graph in
the STREAMINGCYCLES problem to the observable graph (the graph that the players see on their
common board) together with basic results on this relation is presented in Section 4.3. Definitions
relating to properties of collections of components observed on the board, such as the definition of
extension and merge events, are presented in Section 4.4. Technical lemmas on the probabilities of
these events are presented in Section 4.5. A key lemma on the decomposition of the typical message
of a player in the STREAMINGCYCLES problem is presented in Section 4.6. The main recurrence on
the evolution of Fourier coefficients throughout the stream is obtained in Section 4.7, and solved
in Section 4.8, where we prove of our main lemma (Lemma 3.1). We use this to prove Theorem 4.1
in Section 4.9. Finally, the proof of Theorem 4.3 is presented in Section 4.10, and the proof of
Theorem 4.7 is presented in Section 4.11.

4.1 Notation

We use the notation [a] = {1,2,...,n} for positive integers a. For strings x,y, we use z-y to denote
the concatenation of 2 and y. For x € {0,1}" and s,t € [n], we write x[5, for the substring of
starting at index s and ending at index ¢ and z<; for z[y..

We will use standard permutation notation, including .S, to denote the set of permutations
of [n]. For any set A and permutations m,¢ : A — A we will use 7¢ : A — A to denote their
composition. For any such permutation 7 and a tuple (u,v) € A x A or set B C A, we will write

m((u, ) = (7 (u), 7(v))
m(B)={n(B):a € A}
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For any set A, we will use U(A) to denote the uniform distribution on A. For any predicate p, we
will use 1(p) to denote the variable that is 1 if p is true and 0 otherwise.

4.2 The STREAMINGCYCLES problem

The STREAMINGCYCLES(n, £) problem is an n-player one way communication problem defined as
follows. Informally, in this game every player is presented with an edge e = (u,v) € (‘2/) together
with x, (here z € {0,1}V), with the promise that the union of the edges can be partitioned into
n/¢ disjoint cycles of length £. The n'" player must output a cycle C in the graph together with
the parity of the cycle, namely > - xy.

We consider a distributional version of this problem in which the bit string x is chosen uniformly
at random, the edges are assigned to the players uniformly at random, and the partitioning of the
edge set into cycles is not known to the players in advance (otherwise the problem becomes trivial).
The edges given to the players are public input (they are posted on a board visible to all players),
whereas the bits z, are private inputs. For every ¢ € [n] the ¢ player receives a message of ¢ bits
from the (t — 1)™ player and sends a message of ¢ bits to the (¢ + 1) player. The message from
the 0*" player is the zero string of length c. We define the problem formally in what follows.

Underlying graph G. Let the underlying graph G = (V, E) with V' = [n] be defined as follows.
We first define next : V— V as

j+1 if 7 £ 0 mod /¢
j—4£€+4+1 otherwise.

next(j) = {

Then for each vertex v € V define an edge
ey = (v,next(v)) (7)

and set
E= {ev}UEV

The graph G will be revealed to the players over n time steps. We will use T" = [n] to denote the
set of these time steps. The labels of the vertices of G are permuted before they are presented to
the players. We define the permutation now.

Permuting labels of vertices. Choose two permutations w: 7T — V, o : V — V uniformly at
random. These two permutations will determine, for each ¢ € T, the edge that is written on the
board at time ¢ (we will also say the edge “arrives” at time ¢, and that it is “present” at all ¢ > t).
Specifically, the edge arriving at time ¢ is

by = 0-(e7r(t) )

Definition 4.8 (Board state B;). We define the “board” By to be the sequence of all edge arrivals
up to time t, i.e.
B, = (bS)t

s=1-
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underlying graph G
11

12 10

observed graph O,, with arrival times at the end of the stream

vertex ids, e.g. o(4)

914 971 960

98 906 486 965 916

422

arrival times ¢

Figure 2: Illustration of the underlying graph G (top) and the observed graph (bottom). In this
example 771(1) = 758, 77 1(2) = 744, 7~ 1(3) = 393 etc.
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We will occasionally use By.; to refer to (bi)t This then defines the observed graph O; =

1=s"

(V,{bs},_,) at time ¢. Note that Oy is isomorphic to (V, {€y}r()<;), With o giving an isomorphism.

Each subset S of {bs}._, (or equivalently, subgraph of O;) can be associated with a ¢-bit binary
string 25 given by

0 otherwise.

{1 ifb, €S
Ty =

In cases where it is unambiguous, we will use S to refer to x5 directly. Conversely, for each
x € {0,1}", we will write O for the subgraph of Oy such that 207 = z.

Note that as Oy is isomorphic to a subgraph of a union of length-¢ cycles, each of its components
is either a length-¢ cycle of a path of length < ¢, and the same holds for all subgraphs S.

Player input. Choose X ~ U({0,1}7). At each time step ¢ € T, the t'" player receives three
pieces of input: (1) the bit X; € {0,1}, (2) a message M;_; € {0,1}° from player ¢t — 1 (we let
M, = 0¢ for convenience), and (3) the contents of the board B;. Then, if t < n, player ¢ sends M,
to player ¢ + 1.

Objective of the game. Player n, after timestep n, must output v € V and X - C,,, where C,
is the component of O,, containing v (which, as G is a union of length-¢ cycles, will necessarily be
a length-¢ cycle).

As the input distribution of the problem is fixed, we will by Yao’s principle assume that the
players are deterministic from now on.

4.3 The Underlying and the Observable Graph

In this section we introduce terminology and some necessary lemmas for understanding the rela-
tionship between the observed and the underlying graph.

Definition 4.9. For each t € [n], I, is the set of possibilities for w that are compatible with By
(see Definition 4.8), i.e.

II, = {7T €S, :does,, (a(ew(s)))izl = Bt}
Lemma 4.10. For every t € [n], conditioned on By, one has @ ~ U(I1).

Proof. Unconditionally, (m,o) are uniformly distributed on S,, x S,,, so conditioned on By, they
are distributed uniformly on

{(m,0) € Sp % Sn : (0(en(s)))im1 = Be}

and so it will suffice to prove that for every 7 € Il;, the number of o € S,, such that

(U(ew(s) ))1;:1 =B

is the same. For any pair 7, 7y € II; We will give an injection from ¢} such that

(O{ (em(s) ))é:l =By
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to o}, such that
(Ué(eﬂz(s)))ézl =By

implying that there at least as many such o} as there are such o/, and so by symmetry there are
the same number of each.

Since o1, 09 € 1I; by assumption, there exist o1, 09 such that
(01(emy(s)))i=1 = Bt = (02(€my(s))) ot

Fix a choice of such o1 and o9. The injection is defined by setting 04 = ojo Lo9. For any fixing of
01,09, this is an injective function of o7, as oy 102 is a permutation, and
¢ -1 ¢
(Ué(eWQ(S)))Szl = (0/101 02(6W2(S)))S:1
-1 ¢
= (0/101 Ul(em(s)))szl
t
= (01 (ry(s)))e=1

— B,

completing the proof. O

observed graph O; with arrival times at time ¢t = 500

914 971
[
633 / 656 793
393 ° °
187 382
98 906 486 36 916
172 277 318 490
707 446 °
279 958 801 850
547 142 934

Figure 3: Illustration of the state of the board (i.e., the observed graph annotated with arrival
times) at an intermediate point ¢ = 500 in the stream.

4.4 Basic properties of collections of components

We write Zi} to denote the set of multisets of non-negative integers. We will refer to each such
multiset as a collection type. For such a multiset o we will write «[i] for the number of times 4
appears in a.

Definition 4.11. For t € T, z € {0,1} and a € Zi} we write z ~y o if Of is a union of
components in Oy, and for each i € [(], the number of i-edge components in OF is ali].

Definition 4.12 (Weight and size of a € Zi}). Fora e Zi} we let |al, := )", i denote the weight
of a and let || denote the number of elements in «, which we refer to as the size of a.

Definition 4.13 (Extensions and Merges). For any «a € Zi} we define an extension or merge as
follows:
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[Extension] Increment one of the elements in o by 1;

[Merge| Replace two elements a,b € o with a + b+ 1.
Similarly, for anyt €T, z € {0, 1}t, we say OF experiences an extension or merge at time t + 1 if:

[Extension] by is incident to exactly one component in OF.

[Merge] by1 connects two components in OF.

Note that Of experiences an extension or merge at time ¢ + 1 iff Oy ~; a, Oy41 ~yy1 B for 3
obtained by an extension or merge on «, respectively.

Definition 4.14 (Down set of 5 € Zi}). For o, € Zi} we write « € B — 1 if B can be obtained
from a by either an extension or a merge followed by possibly adding an arbitrary number of 1’s to
.

For 5 € Zi} and a € — 1 we write |3 — « to denote the number of ones that need to be added
to « after a merge or extension to obtain (3.

Definition 4.15 (Growth event Grow(z, s,t)). For everyt € T, every s € [t] and every z € {0,1},
let Grow(z,s,t) =1 if b1 extends one or merges two components of 0:=* and only single edge
components of Of arrive between s + 1 and t, and let Grow(z,s,t) =0 otherwise.

Lemma 4.16. For every t € T, By in the support of By, every r,r' € {0, 1}t such that r ~¢ a and
r’ ~y a for some a € Zi} when By = By, then for all p € Zi}

Pr [r -1 N1 5|Bt = Bt] = BPI' [7"/ -1 N1 5|Bt = Bt] .
t+1

Bi+1

Proof. Recall that the sequence of edges By is given by

(0-(671'(8)))2:1
where o and 7 are uniformly chosen permutations from [n] to [n], while the edge that arrives at
time t + 1 is given by

4 (eﬂ(t-i-l))

Recall also that B; does not include the identity of o, 7 themselves. Now, as r ~; a and 1’ ~; «,
we can construct a graph automorphism ¢ : V. — V of Oy, depending only on B;, such that ¢
swaps O} with O;l and is the identity everywhere else. Then, as B; includes the arrival time of
the edges, we can construct a permutation ¢ : T'— T, also depending only on By, such that for all
teT

d(by)) = by

and 1) is the identity everywhere except the support of r and r’.

Recalling that bs = o (ex(s)), this means that, as the distribution of o, 7 conditional on B is
uniform on

{(07 77) S Sn X Sn : (U(ew(s)))ézl = (bs)ézl}

we have, for each o, 7 € S;, X S,

;g[(aﬂr) = (o, 77)] = Pﬁ[(o‘,ﬂ') = (¢0'7 WT)]

g,
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Now, as ¢ is a graph automorphism swapping O7 and Of’, and ¥(t +1) =t + 1, by will extend
or merge OF iff ¢(by41)) causes the same extension or merge in 07, and so the above equation
gives us the result. O

This allows us to define the probability of growth events using only the collection type of a
collection of paths.

Definition 4.17. For s € [n], a pair of collection types o, € Zi} such that o[1] = B[1] and an
element By of the support of By we write

ps(a,ﬂ, Bs) = BPfl[Z -1 41 /B‘Bs = Bs]

for any z € {0,1}* such that z ~4 a. Furthermore, if B[1] > a[l], we write

ps(a, B, Bs) = p(Oé, B/y Bs)
where ' is B with B[1] — a[l] copies of 1 removed, whereas if B[1] < a[l1], we set p(«, B, Bs) = 0.

4.5 Extension and Merge Probabilities

In this section, we will prove the following lemma, bounding the probability that a merge or
extension event will occur at a given time.

Lemma 4.18. For some absolute constant C > 0, for each t < n — C2%n>Slogn, there is an
event & over By such that Prg,[&] > 1 — 1/n**1, and for any By € & and for every a, B such that
| < € — 3 (recall Definition 4.12)
% if « — B is an extension of a path of size a
pi(a, B, Bt) < 4 o(afa]-afb)
2

=) if « — B is a merge of paths of size a and b.

We will prove four cases of the lemma, depending on ¢ and whether we are considering an
extension or a merge.

We start by proving the lemma when ¢ < n/8 and f is reached from « by an extension.
Claim 4.19. For each t <n/8, every By in the support of By, and for every o, 8 such that « — [
18 an extension of a path of length a,

3aal

B;) < .
pt(a757 t) ~ n

Proof. Let O be the graph corresponding to the edges in the sequence B;. Let H be any subgraph
of By with component sizes corresponding to «. It will suffice to bound the probability that a
length-a component of H is extended at time ¢ + 1 when B; = B;.

There are 2afa] distinct end vertices of components of length @ in H. Call this set S. One
of these paths is extended iff o(mw(s + 1)) € S or o(next(w(s +1))) € S. For any o, suppose
o = 0. Now for each element of S, there is exactly one possibility for 7 (s + 1) that will cause one
of o(mw(s+1)) € S or o(next(mw(s+1))) € S to hold, and conditioned on B; = By, 0 = o, w(t +1)
is uniformly distributed on a set of size n —t > 7n/8 (as fixing B and o fixes (7(s))i_;). So the
result follows by taking a union bound. O

Next, we prove it for merges when ¢t < n/8. To do this, we will first introduce a new concept,
the swap graph G7.
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The swap graph G7. For any t € T, z € {0,1}, the vertex set of this (undirected) graph will
be IT; as defined in Definition 4.9, the set of permutations in the support of 7w that are consistent
with the observed board B;.

We now define the edge set of G7. If OF is not a single component of size at most £ — 2 in Oy,
G7 is the complete graph for convenience.

Now suppose that O7f is a single component of size at most £ —2. We now define edges incident
on a permutation m € Il; in G7. To define these edges, first note that the set of vertices

m({s € [t] : zs = 1})
induces a path P in the underlying graph G. Let k denote the length of this path. Write
P = (ui)?:lvui € V7 (8)

where for every i € [k — 1] one has w;4+1 = next(u;). In particular, we have, as per (7), that
eu; = (uj,uiy1) for each i € [k — 1]. For every path

P = (u;)izy, i €V (9)
in G of the same length first define
V=V (10)

to swap w; and u} for each i € [k — 1] while being the identity everywhere else, and then add an
edge (m,7’), where
7’ =ym, (11)

to G7 if #’ € II;. We have that 7' is consistent with B; on every edge except, possibly, the edges
immediately before and after P’ or P. In particular, 7’ € IT; if none of those edges arrive in B;.

Lemma 4.20. Ift < n/8, the minimum degree of G} is at least n/8.

Proof. The result is trivial if O7 is not a single component of size at most ¢ — 2 in Oy, so we will
consider only the case where it is.

We will to show that, for any = € II;, there are at least n/12 — 1 ways of choosing 7’ by the
process defined above such that 7" will still be in II;. Let P, P’/,v¢, 7" = ¢ be as in (8), (9), (10)
and (11) above. Note that 7’ will be in II, if there is some choice of permutation ¢’ : V' — V such
that (0’(eq(s)))i=1 = B¢ As there is a permutation o such that (o(ex(s)))5—; = By, choosing

o =0
will guarantee that o’ (e (5)) = bs for each s € [t]. So (0/(ex(5)))5—; = By will hold provided

U/(ew’(s)) = U(ew’(s)) = U(eﬂ(s)) (12)

for all s such that z; = 0. The condition in (12) will be satisfied when there is no s € [t] such that
zs = 0 and e,y is incident on either P or P’. This will happen iff there is no s € [t] such that
either next(n(s)) = u} or 7(s) = u}.

Therefore, the number of valid choices for the new path, and therefore the degree of m in G7, is
given by the number of pairs wg,wy, in V such that (a) w(wp), 7(wy) > t, and (b) there is a path
(w;)¥_, such that w; = next(w;_1) for each i € [k]. We lower bound the number of such pairs now.
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We will start by lower bounding the number of disjoint pairs wg,wy in V that satisfy (b).
We may assume without loss of generality that & < ¢/2, as there is a one-to-one correspondence

between paths (wp)_, and paths (w})’ZF such that w}y = wy, and w)_, = wo.

We will consider two cases to lower bound this number of disjoint pairs:

k < ¢/4: We may divide each cycle in the underlying graph G into L%J disjoint blocks of 2k
consecutive vertices. In each such block we may fit & disjoint pairs satisfying (b). Therefore

each cycle contains
L L
— k> = — -k >
] (L) ko

disjoint pairs satisfying (b), and so G contains at least n/4 of them.

k > £/4 For any cycle in G, let v be a vertex in the cycle. Then for each i < k, (next?(v), next'**(v))
is a pair satisfying (b), and these pairs are all disjoint. So there are at least min(k,¢—k) > ¢/4
such disjoint pairs in the cycle, and therefore at least n/4 in G.

Therefore, as t < n/8, there are at most n/8 pairs (wp,wy) that do not satisfy (a). Combining
with the bounds above, we get that there are at least n/8 pairs (wg, wy) that satisfy both (a) and
(b). This completes the proof. O

We are now ready to prove the result for merges when ¢t < n/8.

Claim 4.21. For each t < n/8, every By in the support of By, and for every o, 8 such that a« — 3
is a merge of paths of length a,b,

ldafa] - afb] .

pt(a757Bs) < 2

n
Proof. Fix By = B; and let Oy be the corresponding value of O;. For any pair of components Py, P,
of lengths a, b in Oy, they will merge at time ¢ + 1 iff two criteria are satisfied:

1. The two paths Q; = o~ }(Py), Q2 = o~ (P) in the underlying graph G need only one edge
to be connected.

2. That edge arrives at time ¢ + 1.

If the first criterion is satisfied, the second will be with probability ﬁ < 7%, so we will seek to

bound the first. Let IT be the value of II; (recall Definition 4.9) given B, = By, and let IT* be the
set of m € II that would lead to the first criterion being satisfied if w# = 7. We will prove that
TI*| < 2|11|, which by Lemma 4.10 suffices to prove that the probability of 7 satisfying the first
criterion is at most 8/n.

Let z € {0,1}" be given by z, = 1 if an edge in P} arrived at time s, and z, = 0 otherwise. Let
G; be the swap graph G7 when B; = B;. Each vertex of this graph corresponds to a choice of .
Note that, given B; = By, the values of o~! on non-isolated vertices of O; and the values of 7 on
[t] each uniquely determine the other, so in particular such a vertex determines a choice of o~ 1.
Thus, the choice of a vertex in G7 uniquely determines a choice )1, Q2 of the length a, b paths Q,
Q2. Moving along an edge of G7 corresponds to choosing a different ()1 while leaving ()2 the same.

We observe that for each 7w € II, there are at most 2 neighbors of 7 in II*, as when fixing Q2
there is at most two choices of (); that lead to them being separated by exactly one edge. By
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Lemma 4.20, the minimum degree of Gf is at least n/8. Therefore, each vertex in IT* is a neighbor
of at least n/8 vertices of II, each of which neighbors at most 2 vertices of IT*, and so

| > ).
16

Therefore the probability that 7 satisfied the first criterion given By = By is at most n/16. We
have that the probability of any given pair of components of length a,b merging is at most

16 7 14
n 8n  n2

and so the result follows. O

For the remaining cases we will use a new random variable Uy, that gives the final board state,
up to re-orderings of the edge arrivals from time s + 1 to n. As conditioning on U, means that
Lemma 4.16 no longer holds, we will introduce new notation for the average growth probability.

Definition 4.22 (Average growth probabilities). For each s € [n], the random variable Ug is given
by Bg and (w(i));_,. For each o, € Zi} such that a[1] = B[1],

1
U,) = E P -1~ U
Us(Oéyﬁ) s) |Z c {0’ 1}5 L 2~y Oé| Bty Bsil[z s+1 5| s]
z ’

z~sQ

while if B[1] > a[l], we write
Us(ay 57 Bs) = Us(aa /8/7 Bs)

where B is B with B[1] — a[1] copies of 1 removed, whereas if B[1] < a[1], we set v(a, 8, Bs) = 0.

For extensions and merges we will define high probability events £, £" respectively, over Ug,
such that conditioned on these events the quantity v(a, 3, Uf) satisfies the natural analog of bound
in Lemma 4.18. Lemma 4.23 below shows that such events imply Lemma 4.18. The rest of this
section is devoted to defining such events.

Lemma 4.23. For any s € [n], let ES, EI" be events such that for all (US,UM) € EE x EM, and any
a, B such that |af, < € — 3,

v(a, B,U5) < O(i[a]) if « — B is an extension of a path of size a
v(e, B,U") < w if « — B is a merge of paths of size a and b

and each event occurs with probability at least 1 — 1/(2n*+3) over U,. Then there is an event &,
such that for any Bs € & and for every o, B such that |a|, < —3

O(ofa]) if « — B is an extension of a path of size a

ps(a, B, Bs) < {O(g[a}-a[b])
2

(n—s)

if a — B is a merge of paths of size a and b.

and Prg,[E] > 1 — 1/ntH1.
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Proof. Define & to be the event that Pry,[£¢NE™|Bs] > 1 —1/n% Then

1—-Pr[ESNET] = E |1 —Prl€n &N By
Us Us

1
n2

v

(1 - Brfed)

and so
gr[SS] >1—1/n"tt

For any Bs € &, z ~5 «, by applying Lemma 4.16, we get

1
BSL[Z l 5| ’ S] |Z € {07 1}8 TR a| 26{20:1}3 B541;1[z s+l ﬁ| s s]
Zraa
1
Us | |2 €{0,1}5 : 2 ~; af 26{20:1}5 Bsfl[z s+1 B[US][Bs 5
zZAsQ

=E [U(a757US)|BS = Bs]

S

1
< IIJE‘[U(OQﬁ)USNBS = stgse N 5:1] + m
< M + # if  — B is an extension of a path of size a
- O((O‘n[f];)x[b}) + Elg if « — B is a merge of paths of size a and b

This gives the result.
O

U; tells us how edges visible in By correspond to edges in the underlying graph. We will use
the following lemma to obtain tight bounds on how often U, contains certain “patterns” of edges.
Specifically, we will be interested in the following types of patterns:

(1) a path P with a edges in the underlying graph G such that all of the edges of P have arrived
by time ¢, but neither of the adjacent edges have (see Fig. 4, (a))

(2) a path P with a edges in the underlying graph G such that all of the edges of P have arrived
by time ¢, neither of the adjacent edges have arrived, and the next vertex in the canonical
order (defined by the next function) does not have any incident edges at time ¢ (see Fig. 4,

(b))

(3) apath P with a edges in the underlying graph G such that all of the edges of P have arrived by
time ¢, neither of the adjacent edges have arrived, and the previous vertex in the canonical
order (defined by the next function) does not have any incident edges at time ¢ (see Fig. 4,

(©)

(4) a path P with a + b edges in the underlying graph G such that the first a and last b of the
edges of P have arrived by time ¢, the (a + 1)™ edge has not arrived, and neither of the edges
adjacent to P have arrived (see Fig. 5).
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914 971 960

Figure 4: Illustration of patterns (1), (2) and (3). Solid edges must be present at time ¢, dashed
edges must not be present at time ¢,

680
656 Teol 217
224 *
752 341
163 755
A .
A ’
A ’
A 4
A 4

Figure 5: Illustration of pattern (4). Solid edges must be present at time ¢, dashed edges must not
be present at time ¢,

Bounds on the number of occurrences of the first three types of patterns are then used to bound
the average extension probability in Claim 4.25 below. The first and the forth are then used to
bound the average merge probability in Claim 4.26 below.

The following lemma bounds the number of “patterns” of the above types simultaneously. In
order to cover all patterns above, we prove a more general lemma that applies to all possible
patterns as opposed to just the ones above. For an integer k£ > 1 we encode such patterns by a
binary string y of length k, where for i € [k] we have y; = 1 if the i*" edge in a consecutive segment
of k edges in the underlying graph must be present, and y; = 0 if the i edge must be absent.

Lemma 4.24. For any t € T, let y € {0,1}* for some k € [¢]. Suppose |j| € {2,3}. For each
v eV, let (vi)fill be the path in the underlying graph G such that vi = v and v;y1 = next(v;) for
each i € [k]. Let Y, =1 if for alli € [k], L(m  (v;) <t) =vy;. Let Y =3 oy Yo.

Then, for every constant C' > 0 there is a D > 0 depending only on C such that for every

te [n/& n — D2¥n>/%log n]
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one has

el () 7))

with probability at least 1 — n~%* over Uy.

Proof. Let B:V — {0,1} be given by B(v) = 1(w~!(v) < t). Then for all v € V, Ey,[B(v)] = t/n,
but the values 3(V') are not independent, as (3 is fixed to have exactly ¢ values equal to 1, and n —t¢
equal to 0.

Now, let 3’ be defined as follows:

1. Draw t' ~ Bi(n,t/n).

2. “Correct” B to have exactly t’ values equal to 1, by either flipping t’ — ¢ randomly chosen
zeroes to 1, or flipping ¢t — t’ randomly chosen ones to 0, as necessary.

Now, 3 will have t’ ones, and which values of 3’ are 1 will be chosen uniformly at random, so we
have both Ey, ¢[8'(v)] = t/n for all v € V and the values 3'(V') being independent.

Now, for each v € V, let (vi)f;rll be as defined in the lemma statement, and let Y/ be 1 if for

all i € [k], 1(8'(v)) = 9. Let Y =3 _, Y. Now, since for every v € V' the value of B(v) (resp.
B’ (v)) affects at most k < £ values of Y (u),u € V (resp. Y'(u),u € V), we have

Y Y| <[{veV:B(v) #B (v} <’ -t
and so by applying the Chernoff bounds to t’, with probability 1 — n=%¢/2 over t’,
[Y' —Y|=0(, /¢ E[t]logn)

= O(y/ltlogn)
= O(y/¢nlogn)

and so we may proceed by bounding the distribution of Y”.

The events {Y) : v € V} are not independent. However for each v, Y/ is independent of the
set of events that do not depend on 3'(v;) for any 7 € [k]. This is all but 2k — 2 < 2¢ — 1 of the
other random variables in {Y! : v € V}. So we may construct a 2¢ set partition of V, denoted by
[Vi : i € [2£]], such that, for each i € [2/], the events {Y] : v € V;} are independent.

Now, for each v € V, Y. = 1 with probability (%)‘yl("T_t)lm, and 0 otherwise. Now, for each
i€ 20, let YO = > ey, Y, By the Chernoff bounds, with probability 1 —n~%“/4¢ over U; and
t/,

= O(/t-E[Y®]lognlog ¢)

and so by taking a union bound over {Y’ @ i€ [20]}, with probability 1 —n~%¢/2 over U; and t’,

‘Y’ _ E [Y]

Uy, t/

= O<€3/2 \/E[Y’] log n log €>.
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Combining this with our bound on Y’ — Y| above, with probability 1 — n=¢* over U, (as Y is
independent of t'),

Y- E [Y]
Ut/

= O( ¢nlogn + 63/2\/E[Y’] log n log €>.

|yl 7l

t —t

E [Y'] = n<—> <_n )
U, t/ n n

we have

lyl/2 _ 4\ [1/2]
v {nlogn + €3/2\/E[Y/] lognlogl = /fnlogn + Eg/zx/nlognlog€<%> <nTt>
< 2@3/2\/nlognlog€

Since

and so, using the fact that t > n/8,
|yl 7l
t n—t
Y =n(- 1+ 13

= ofevmer(L) () ) v

n

where

We now note that

3 —lyl
ly| = O<€3/2\/lognlog£23€< r > )/\/ﬁ (since <%> < 2% since t > n/8)

n—t

3
< O(x/lognQE’é (%) )/\/ﬁ (since £3/2 < 2% for 1 > 2)

3
20,.5/6
<0 <2 n logn)
- n—t

< 0(1/D?) (since ¢t > n — D2%n*%logn)

as long as D is larger than an absolute constant. Thus, we get that || < 1/2 and the lemma follows
by (13). O

We now use this result to bound v(«, 3,Uf) in the case where ¢ > n/8 and o — f is an

extension.

Claim 4.25. For some absolute constant C > 0, for each t € [n/& n — 022n5/6 log n] , there is an
event Ef such that for all Uf € &7, and any «, B such that ||, < € —3 (||, is the weight of o as
per Definition 4.12) and o — (3 is an extension of a length-a path, one has
(@)
ol B,U¢) < 20ela).
n

The event E occurs with probability at least 1 — 1/2n+3 over U,
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Proof. Given Uy, we naturally associate with each a-edge component in O; an (a + 2)-edge path
(vl)fil?’ that consists of the component present at time ¢ together with the two adjacent edges in
the underlying graph G that have not arrived yet (see Fig. 6). Specifically, we have v;11 = next(v;)
for each i € [a+2], and w1 (vy) > ¢, 1 ({v;: 1 <i<a+1}) C [t], m Y(vas2) > t (pattern of
type (1) above, see Fig. 4). Call the number of such paths Y.

914 971
_ (@)
633./. - 656 793
393 S (2
187 382
98 906 486 965 s 36 916
172 277 318 490
707 - 35 446 (©)
279 958 801 T~ 422 850
547 142 934

4-edge path in observed graph O;

Figure 6: Path with a = 4 edges in the observed graph and the corresponding (a + 2)-edge path in
the underlying graph (incident edges that have not arrived yet are shown as dashed)

Such a component will be extended at time ¢+ 1 iff the edge that arrives at this time is incident
to it and not to any other component, that is iff either:

(1) w(t +1) = vy and 7w~ (next~!(v1)) > ¢t (i.e., the other endpoint of the arriving edge does not
have any incident edges in the observed graph Oy)

or

(2) 7(t+1) = vg42 and w1 (next(ve42)) > t (i.e., the other endpoint of the arriving edge does
not have any incident edges in the observed graph Oy).

For each of these, the second criterion is determined by U, (recall Definition 4.22), and the first
will be satisfied with probability ﬁ over m(t+ 1). So conditioned on Uy, the average probability
that an a-edge component in Oy is extended is ﬁ . YQY;lY% where Y is the number of such paths

where ! (next ~!(v)) > ¢ and Y3 is the number where =1 (next(v,12)) > t (patterns of type (2)
and (3) above, see Fig. 4).

By applying Lemma 4.24 with C = 3 (as £ must be at least 3 and so n must be as well, and
thus n“* > 6nT3) and taking a union bound,

vevi=o(o(3) (7))
n=o(o(i) ()

with probability 1 — 1/2n/*3 over Uy, provided

n/8<t<n-— D22£n5/6logn
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for a sufficiently large constant C. So let £ be the event that this holds, then Pry, [£f] > 1—1/2n*+3

and for all Uy € &F,
1)@ (n=t)3
vlap,0) = 1 '@<n(?) (i)z>

3
—~
~—

IS
3
3
o~

completing the proof. O

Finally, we consider the case where t > n/8 and o — 3 is a merge.

Claim 4.26. For some absolute constant C > 0, for each t € [n/8, n — C2%n5/610g n] , there is an
event E such that for all Uf € EF, and any o,  such that |a|, < € —3 and a — [ is an merge of
a length-a and length-b path,

ey - Olafa] - afb])
v(a, B,U7) < e
Ef occurs with probability at least 1 — 1/2n*%3 over U,

Proof. Given Uy, we naturally associate with each pair of an a-edge and a b-edge component in
O, an (a + 2)-edge path (ul)‘”?’ and a (b + 2)-edge path (vl)b+3 in the underlying graph G that
consist of the edges of the two components together with the not yet arrived adjacent edges (see
Fig. 7). Specifically, u;11 = next(u;) for each i € [a + 2], viy+1 = next(v;) for each i € [b+ 2], and
7 (uy) >t (vy) >t

Tuisl<i<a+1}U{v:1<i<b+1})

is contained in [t], 7! (ugys2) > t, ™ ' (vpy2) > t. Both correspond to patterns of type (1) above,
see Fig. 4. Call the number of such paths Y1, Yo, respectively.

656 .- 793
187 32%
906 486 965 ce 36 916
/ \ 490
446 e
22 850 -
142 934

dge path and a 3-edge path in observed graph Oy

914 971

633 ./'
393 ® o

Figure 7: A pair of paths with a = 2 and b = 3 edges in the observed graph respectively, together
with the corresponding (a + 2)-edge and (b+ 2)-edge paths in the underlying graph (incident edges
that have not arrived yet are shown as dashed)

Such a component will be merged at time ¢ 4 1 iff the edge that arrives at this time is incident
to both of them, that is iff either:
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1. w(t+1) = vy and ugqo = v1.

2. w(t+1) =uy and vpo = uy.
So conditioned on Uy, the average probability that a pair of an a-edge and a b-edge component in
O, is ﬁ times the fraction of those pairs such that either w49 = vy or vp19 = uy.
Let Y3 be the number of paths (w;)?*P** such that w;y; = next(w;) for each i € [a + b+ 3],
L (wy) > t, 7 wer2) > t, T (warpys) > t, and
w1 <i<a+2Va+2<i<a+b+3})
a+b+4

is contained in [t]. Let Y4 be the number of paths (w;){"7™" such that w;1; = next(w;) for each
i€la+b+3), 7 wy) >t, m N wpro) > t, # H(warprs) > t, and

7 {wi:1<i<b+2Vb+2<i<a+b+3})

is contained in [t]. Both correspond to patterns of type (4) above, see Fig. 5.
Then the fraction of these pairs such that u,12 = v1 or vp19 = uy is either % (if a # b) or

¥—f (if a=1b). If a=0band Y; <1 the lemma holds trivially, so we may assume Y; > 1 and thus

bgth of these are bounded by
Ys+Y,

Y. Y

and by applying Lemma 4.24 with C = 3 (as ¢ must be at least 3 and so n must be as well, and
thus n“* > 8n‘*3) and taking a union bound,

wvso(u(4)(5))
vio(n() (1))
vio(n(2)' (=)

with probability 1 — 1/2n/*3 over Uy, provided

2

3 ‘

n/8<t<n-— C2106),5/6 logn

for a sufficiently large constant C. So let &™ be the event that this holds, then Pry,[E/"] >
1 —1/2n'*3 and for all U, € £™,

n(H)" ()’ ) ala] - aft
v(a, B,U) = @( v ! — .
n(3)" () n(2) (%)) ot
_ O(ala) - aft])
(n—1)?
completing the proof. O

By combining these four claims, Lemma 4.18 is proved.
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4.6 A decomposition of a typical message

The main result of this section is Lemma 3.5, a central tool in our analysis. For every ¢ € T and
1 < s <t the lemma gives a decomposition of a typical message sent by player ¢ (equivalently, the
state of the streaming algorithm after processing the t™ part of the input) in terms of the message
sent by player s and an auxiliary function that represents the mapping from the message of player
t to the message of player t.

As the players are deterministic, we may assume that the ¢ player sends My := g;(X;; My_1)
for some function
gt(" ) : {0’ 1} X {07 1}C — {07 1}0’ (14)
depending only on By, where c is the size of the messages that the players exchange. We let
F, : {0,1}" — {0,1} denote the indicator function of the message M, sent by the t'® player,
defined as

Fy(z) 1 if, conditioned on By, X; = z would cause player ¢ to send M;
) =
! 0 otherwise.

For convenience we let F(y denote the trivial function from @ to {0,1}, and My = 0°. Note that
F;,M;,g; above are random variables depending on X<; and B;; we let F; denote a realization
of Fy, and let m; denote a realization of M; (as usual, we use boldface for random variables and

regular font to represent their realizations). We note that indicator functions F; are in one to one
correspondence with messages my .

Let F; denote the collection of possible indicator functions at time ¢ given By, and note that
for every t such messages partition {0, 1}t:

> Fz)=1.

FieF

tth

Since Fi’s are in one to one correspondence with possible messages of the player, the function

g; from (14) naturally extends to map {0,1} x Fi_; to Fy:
gt(’, ) : {O, 1} X Fi_1 — F. (15)

The proof of Lemma 3.5 relies on the observation that for every t € T', F; € F;, and every x<;
one has

Ft(ﬂfgt) = Z Fs(ﬂjgs) : rt(x[s—l—l:t}; F&B)a (16)
FseFs

where ry(2[s1.; Fs, Ft) is the indicator function for x(, 1. taking Fs to Fy, i.e.

t

r(2(sy1; B, Fy) = > 1| A g(Fiz)=F. (17)
(Fst1yn Fr—1)EFsp1 X X Fr—1 | J=s+1

Note that r is a random function depending only on B;. The function r satisfies
Claim 4.27. For every 1 < s <t <mn, every Fs € Fs one has for every x(s; 1y that
r(x[s—l—l:t}; Fs, Ft) S {07 1}

for every F; € F; and

> r(@prrg; Fo F) = 1.
FieF:
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We now consider the random variable X € U({0,1}"), and corresponding random variables
F; : {0,1}" — {0,1} for each t € [n] to be the indicator of the message that results from X;.
Because X is uniform and the messages are deterministic, (X | F; = F;) is uniform over the
support of F;. Therefore for each ¢ € [n] and F; if we define

_ 95 _
F; = ——Fi(2).
t(z) ||Ft||1 t(z)

(with Fp being the trivial function again) this satisfies

Fi(z) = g[(_l)z'xgt‘Ft = Iy, Bt]-

Now consider the distribution of (X | F4, Fy,B;) for any s < ¢t. X = x is consistent with
(Fs,Fy,By) if and only if Fy(r<s) = 1 and r(zs11.; Fs, Fy) = 1. Since X is uniform, (X |
F,,F;,B;) is uniform over those = consistent with (F, Fy, B;); and since the Fg and r constraints
are on disjoint sets of coordinates, this means that X<s and X[y, are independent conditioned
on (Fs, Fy, By), with (X< | Fs, Fy,By) = (X<s | Fs, By) and (Xg41.4 | Fs, Fy, By) being uniform
over the support of r(-; Fy, F;). Therefore if we define

2t—s

r(z; Fs, F}) i = —————
ek B = m

v(2; Fs, 1)

where the Fourier transform T is with respect to its first argument, this satisfies

T(z Fy, 1) = E[(=1) 40 [Py = Fy, Fy = Fi, By

These definitions lead to the following:

Lemma 3.5. For every s,t € T with s <t, and any z<;, we have:

Fi(eci) = B [Fu(ec) - Flzior1.0: Fos Fo) [Fr. By .

S

Proof. As discussed above, X<¢ and X411, are independent conditioned on Fy, Fy, B;. Therefore

E[-)"X|F] = B [E[(-)"X|F. ¥ B]

Fta Bt:|

= E —1 ZSS'XSS -1 Z[S+11t]'X[s+1;t] F. F, B
Fs -XSS’X[5+1:1§] [( ) ( ) | S5 t t]

Fta Bt:|

S'X s s : 'Xs :
:E_XIES[(_l)ZS < FS,Ft,Bt] X[EM] [(_1)2[ T1:t] [+1t]|F87Ft7Bt] Ft7Bt:|
= ELE Fy(2<.) “T(2[s 41045 F57Ft)‘Fta Bt]-
O

In the next section we combine Lemma 3.5 with bounds on the probability of extensions and
merges from Section 4.5 to obtain Lemma 3.4, our key lemma on the expected evolution of Fourier
coefficients as a function of t.
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4.7 Evolution of Fourier coefficients (Lemma 3.4)
Define, for every ¢t € [n] and § € Zi}:

Hiy= > Fy2)? (18)

z€{0,1}¢,zrv1 3

The main result of this section is Lemma 3.4, restated here for convenience of the reader:

Lemma 3.4. For everyt € T one has for g € Zi} that contain at least one component of size more
than 1 and have ||, < — 2,

t—1

L <D 3 a1 —al) (B H - p(as 5,By)

s=1 a€f—1 °
and for B with all components of size 1

E [HY] < q(18),

» Dt

where )
q(k) = (0) ih=c
2¢ otherwise.

Before proving Lemma 3.4, we derive several useful bounds on Fourier coefficients of Boolean
functions, which we later apply to F;. To bound sums of Fourier coefficients of F;, we need a
corollary of the KKL Lemma of [KKL88], an extended version of that of [GKK™*07].

Lemma 4.28 ([KKL88|). Let f be a function f : {0,1}" — {—1,0,1}. Let A = {z|f(x) # 0}.
Then for every § € [0,1] we have

Se%} 5191 F(s)2 < <|;|>6_

We will use

Lemma 4.29 (Lemma F.3 of [KK19]). Let f be a function f:{0,1}" — {0,1}. Let A = {z|f(x) #
0}, and let |A| > 2"=¢. Then for every y € {0,1}" and every q < ¢ one has

Z f2 <4C>
ze{0,1}" q
lz®yl=q

The following lemma is an immediate consequence of Lemma 4.29:

Lemma 4.30. Let f be a function f:{0,1}" — {0,1}. Let A = {z|f(z) # 0}, and let |A] > 2.
Then for every k € {1,...,c}, we have

Yoo fuw)?< <%>k

ve{0,1}" =1 |v|=k
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Lemma 4.31. Let f be a function f:{0,1}" — {0,1}. Let A = {z|f(z) # 0}, and let |A] > 2.
Then for every k € {1,...,c}, any partition P of [n], and any set S consisting of size-k unions of

elements of P, we have
~ 4c\*
< (=) .
> for < (%)

veS

Proof. For each s € P, write js for the first index in s. For each z € {0,1}", let 2’ be defined by:

2. =

, {z-smon if j = j, for some s € P
J

2j otherwise.

Then, define:
A ={:2€ A}

The transformation z — 2’ is bijective, as it is given by a triangular matrix with ones along the
diagonal. Therefore, |A’| = |A], and so |A’|/2" = 27¢. Now, let f’ be the indicator of A’. By the
definition of z — 2/, for all V C P,

F(Uv) = LMEZII

z€EA seV

Il

ZEA seV

— /|ZH z{js}

z€A' s€V

_7 (U {js})
seV

and so by applying Lemma 4.28 with § = k/c,

S > Py

veS ve{0,1}":|v|=k
92n ~
= W Z f(v)
vE{O 1}":|v|=k
S s
ve{0,1}"
2
22n ’A/‘ 115
< _k
= mw( )’
_ 5—kotis

(8

We will use this with Parseval’s identity to obtain a bound on coefficients of . Here |||, is the
functional fo-norm given by || f||3 = 27" > w01} |f ().

O
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Lemma 4.32 (Parseval). For every function f:{0,1}" — R,

S Fw?=Ifll3-

ve{0,1}"

Note that if, as in the previous lemma statements, f is the indicator function of a set A such
that |A| = 2"7¢, this implies that
>, fwP=2

ve{0,1}"
as f: 2"—Cf_
Lemma 4.33. For any s <t €T, and any k € [t —s — 1],
6{0%; -1 X[Eu] [?(1 & Fs Ft)2|XSS’ Bt] < q(k)
2€{0, 1}t
2| = k

()" ik <e

2¢ otherwise.

where q(k) = {

Proof. Condition on By = B, X<s = y, for any By,y in the support of By, X<s. Let Fy be the
resulting value of F,. Conditioned on these, each = € {0,1}"~® results in a fixed value of F; when
Xs+1:¢) = z. As Fy is supported on at most 2¢ elements, this gives a size at most 2¢ partition

of {0, 1}t_s. Call this partition A, and for each F; in the support of F; conditioned on B; = By,
X<s =y, call the (unique) corresponding element of the partition A(F}).

For each A € A, write c4q for n —log|A|, and pa for Pr[F; = F;| X< =y, B; = By, where
A(Fy) = A, As Fy = Fy iff Xig11. € A, pa = |A]27" = 274, Note that by Lemma 4.30 and
Parseval’s equality, for each F; in the support of F; conditioned on By = By, X<s =y,

Z F(l 'Z;Fsyﬂ)2 < QA(Ft)(k)
Ze{o’l}t—sfl
lz| =k

where for each A € A,

2¢A otherwise

. c 4cq\k .
- (e ) ez

(note the different constants from ¢ in the first line). We will consider two cases, based on the
value of k = |z|.

Case 1: ¢ <2k Foreach A € A, ga(k) <24 and so paqa(k) < 1. Therefore,

Z E [r(1- 2 F, F)A Xy =y, By = By < Z paqa(k)

se{o1yi—sm1 Tl AcA
|z =k
< |A]
<9
< q(k)

asif k > ¢, q(k) = 2°, and if k € (¢/2,¢], q(k) > 8°/2 > 2¢,
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Case 2: ¢ > 2k Let A= A" U A", with AT containing all A in A such that c4 > c and A~
containing everything else. Then g4(k) < (%)k for each A in A~ and so

> paqa(k) < <%>k

a€A~

At the same time for each A € AT, ¢y > ¢ > 2k, so

Y k —ea
bAaqa = T 2

4c K
< | — 92—¢
< (%)

as for > 2k, L (2%272) = (k — 2)zF 1272 < 0.

Therefore,
Y. E [FQ-sFoF)’[Xao=yBi=B] < Y pagalk) + Y paga(k)
ze{0,1}t—s—1 T T Ac A+ AcA-
|z =k
4e\* 4e\*
< (= =) o
<) +1(%)
4e\*
<2(—
<2(%)
< q(k)
and so the result follows. O
Lemma 4.34. For any s <t e T, and any k € [t — s],
> E [F(2Fs, Fy)’|X<s, Be] < q(k)

X(it1,
2€{0,1}t—* [e-2:2]

z a union of k paths

8c\k .
where q(k) = {(?) ifk= c
2¢ otherwise.

Proof. The proof follows the proof of Lemma 4.33 except for its reliance on Lemma 4.31 as opposed
to Lemma 4.30. Condition on B; = B;, X<s = y, for any By, y in the support of By, X<,. Let Fj
be the resulting value of F,. Conditioned on these, each = € {0,1}"~* results in a fixed value of F;
when X[, 1.) = x. As F is supported on at most 2¢ elements, this gives a size at most 2¢ partition
of {0,1}7%. Call this partition A, and for each F, in the support of F; conditioned on B, = By,
X<s =y, call the (unique) corresponding element of the partition A(F}).

For each A € A, write c4q for n —log|A|, and pa for Pr[F, = F;| X< =y, B; = By, where
A(Fy) = A, As Fy = Fy iff Xig11. € A, pa = |A]27" = 274, Note that by Lemma 4.31 and
Parseval’s equality, for each F; in the support of F; conditioned on By = B;, X<s =y,

Z F(Z, Fs,ﬂ)2 < QA(Ft)(k)

2€{0,1}t=*
z a union of k paths
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where for each A € A,
. c deaN\E .
QA(k')Z{mln<2 * ) ) ifk<ea

2¢A otherwise

(note the different constants from ¢ in the first line). We will consider two cases, based on the
value of k = |z|.

Case 1: ¢ <2k Foreach A € A, ga(k) <2 and so paqa(k) < 1. Therefore,

3 E [FEFL R Xe =y, Be=B] < D paga(k)
sefops T Aed
z a union of k paths
< |A|
<2°
< q(k)

as if k > ¢, q(k) = 2¢, and if k € (c/2,¢], q(k) > 8%/% > 2¢.

Case 2: ¢ > 2k Let A= AT U A™, with AT containing all A in A such that ¢4 > c and A~
containing everything else. Then g4(k) < (%)k for each A in A~ and so

a; paqa(k) < <%>k :

At the same time for each A € AT, c4 > ¢ > 2k, so

dex\" —ea
pAaqa = T 2

4c K
< | — 92—¢
< (%)

as for z > 2k, L (z%27%) = (k — 2)zF 1272 < 0.

Therefore,
> E [F(sF FPXeo =y, By =B < Y paga(k)+ ) paga(k)
z€{0,1}1—= ] Ac A+ AcA-
z a union of k paths
4c\* 4c\ *
< (= =) 2
<(%) +1(%)
4e\*
<2 =
<(5)
< q(k)
and so the result follows. O
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We now give a proof of Lemma 3.4.

Proof of Lemma 3.4: By Lemma 3.5, for every t € T', every s < t, and every z € {0, 1}t, we have

f‘t(z) = }E [Fs(zgs) ’ F(Z[s—l—l:t}; Fs, Ft)‘Fta Bt] .

As exactly one extension event Grow(z, s,t) will hold, we have
Ft(Z) = Z G’I‘OW(Z, S, t) : ]QE [FS(ZSS) : F(Z[S-i-l:t]; F87 Ft)‘Fta Bt] )
s=1 s
where we condition on B; on both sides, so Grow(z, s,t) is well-defined. Since the above sum
contains only one nonzero term, we have by Jensen’s inequality

t—1
Fi(2) < 3 Grow(z,s,1) - E [Fu(z.)? - F(epusrg; Fo Fo?[Fi By (19)
s=1

E]

Summing (19) over all z such that z ~; (3, taking expectations over X and noting that for every
s € T such that Grow(z,s,t) = 1 one has z<s; ~ a for some o €  — 1 (recall Definition 4.11)),
we get

g[H%\Bt] =E S Fi(2)?|By

zizroe B
t—1 _
= Z Z Grow(z, s,t) - PLE LIE [FS(Z§8)2 (2105 FS,Ft)2‘Ft,Bt} Bt}
t s
s=1 z:z~ 8 (20)

[f‘s(z’gs)2 'F(Z[s—i-l:t]; F,, Ft)2 ‘Bt}

t—1
= Z Z Grow(z,s,t) - FEF

s Bt
s=1z:z~ 8

t—1
- Z Z GI‘OW(Z, 5, t) ’ I'E |:f‘s(2<8)2 ’ 1«1[:: [F(Z[s—l—l:t}; F,, Ft)z‘F& Bt]
s t

s=1 z:z~ 8

.

For every 8 € Zi} and a € f — 1 we let §7¢ be given by setting §[1] = «a[l]. Splitting each
z ~y (3 into the co-ordinates before Grow(z, s,t) holds, namely z<s, and those after, namely Z[s41:4]
(note that the latter all corresponding to isolated edges in O;), we get
Bt]

Z Grow(z,s,t) - E [f‘s(z<5)2 . ];]:3 [?(z[sﬂzt}; F, Ft)z‘FS, Bt]
t

Fs
ziz~oe
18] " (21)
<22 2 EIRGeP ) E[FQ-pF.F)PF.B]B,
a=0 aepf-1, rec{0,1}*: pef{0,1}t=5=1 |p|=a,
|B—al=a Tsa r-1l-pref3

7"1""‘3+157(¥

Using Lemma 4.33 we upper bound the sum in the expectation in (21) by

>, EFQU-pmF.F)F,B]< ) E[(1-pFLF)’|F,B] < qla).
pe{()l}tfsfl7|p|:a7 pE{O,l}[S+2:t] (22)
relpf Ipl=a

39



Indeed, note that the bound of Lemma 4.33 holds conditioned on any value of X<, and thus
certainly holds conditioned on Fg. Substituting the above into (20), we get

t—1 18]

B <)Y a@ 3 Y B[R0
s=1 a=0 |g§ﬁ‘—:1, 7"671{8,10];8; s
rlrvs 17
t—1 1Bl _ (23)
=X 3 3 EReY[B
s=1a=0 acgf—1, re{0,1}5:

|B—al=a T~vsQ
rlrgyp1 87
as Fg is independent of Bsy1.;. Note that the condition r ~; o and 7 -1 ~zy1 57 above makes
sense since we condition on B; on both sides. Taking expectations with respect to B; of both sides
of (23), we get

t—1 1Bl
E [HY] < [N 2‘ ]
BRI 0 ¥ plE | S sfearn]
s=1a=0 acf—1, ref{0,1}*:
B—al=a r~sal
rlevs 187
t—1 1Bl
- = 2
< a@ > LE | D (Prlreleen 57BF ez’ By
s=1a=0 acf—1, ref{0,1}*:
B—al=a r~sal
t—1
— a8 =al) Y B [Fulz)? pao.By)
s=1 aef—1 ZiZNsQL s
t—1
q |5_O‘| B[ « ps( >5>BS)]
s=1aep—-1 °

as required.

For the base case where 3 is all size 1 components, and as Fy is always the trivial function on
(), we apply Lemma 3.5 to get

Hy< >, B [F(zFo F))’]

zizroe 3

< q(|8])
by Lemma 4.33. [

4.8 Main lemma (Lemma 3.1)

The main result of this section is Lemma 3.1, restated here for convenience of the reader:

Lemma 3.1. For all € > 0, there is a D > 0 depending only on € such that, if ¢ < min(ﬁé/D,nl_E)
and D < ¢ < D™ 'logn,

& [H@}] <e.
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Before proving the lemma, we introduce a useful definition of potential function p below, prove
a useful property (Claim 4.36), as well as establish two technical lemmas. The first lemma, namely
Lemma 4.37 below, bounds the expected evolution of HtB until almost the end of the stream.
Lemma 4.38 provides a useful combinatorial characterization of the board towards the end of the
stream.

Definition 4.35. For every g € Zi} define v(B) = Zieﬁ {%W

We will need the following properties of v(3):

Claim 4.36. For every 3 € Zi} and every a € B — 1 one has v(a) < v(p).

Proof. We first consider extensions, i.e. suppose that # can be obtained from « by incrementing
one of the elements in « by 1, followed by possibly adding an arbitrary number of 1’s to a. It
suffices to note that every added 1 contributes 0 or 1 to v(8) — v(«), and the increment similarly
contributes either 1 or 0.

We now consider merges, i.e. suppose that § is obtained from « by replacing two elements
a,b € a with a + b + 1, followed by possibly adding an arbitrary number of 1’s to «. As before,
every added 1 contributes 0 or 1 to v(f) — v(a). We now verify that [LSH] > [2] + [g] for all
non-negative integers a,b. If one of a and b is even (suppose it is a), we get

2] [55] o 21 3]
If both are odd, then

[a—l—g—i—lw _ [a—l—g—i—ﬂ _ [a—;lw n [b—;ﬂ > {SW"‘ [gw

as required. O

Lemma 4.37. For every 3 € Zi} such that |B|, < £, t € [n — 2°/n-c — Qn®/%22 log n] one has

t ! NERE é
EHy) < ([ .Qm.(_) LB 4 Onlfl.-

, ! n
Jjep
for some absolute constant (Q > 1.

Proof. We will proceed by induction on |§|,. Recall that as per Definition 4.12 we denote the
weight of 8 by
1Bls = i
i€l

and the size of 8 (i.e., the number of elements in 3) by |3|. Applying Lemma 3.4. For our base
case, note that if |8, =1 then g = {1}, and so,

Hj < q(|8]) < (8¢)"!

for all ¢. Now suppose |3], > 1 and the result holds for all o with |a|, < |5],. If every element of
B is 1, we again have
Hj < q(|8]) < (8¢))"!
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for all t. Otherwise, we have

t
<> B [H:-q(l8 - a) - pla.5,B,)] (24)
s=laep—1"""

with every term of the outer sum being zero if 8 cannot be made from « by either an extension
or a merge (with possible addition of ones in either case). Let A® represent the set of o that can
become [ through extension (and adding ones) and A™ represent the set of « that can become 3
through merges (and adding ones). Let £ denote the event from Lemma 4.18 such that

O(afa])

ps(a, B, By) < {O(Q[a} alb))

(n—s)?

if « — B is an extension of a path of size a
if « — B is a merge of paths of size a and b.
for each By € &;. Substituting this bound in (24) and using the fact that H?, is always non-negative,
we get
t

< 3 a3 - o) ERIns(o £ a8 - o) BH (0.9

acAe s= agA™ s=0
+ Y S (8- ol B[HL[E] P (25)
acfB—1s=0
where
% if « — B is an extension of a path of size a
ps(, B) = § o(ala]-alb) i - f paths of si db (26)
SRR if @« — [ is a merge of paths of size a and b.

We will proceed to bound each of these three terms—the contribution from extensions, merges, and
&E,—in turn.

Bounding the contribution of extensions. Let o = [1]. The « that can be made into by
an extension are given by removing up to o ones from [ and then choosing one non-one element of
B to decrement. For each = € {0,...,0} and y € [n] \ {1} such that B[j] > 0, let 8’ be 8 with z
ones removed and one y replaced with y — 1.

By our inductive hypothesis,

1 18], —v(8') / ’
EfEy] < [ [] = |-@”" (n) By Qnlfl—t

jep
y 1 181, —v(8)-1 e _
Jjes

where we used the fact that |8'|. = |3, — 2 — 1 and the fact that v(8) > v(8’) by Claim 4.36.
Using (26), we can therefore bound the contribution of extensions that take 5’ to 8 to the sum by

t—1

q(x)E[Hg,]ps(ggﬁ)S% H% 'Q‘B‘*'CW|'_Z< )\m T
= jeB

+ O(n—r—l)q(:n)a[y]inﬁl*—z (28)

(29)
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Since
t—

1
1 BlL—v(B)=1 1 [t s\IBL-v(B)-1 1 s\ [8l.—v(B)
— < = il ds < —~ (2
n 1< ) —nL<n) 3—|5|*—u<5><n) ’
we upper bound the lhs in (27) by

t

. , O(q(z)yaly)) 1) s Bl.—(8) g
(@) By 105 9) < 5T I5) @ (3) o

+ O(n_x_l)q(x)Qﬁn‘m*_é

S

Summing the above over = € {0,1,...,0} and y > 1 such that S[y] > 0, we get

> S EEme.8 0@ ([[4 | -@ - (2) " [y ) s v
acAe s=1 jeﬁjl =0 Cm yEeB: |ﬁ| - V )
y>1
(30)
+ O(Q)n'ﬁ*_Z@ ZO: q(z)n™". (31)

z=0

Recall that § is a multiset of integers, and the above sum over y € [ goes over all elements of (3,
taking multiplicities into account.

We now bound the multiplicative terms in (30). For the first multiplicative terms we have

X 8:1: k —X — C X
Sawe =3 (2) ey
x=0 x=0 r=c
— (O(1)\"
< O(1
<2 (%) +o
=0(1). (32)
For the second term we have
> yes Y
2B Sy 1)
y>1
Zyeﬁ: )
y>1
B Zyéﬁz L%J
y>1
< 3.
Finally, for the last additive term in (31) we have
D qxm <D qx)e”
=0 =0
=0(1) (33)



by (32) and the fact that ¢ < n whenever the interval of permitted ¢’s is non-empty, provided
@ > 1. Therefore,

O(Q)nm*%@ Z q(z)n™" < O(Q)nwh—f%

=0

<

W =

as |8]¢ < n/D for any constant D > 0 whenever the interval of permitted t’s is non-empty, provided
@ is chosen to be sufficiently large. We therefore have

: —v
> S EHp@ s <5 ([T @7 (%)'B* @ %nm—z

acAe s=1 JeB

provided @ is chosen to be sufficiently large.

Bounding the contribution of merges. Let o = [1]. The « that can be made into 5 by a
merge are given by removing up to o ones from S and then choosing a y > 2 in 8 to replace with
a,b, where a +b+1=y.

For each x € {0,...,0}, y > 2 such that [y] > 0, and a,b such that a+b+1 =y, let 57
3 with = ones removed and one y replaced with a,b. Note that |3y b|* =18« —1—z<|Bls —

1847 = |8] — x + 1 and that v(8) > v(8') by Claim 4.36. By our inductive hypothesis we thus
have

y—ra, b

! —u(B)—

sl ] < (T3 )@t (2) 77 st
z ald! \ 441 41 n

JjEB

R y L T T T ANt O 1 IO By
_ (b+1)<a> IEARE (n) e )

and so we can bound the contribution of a,b to a + b + 1 merges by

t—1

s y—a, -z Y 1 1 'a[a]'a[b]
a(e) B[H, o (827, 5) < O(¢ >q<x>b(a> Hﬁ QPP T

()" o gt Qal

s=1

= _yald] - alb]

(n—1t)?

s=1

é%qwcﬁb(@ H% Qll. s <n>|ﬁ "

JEB
£2
(n—1)°

+0(n™*)Qa(a)nl-
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where we used the bound

t—1

Z (%)m—v(ﬁ)—l - /; (%>IB*—V(6)—1 ds

s=1
" A\ JBL—v(8)
1Bl —v(B) <5>

<t>ﬁ|*—1/(ﬁ)
é n - )
n

since |8, —v(8) = > ;c5(i — [i/2]) > 1, as B contains at least one component of size more than 1
(the others are taken care of by the base case).

Now since b < ¢ and >_¥_, (g) < 2v < 2% and |B] < ¢, we can sum over y € fand x =0,...,0
to get

c-m-042° 1 £\ [Bl.—v(B8) [ o
> E (18 — af) E[HE]ps (e, B) < [1=] @ . (= ( (x)c_m>
a€A™ s=1 Q( ) <n> Z;)q

r=

by (32), (33), and the fact that, by the bound on ¢ in the lemma statement, ( )2 can be bounded
above by any constant if @ is chosen to be large enough. Finally, as n —t > 2\/c - n,

> 39 - ) EEpe s < & (T QU ()T Qe

]l
a€A™ s=1 jeB

provided @ is chosen to be large enough.
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Bounding the contribution of the low probability event By Lemma 4.18, Pr [5_8] <1/nft!

for each s. Then we have, using Lemma 4.34,

-1 18]
> Y- a)E &) Pr[E] < o ZZCW"’“ 2 &

aef—1s=1 26{071}3

z a collection of k paths
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provided @ is chosen to be large enough (which in particular implies ¢ < n). Here we assumed c is

at least 2—if it is 1 the result follows from 30} Z'}f‘ 118l = k)q(k) < 4e2.
With these three bounds in hand, we return to equation (25).
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Lemma 4.38. For all ¢ > 0, with probability 1 — 1/n? over B, every cycle has at least £ — 3/
edges present at time n —n'=¢ /(.

Proof. The probability of any edge not being present at time ¢ is (n — t)/n = 1/¢n°. Moreover,
these events are negatively associated, so for any cycle the probability that at least k edges are not
present is at most ¢¥/(fn®)¥ = n=%*. So by setting k = 3/¢ and taking a union bound over all n/¢
cycles the result follows. O

Proof of Lemma 3.1: We will assume ¢ < 1/24 (as if not, it will suffice to use the @ that would
be chosen for € = 1/24). Let &’ = 2¢, and let D be chosen to be large enough that

2/ -+ Qn®/%2% logn < n' = /¢

where @ is the universal constant from Lemma 4.37. Our bounds on ¢ and ¢ allow this to be done
with D only depending on €.

Let t/ =n—n'~¢ /L. Let € denote the event (over B,,) that at time ¢’ no cycle had more than
3/¢’ edges missing. By Lemma 3.5, for all z € {0,1}",t € T,
d

Fu(2) = E [Fi(2<0) - ¥(zfe100 o F)

t

and so, choosing any B,, € &,
g[ ‘Bn_B}]<E[Ft ‘BH_B}

Now, for each of the n/¢ cycles present at time n, either at most £— 3 of its edges are present at time
t' or there is a time t < ¢/ when the (¢ — 2)*™" edge of the cycle arrives. Furthermore, this implies
that there are fewer than 3/¢’ different paths present in the cycle at time ¢. We may therefore
write

ElH[Bn = 5] < g [He/Bn = 5]
E[H(y[B, = B, < > H!|B, =B
ani}
0-3/e'<|al,<0-3
o] <3/¢"

+Ztl: DI [f‘(z)z\Bn:Bn.

t=1 pert) a€f-1 ze{01}t
1210
‘B\‘Bl_fz ? St

Now noting that Hy < n/¢ with probability 1 and H, > 0 for all «, we take expectation over
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B,,, getting
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|| <3 /e’ 1B1<2

We now proceed to bound the first term in this sum. By Lemma 4.37, for all a, and for some
universal constant @),

o, ~v(a)
E[Hg} < Hl LQlel . <%> .ol 4 gplal.—

and for o with £ —3/e’ < |a|, < £ — 3, all terms in the inside product are at most 1 and at least

one is at most m, and so

E[H,| <
and so as there are at most 2¢ distinct a with |a|, < ¢,

, 2(2)( '63/8/
E [Ht]g(— Q203 < ¢/4
2 &M =Ty /
a€ly;
0—3/<'<|a|, <3
lal<3/&

provided D is chosen to be a sufficiently large constant. Next, we bound the second term. By
Lemma 4.18, there is an event & for each t such that, for any B; € &,

M if « — [ is an extension of a path of size a
p(a, B, By) < O(aldl-alt) ¢ . ; hs of si 4b
BNCEEa if @« — (8 is a merge of paths of size a and b.

and so for each « such that a § with |5|, = ¢—2 is reachable by an extension, the sum of p(«, 8, By)
over all such (8 is at most
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For « such that a B with ||, = ¢ — 2 is reachable by a merge we use the fact that t < n —nl=2 <
n — y/n and so e < 1/n to obtain that the sum of p(a, 8, By) over all such § is at most

O(alal - alb O
T ([7]1 [0]) (%)

a,bea

and so (again using the fact that H!, is never negative)

SIS SISO WS Sl SRR

=i =
|B|*=Z—2 la|,=0-3
1B1<2 || <3
t/
t
LYY & R
t=1 ’
erZEL}
ja,=(3
la] <3

with the second sum coming from the fact that there are at most ¢ different 5 that can be reached
from any given « by an extension or merge. For the first of these sums, we note that for any «
with ||, = ¢ — 3 and |a| < 3, at least one path in « is length at least £/3 — 1 and so

¢ 3
E [H]< 2 ¢ | py?

X,B; (¢/3 —1)!
for all t < ¢. So by summing over the t’ < n time steps and at most 2¢ choices of a, we get

(2D)* - O(£*D)

[H,] 72
t=1 EZ{} XBt O( )(E/?’ - 1) * n?
lev —Z 3
|| <3
<e/d

if D is chosen to be large enough. For the second sum, note that by Lemma 4.18, Pr E] < 1/nf*1,
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and so by applying Lemma 3.5 and Lemma 4.33,
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provided D is chosen to be large enough. Finally, 1/n < /4 if D is chosen to be large enough,
giving us
E H <
o Hip] <e

by summing these four bounds together. [

4.9 Proof of Theorem 4.1

Proof of Theorem 4.1: Suppose there was a protocol solving the distributional version of
STREAMINGCYCLES(n, ¢) with probability 2/3 and using min (KZ/D,nl_s) space, for some D to
be chosen later. By the min-max theorem, there is a deterministic algorithm that, given a uni-
formly random instance of the communication problem, returns the identity of a cycle and its parity
with probability 2/3. Let F; be the random indicator function associated with the messages of this
protocol, as in the discussion in the previous sections. Let Z € {0,1}" be the random variable
denoting the coefficient of the cycle whose parity the protocol returns if the final message is F,,,
and let F = F,, to simplify notation. Let A = {z € {0,1}" : F(z) = 1}. Then

E [H@,}] > E [1?“(2)2}

X,B,
2

. —1 _1\zZ
- B <|A| > (-1 > :

z€A

Now, as X and B,, are both uniformly distributed, 2/3 of the possible pairs result in the algorithm
giving a correct answer when given as input. Call these “good” pairs. Then

i >
]%En [l;r[(X, B,,) is good |Bn]} >2/3
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and so as, for each value of B,,, the possible realizations A of A conditional on B,, partition the
possible values of X,

]%E l;r[(x,Bn) is good for at least 7/12 of the z € A |B,,]| > 1/12.

If at least 7/12 of the z € A are good, in particular they all give the same value of (—1)*%, so

AT Y ()7

zeA

> 1/6

and therefore

2
X},l%n [H?Z’}] EIIBE; g (‘A‘_l ;(_1)9&2) B,

> E [1/12-(1/6)°]
= 1/432

which contradicts Lemma 3.1 if D is chosen to be large enough. [

4.10 Proof of Theorem 4.3

Proof of Theorem 4.3: Suppose we had an algorithm solving (1,¢) component estimation in the
(2,0)-batch random order streaming model with probability at least 2/3 and using min (69(5), nl_e)
space. Let ¢ = poly(n~!) denote the timestamp precision assumed by the algorithm (as per the
discussion in Definition 5.3, it is assumed that time stamps are presented at this resolution, so they
can be expressed in O(logn) bits). We design a protocol for STREAMINGCYCLES(n, £) using only
O(logn) extra bits of space.

Let V be the vertex set associated with the STREAMINGCYCLES(n, ¢') problem, where ¢/ = |£/2].
We will use V' x {0, 1} as the vertex set of our component estimation input. When player i receives
the ith edge wv with bit label z, they give the component estimation algorithm two edges (in
random order, say), (u,0)(u,z) and (u,1)(u,Z) with timestamp t;,. The timestamps t; are given
by drawing n uniform random variables with precision ¢ and presenting them in ascending order.
See Appendix A for how this can be done in O(logn) space in the stream, by storing only the
most recent timestamp generated. They then send the state of the algorithm, along with the most
recent timestamp generated, to player ¢ + 1. The final player reads off the vertex returned by the
algorithm and the size of the component it is reported to contain, returning 0 if the size is 2¢ and
1if it is /.

The stream ingested by the component collection algorithm will be a (2, 0)-batch random order
stream, as the edges given to us were in random order, and we are generating 2 edges for each one,
and the batches are ordered by randomly drawn timestamps (we let the timestamps of the two
edges be equal to the timestamp of the corresponding batch). Moreover, the graph it generates
will, for each cycle in the communication problem, have one cycle of length 2¢' (if the parity of the
cycle in the communication problem is even) or two cycles of length ¢’ (otherwise).

So this graph has no component of size more than 2¢' < ¢, so with probability 2/3 the com-
ponent collection algorithm will correctly return a vertex in V' x {0,1} and the corresponding
component. The answer returned by the final player will therefore be a correct solution to the
STREAMINGCYCLESinstance. [
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4.11 Proof of Theorem 4.7

Proof of Theorem 4.7: Suppose we had an algorithm solving (k,s,1/10,1/10) random walk
generation for some k and s in the (2,0)-batch random order streaming model. Let ¢ = poly(n~1)
denote the timestamp precision assumed by the algorithm.

Let V be the vertex set associated with the STREAMINGCYCLES(n, £') problem, where we choose
¢ = |\/k/C| for a large constant C' > 1 for the first lower bound and ¢ = |k/2| for the second
lower bound. We will use V' x {0, 1} as the vertex set of our component estimation input. When
we receive the i*" edge uv with bit label x, we will give the component estimation algorithm two
edges (in random order, say), (u,0)(u,z) and (u, 1)(u,Z) with timestamp t;. The timestamps t; are
given by drawing n uniform random variables with precision ( and presenting them in ascending
order. See Appendix A for how this can be done in O(logn) space in the stream.

The stream ingested by the random walk generation algorithm will be a (2,0)-batch random
order stream, as the edges given to us were in random order, and we are generating 2 edges for each
one, and the batches are ordered by randomly drawn timestamps (we let the timestamps of the
two edges be equal to the timestamp of the corresponding batch). Moreover, the graph it generates
will, for each cycle in the communication problem, have one cycle of length 2¢' (if the parity of the
cycle in the communication problem is even) or two cycles of length ¢’ (otherwise).

For the first lower bound, let ¢ = |\/k/C] for a sufficiently large absolute constant C, so that
k = C(¢")%. Generate a 1/10-approximate sample of the walk of length k, with error at most 1/10
in total variation distance. The walk loops around the cycle that it starts in with probability at
least 2/3 as long as the constant C' is sufficiently large (indeed, this happens with probability at
least 9/10 for a true sample of the random walk of length k, and therefore at least with probability
(1-1/10)9/10 — 1/10 > 2/3 for a 1/10-approximate sample with TVD error bounded by 1/10).
Let (v,b) denote the starting vertex. If the cycle is of length ¢/, output v and parity = 0. If the
cycle is of length 2¢', output v and parity = 1.

For the second lower bound, let ¢ = |k/2]| and run C4* 1/10-approximate random walks of
length k started at uniformly random vertices, with error at most 1/10 in total variation distance (for
the joint distribution), for a sufficiently large constant C' > 0. With probability at least 2/3 at least
one of the walks will loop around the cycle that it started in (it suffices for the walk to take a step
in the same direction for k consecutive steps, which happens with probability (1 —1/10)27% > 47F,
so C4* independent repetitions suffice for one of the walks to cover the cycle with probability 9/10;
accounting for the at most 1/10 error in total variation distance gives the result). Let (v,b) denote
the starting vertex. If the cycle is of length ¢, output v and parity = 0. If the cycle is of length 2¢',
output v and parity = 1.

Now, this is the hard instance of Theorem 4.3, with ¢’ larger than a sufficiently large absolute
constant since k is. Thus, solving it requires min{ (¢’ )Qw), n%99} space, setting the £ parameter to
0.01. Expressing this lower bound in terms of k, we now get that (k, 1,1/10)-random walk generation
requires at least min{(¢)2(¢) 099} = min{k‘Q(\/E),no'gg} space, and (k,C4*,1/10)-random walk
generation requires at least min{(¢)2¢) n09} = min{k?*) n%99 space, as required. O
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5 Component Collection and Counting

5.1 Algorithmic Techniques

Many random-order streaming algorithms work, at a high level, in the following way:

e Sample some connected structure from the stream in an order-dependent way (for instance,
“growing” a component by randomly choosing a vertex and then keeping every edge either
incident to the vertex or to an already-sampled edge).

e Weight the sampled structures by the inverse of the prior probability of sampling them.

Such techniques make use of the fact that, in a fully random-order stream, the probability of any
given set of edges arriving in any given order can be determined exactly and without any additional
information about other edges in the graph. Now consider a stream divided into known batches
of size b. Such techniques can be applied here by increasing the number of edges we sample by a
factor of b:

e Whenever we would keep an edge, instead keep the entire batch containing that edge.

e When weighting a structure, adjust the prior probability of sampling it accordingly.

This is possible because we know the batches—when we see an edge we know which batch it was
in, and the probability of a given set of batches arriving in any given order can still be determined
exactly.

But what can we do when those batches are unknown? The key observation we apply is that, if
the structures we are sampling are not too large and there are not too many of them, we can guess
the batches and only err on “irrelevant” edges:

e Maintain a buffer of all edges with timestamps less than w before the present edge.
e Whenever we would keep an edge, instead keep every edge within w of it in either direction.

e When weighting structures, assume that any pair of edges that we kept and that had times-
tamps separated by at most 2w were in the same batch.

It is clear that, at least, when we keep an edge we will keep every other edge in the same batch.
Furthermore, as long as our structures are not too large and there are not too many of them, any
pair of edges in the same structure will, with probability w, either be in the same batch, or at
least 2w away from each other. So as long as the total number of these edges is not much larger
than 1/4/w, our batch guesses will probably be correct, and so we may proceed as if we were in the
known-batch setting.

Component Collection and Counting. We apply the “batch guessing” technique described
above to the problem of counting and collecting bounded-size components in a batch random order
graph stream.

Similarly to the component counting strategy of [PS18], we approach this problem by first
uniformly sampling a set of vertices, and then for each such vertex “growing” a connected subgraph
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D, containing v by keeping every edge with a path to v in our already-sampled edges, as long as
V(D,) never exceeds a given limit k. We then construct random variables X, with the following
properties:

1. EX, - 1(D, = K,)] = 1 whenever V(K,) < k.
2. E[X, - 1(D, # K,)] is small.

Here 1 denotes the indicator function and K, denotes the actual component containing G. This
will allow us to approximately count the number of size < k components, and therefore obtain a en
additive approximation to the component count if k¥ > 1/e. Furthermore, if a large enough fraction
of the vertices of G are in size < k components, it will let us sample a size k component (by sampling
vertices v from G and then choosing a sampled subgraph D,, with probability proportional to X,).
The total number of samples required will go as the inverse of the variance of X,,.

The approach of [PS18] was based on defining a canonical spanning tree for each component,
and then keeping components iff this spanning tree was collected first and it was entirely collected
in the first A fraction of the stream.

The weighting of this component in their estimator (X, in our formulation) is then given by
(k —1)!/A¥=! when the component is kept. They then make use of the fact that any subgraph H
that is not the entirety of K, will have a non-empty boundary, and therefore cannot be collected if
any of the boundary edges arrive in the last 1 — A fraction of the stream (as they are incident to the
spanning tree of H but are not in H). This means that if A is small enough, E[X,, - 1(D, # K,)] is

small too. However, they need A to be at most k™~ o(k?) (which is based on counting the number of
possible “canonical” spanning trees with a given boundary size that can be rooted at b), which in
turn means that the probability of successfully collecting a k-vertex component is at most k&~ Q(kg),
and so their algorithm needs (1/ 6)0(1/ ) logn bits of space.

We instead define our weighting based on explicitly calculating the prior probability of collecting
a component, and by a different combinatorial analysis of the number of subgraphs rooted at v
with a given boundary size, are able to have A = 1/ poly(k), for a (1/£)°(/2) polylogn space cost.

This also has the virtue of translating easily to the known-batches model: when growing a
component, we keep an entire batch whenever we would keep an edge in it, and then calculate
the prior collection probability of a component based on our knowledge of how it was collected.it
was collected. We extend this to the hidden batch model through the “batch guessing” technique
discussed earlier in this section.

Our main results in this section are Theorem 5.1 and Theorem 5.2 below.

Theorem 5.1 (Counting Components). For all e,6 € (0,1), there is a (b, w)-hidden batch random
order streaming algorithm that achieves an en additive approximation to ¢(G) with 1—§ probability,
using

(1/£6)°1/9) (b 4 wm) polylog(n)

bits of space.
Theorem 5.2 (Component Collection). For all § € (0,1), there is a (b, w)-hidden batch random
order streaming algorithm such that, if at least a B fraction of the vertices of G are in components

of size at most £, returns a vertex in G and the component containing it with probability 1 —§ over
its internal randomness and the order of the stream, using

(¢/58)°® (b + wm) polylog n
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bits of space.

We start by stating a formal definition of the (b, w)-hidden batch stream model:

Definition 5.3 (Hidden-batch random order stream model; formal definition). In the (b, w)-hidden-
batch random order stream model the edge set of the input graph G = (V, E) is presented as follows:

1. An adversary partitions E into batches B = {Bi,..., By} of size at most b, so that

E=|J B, and |B| < for all B € B.
BeB

2. Fach batch B € B is assigned an uniformly distributed starting time tg ~ U([0,1]).
3. For each B € B, the adversary assigns each edge e € B a timestamp t. € [tp,tp + w).

4. The items and timestamps {(e,t.) : e € E} are presented to the algorithm in non-decreasing
order of t., with the adversary breaking ties.

While the batch timestamps are continuous random variables, we assume the adversary presents
the edge timestamps with precision poly(1/n), so each timestamp can be stored in O(logn) space.
We do, however, require that the adversary present the edges in the order given by the edge
timestamps, so in particular if w = 0 the adversary does not have the option of re-arranging
batches that happen to fall within poly(n~!) of each other.

When b = 1 and w = 0 this therefore collapses to standard random order streaming, as an
algorithm presented with an ordinary random order stream can generated a sequence of appropriate
timestamps “on the fly” (see Appendix A for details).

5.2 Notation

We will use 0 = (e, te)eep to denote a (b, w)-hidden batch stream, received in order of the times-
tamps (te)eEE-

Throughout we will use K, to refer to the component of G containing v, and K, to refer to
{BNK,:Be€B,BNK, # 0}, the partitioning of K, into batches. When v is unambiguous we
will sometimes drop the subscript.

We will use I(p) to denote the variable that is 1 if the predicate p holds and 0 otherwise.

5.3 Component Collection
5.3.1 The Real and the Idealized Algorithm

In this section we describe an algorithm COLLECTCOMPONENT(v, k) for collecting a subset D of
K, the component containing v in G, along with a guess D of how D is partitioned into batches
in B. This algorithm will be a primitive in our component counting and collection algorithms.

To aid with the analysis of this algorithm, we will define a second “idealized” algorithm CoOL-
LECTCOMPONENTIDEAL(v, k). This algorithm will be allowed to know how the stream is partitioned
into batches B and have direct access to the batch timestamps tp. We will show that typically
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both algorithms will have almost the same output, allowing us to analyze COLLECTCOMPONENT
by way of COLLECTCOMPONENTIDEAL.

COLLECTCOMPONENT will work as follows:

e Grow a subgraph D from a vertex v, keeping any edge that connects to v through a path in
the edges already added to D.

e Whenever a new edge e is added to the component as described above, ensure that all edges
from the batch containing e are added to D as well, by adding every edge with a timestamp
up to w before or after t.. In order to facilitate this, we keep a buffer W of all edges with
timestamps up to w before the edge currently being processed.

e If the component of v in D ever has more than k vertices, return L.

e Otherwise, return the component of v in D (now discarding edges that do not connect to
v), the timestamp of the last edge to add a new wvertex to it, and a guess D at how it is
partitioned into batches (based on assuming that any two edges that arrived within w of each
other were in the same batch).

We now describe the algorithm formally — see Algorithm 1 below. The parameter s is used to

track which edges should be added to D on the grounds of having timestamps up to w after an
edge in the component containing v.
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Algorithm 1 Collecting a component of size at most k£ in a hidden batch stream.

1: procedure COLLECTCOMPONENT(v, k)

2 W« 0 > Buffering edges from up to w ago.
3 D « (V,0) > The subgraph we are building up.
4 > D has at most d(g) edges so can be stored as a sparse graph.
5: T+ 0 > The last time at which a new vertex was added to the component of v in D.
6 5+ 0 > The last time an edge was added to the component of v in D.
7 for (e, t.) from o do

8 Remove all edges from W with time stamps before t, — w.

9 Add (e, t.) to W.

10: if an endpoint of e is connected to v in D then

11: > Add e to subgraph D together with all edges up to w before and after.
12: D« DU{f:(f ty) e W}

13: > Record timestamps for edges added to D.
14: s+ t,

15: else if t. < s +w then

16: > Add e since it might be in the same batch as f based on timestamp
17: D+ DU {e}

18: end if

19: if the component of D containing v has more than k vertices then

20: return (L, 1, 1)

21: end if

22: end for

23: D < the component containing v in D.

24: D < the finest partition of D such that Ve, f € D, [t —t;| <w = 3P € D,e, f € P.

25: return (D,D,T) > A subcomponent of K, a guess at how it is partitioned, and the last

time a vertex was added to it.
26: end procedure

CoOLLECTCOMPONENTIDEAL will be almost identical to COLLECTCOMPONENT, except now we
will know the batches and so we will not need to guess which edges are in which batch. Let o’
denote the stream of batches and time stamps (B, tp), ordered by tp.
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Algorithm 2 Collecting a component of size at most k£ in a stream with known batches.
1: procedure COLLECTCOMPONENTIDEAL(v, k)

2 S + (V,0) > The subgraph we are building up.
3 S+ 10 > The set of batches intersecting S.
4: U<+ 0 > The last time at which a new vertex was added to the component of v in S.
5: for (B,tg) from o’ do
6

7

8

9

if de € B with at least one endpoint connected to v in S then
if de € B with exactly one endpoint connected to v in S then

U+t B

: end if
10: S+~ SuUB
11: S+ Su{B}
12: if the component of S containing v has more than k vertices then
13: return (L, 1, 1)
14: end if
15: end if
16: end for
17: S < the component containing v in S.
18: for Be S do
19: B+ BnNS
20: end for © To match COLLECTCOMPONENT, we take all the batches we added to S and

intersect them with the final value of S (that is, the component containing v in S).

21: return (S,S,U) > A subcomponent of K, its partitioning into batches, and the last time

a verter was added to it.
22: end procedure

Note that S uniquely determines S, as S is the set of batches containing an edge from S, with
all edges not in S removed.

5.3.2 Correspondence to Ideal Algorithm

In this section, we prove that COLLECTCOMPONENT is a close approximation of COLLECTCOM-
PONENTIDEAL, which we will then analyze in the subsequent section.

For these lemmas, we will need to consider the “boundary” batches of S.
Definition 5.4. The boundary batch set F of S consists of every batch B € B such that at least
one of the following holds:

1. BNS#0 (i.e. BES).

2. Je € B such that e is incident to either v or some edge in S.

Note that this is determined uniquely by S.

First we show that the component collected by COLLECTCOMPONENT is always at least the
component collected by COLLECTCOMPONENTIDEAL.

Lemma 5.5. Let D, S be the subgraphs returned by COLLECTCOMPONENT, COLLECTCOMPONEN-
TIDEAL, respectively. Then
D DS.
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Proof. For t € [0,1], let Dy, S; be the states of D and S, respectively, after every edge (for D) or
batch (for S) with a timestamp no greater than ¢ has been processed. It will therefore suffice to
prove that Di4,, 2 S;. (As ultimately D, S will be the components of v in D144, S1, respectively,
and taking the component containing v will preserve the superset relation.)

Fix any assignment of timestamps (tp)pegn, (te)ecr. We will prove the following by (strong)
induction on the order of the time stamps (tg)pep: for all B € B, D¢yyw 2 St,. As no more
edges are added to S after max{tp : B € B}, this will suffice.

For any B € B, suppose that this holds for all B’ with tg: < tg. Then we have Dy, O S;
for all t < tg, as if B’, B” are any pair of badges with no batches arriving between them, S; is
unchanged in the interval [tp/, t g»), while D; is non-decreasing.

Now, if the batch B was not added to S at time tp, the result holds immediately. So suppose
B was added. Then B contains at least one edge e that is incident to some edge f in a batch B’
with tpr < tp. By our inductive hypothesis, f € D¢, -

Suppose f was added to D at some time after tg. Then as tg < tp, this time was was in
[tB,tp + w], and so every edge in [tp,tp + w] will be added to D by the end of that window. So
B C Dy, 4 and therefore Dy O Sy

Now suppose instead f was added to D before tg. Then in particular f € Dy for all s < t..
Therefore, when e arrives, it is added to D along with every edge that arrives within w of t.,
including all of B. So B C Dy, and therefore Dy, 1, 2 Sy5. O

Next, we show that if the boundary batches of S are sufficiently well-separated in time, COL-
LECTCOMPONENT returns the same subgraph as COLLECTCOMPONENTIDEAL, with the right par-
titioning and almost the same final time.

Lemma 5.6. Let (D,D,T) and (S,S,U) be returned by COLLECTCOMPONENT, COLLECTCOM-
PONENTIDEAL, respectively, and let F be as defined in Definition 5.4. If no pair B, B’ € F has
ltp —tp/| < 2w, then D =S,D =S, and |T — U| < w.

Proof. First we will prove that, under these conditions, D = S. By Lemma 5.5, it will suffice to
prove that D C S. As in the previous proof, define D¢, S; to be the states of D and S, respectively,
after every edge (for D) or batch (for S) with a timestamp no greater than ¢ has been processed.
Let F = |JF. It will suffice to prove that Dy, NF C S, NF, as the component of Sy,
containing v is contained in F, and if the component of Di,,, containing v included any edge
not in S14, NF, it would also include at least one edge in F \ Si4, as F contains the entire
boundary of the component of S;.,, containing v (recalling that D, S are the components of D1,
S; containing v, respectively, and S; = S14,, trivially).

Fix any assignment of timestamps (tp)pes, (te)ecr such that the lemma criterion holds. We
will prove the following by (strong) induction on the order of the time stamps (t¢)ccp: forall e € G,
Di;, NF CS;, NF. As no more edges arrive in (maxecp te, w], this will give us Dy44 C S144p-

For any e € G, suppose that this holds for all f with t; < t.. Then we have D;NF C S;NF
for all ¢ < t., as edges are only added to D at times corresponding to the timestamp of some edge.

Now, if no edges in F were added to D at the time t., the result holds immediately. So suppose
f € F was added. Then, one of the following holds:

1. e is connected to v through some path in Dy for some s < t., and t; € [t. — w, t.].
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2. f = e, and there is some g such that t4 € [t — w, t.], and g is connected to v through some
path in Dy for some s < t,

In the first case, the path connecting e to v in Dy must be contained in F. To see this, note that
every edge incident to v is in F' along with every edge incident to the component containing v in
Si. So if the paths was not containing in F, consider the first edge of the path not in F. This
cannot be the first edge of the path, as that edge is incident to v. So consider the edge immediately
preceding it. This edge is in F but not in Si, as if it were in S; every edge incident to it would be
in F. So it is not in Sy and thus by our inductive hypothesis it is not in Dy, contradiction.

As the path is contained in F, it is contained in S; by our inductive hypothesis. In that case,
e is connected to v through some path in S;, and so e € F. Therefore, as the batches in F have
timestamps separated by 2w, and the batch B containing e has tp € [t. — w, t.], there is no other
batch intersecting S, with a time stamp after t. — 2w, and so e is also connected to v through a
path in S¢, 9, C tp_y. Therefore, B was added to S at the time tp € [t. — w,t.]. As f € F,
it is in B, as otherwise the batch B’ containing it would have to have tp < t. — 2w, which is
inconsistent with ty. So f € Dy, C Dy, completing the proof for this case.

Now consider the second case. By the same argument as for f in the first case, g and a path
connecting it to v are in F, and so the path is in S,;. Furthermore, no batch intersecting Sy arrives
in [ty — 2w,t,], as the batch B containing ¢ is in F and tp € [ty — w,ty]. Therefore, there is a
path connecting g to v in S¢,_, and so B C S¢,. As f € F, it is in B, as otherwise the batch B’
containing it would have to have tp < t. — 2w, which is inconsistent with t;. So f € Dy, C Dy,
completing the proof.

Now we will prove that the partitioning D = S. This follows from the fact that D = S and the
separation of the batch timestamps—if e, f € B € S, then |t, —t¢| < w and so they are in the
same partition in D. Conversely, if e, f are in the same partition in D, [t. — t¢|, then they are in
the same batch B, as if they were in different batches, both batches would be in F and would have
timestamps within 2w of each other. So e, f are in the same partition in S.

Finally, we prove that |T — U| < w. Note that these are the final time a vertex is added to the
component containing v in D or S, respectively. This will therefore follow directly from our proof
that Dgs C S;, and the Lemma 5.5 proof that D¢, O S;. O

We now show that the criterion of Lemma 5.6 holds, and therefore COLLECTCOMPONENT
“almost” matches COLLECTCOMPONENTIDEAL, with high probability whenever F is not too large.

Lemma 5.7. Let (D,D,T) and (S,S,U) be returned by COLLECTCOMPONENT, COLLECTCOM-
PONENTIDEAL, respectively, and let F be as defined in Definition 5.4. Then n

Pr[(D=S)A(D=8)A (T -U| <w)|S] >1—2wl|F|?.

Proof. Condition on the order in which the batches in F arrive. First note that any value of
(tB)Ben such that these particular batches arrive in the given order is sufficient to fix the value of
F and S.

This means that, conditioned on S, F, and this order, the unlabelled set of timestamps {tp : B €
F} is distributed as |F| independent and uniform samples from [0, 1]. Therefore, the probability
that any pair of them are within 2w is at most (g |)4w < 2w|F ]2, and so the result follows by
Lemma 5.6. ]
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Our component counting and collection algorithms, Algorithms 3 and 4, will use COLLECT-
COMPONENT by setting some small threshold A and throwing away the result whenever T > A.
Now, when F is large, T and U will concentrate near 1. We use this, along with Lemma 5.7,
to show that, if A < 1/2 and w is small enough in terms of k, either the batches and partitions
will match between COLLECTCOMPONENT and COLLECTCOMPONENTIDEAL, or they will both be
thrown away.

Lemma 5.8. Let (D,D,T) and (S,S,U) be returned by COLLECTCOMPONENT, COLLECTCOM-
PONENTIDEAL, respectively. For any A < 1/2, with probability 1 — O(k;4w log? 1/w)7 either both T
and U are greater than A, or T and U are both smaller than A and (D, D) = (S,S).

Proof. Condition on S and therefore . Furthermore, condition on the order in which the batches
of F arrive. First, suppose |F| < 5k? + 10log 1/w. Then by Lemma 5.7, with probability 1 —
O (wk*log? 1/w),

D=S,D=S,T-U|<w
and so the result will hold provided |U — A| > w. U is always bp for some B € F, so again
using the fact that the unlabelled set {bp : B € F} is distributed as |F| independent and uniform
samples, this happens with probability at least 1 — O(w |F|)). So for any realization S of S such
that S = S implies

| F| < 5k% 4 10log 1/w

we have

Pr[D=8,D=8,(T,U<AVT,U>)\)IS=5]>1-O0(wk?).

Now suppose |F| > 5k? + 10log 1/w. In particular, as D and S have edges incident to at most k
vertices, and D D S, at least 9%2/2 + 10log 1/w of the batches in F have an edge with exactly one
endpoint in S and D. Call this set F'.

Each batch in 7’ must arrive before T and U, as otherwise it would’ve been included in S or D
(since after these times they each have reached their final vertex set), and so T, U > maxpger tp.

Using again the fact that the unlabelled set {bp : B € F} is distributed as |F| independent
and uniform samples, this means that T, U < 1/2 only if at least 9/10 of F has timestamps < 1/2,
which happens with probability at most

| F| 99| F|/10 _ |7 9—9IF1/10
9|F|/10 |F| /10

_ <’;‘!~/f\ )'F”OQ—gﬂ/m
= 10

10e 71
- (W)

< 2—1og 1/w

=w
and so for any realization S of S such that S =S implies

|F| > 5k% +10log 1 /w
we have

Pr[lT,U>1/2>AS=5]>1—-w.
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As S uniquely determines F, the lemma therefore holds when conditioning on any realization of
S. O

5.3.3 Space complexity of COLLECTCOMPONENT

Lemma 5.9. Algorithm 1 can be implemented in O(k‘Q(b + mw) log? n) bits of space in expectation.

Proof. At all times in the execution of COLLECTCOMPONENT, W contains, at most, edges with
timestamps up to w before that of the last edge processed. Other than W, the algorithm has to
keep, up to (g) times, all edges with timestamps within w of some specified edge.

Therefore, the space usage of the algorithm is at most
O(k;2 - M* - logn)

bits, where M™* is the largest number of edges with timestamps within any width-2w window in the
stream. To bound the expectation of M*, we start by noting that, as each batch B has at most b
edges, all with timestamps in [tp,tp + w],

* /
M7 < x| 1B+ Z 5]

|t g —t5|<3w
< b+ max g ‘B’|
BeB
B'eB:
|tB/—tB|S3w

Now, fix some B € B. For all B € B\ {B}, let Ap be the random variable that is |B’| if
[t — tp| < 3w and 0 otherwise. Then the variables A g/ are independent, are size at most b, and
the sum of their expectations is at most wm while

S E[AR]= Y suw|B)
B'eB\{B} B'eB\{B}
< 3wmb.

So by the Bernstein inequalities, for all ¢, > B/eB\{B} A p < m 4t with probability at least
2
Py (m)

and so in particular, it is at most O((wm + b)logn) with probability at least 1 —m ™2, and so by
a union bound |M*| = O((wm + b) log n) with probability at least 1 —m ™!,

We therefore have
E[M*] < O((wm +b)logn) +m -m™*
= O((wm +b)logn)

and so the lemma follows. O
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5.4 Properties of Idealized Component Collection

In this section we will establish some properties of COLLECTCOMPONENTIDEAL that will be useful
for both counting and collecting components.

Let A > 0 be some parameter to be defined later.

Definition 5.10. For anyv € V, H C G, X\ > 0, the batch probability pﬁ(H) is the probability that
both of the following happen:

e The batches intersecting H arrive in batch order—any order such that, for every batch B
intersecting H, there is a path from v to an edge in B consisting entirely of edges in batches
intersecting H with timestamps before tp.

e H is covered by time \—for every w € V(H), there is a path from v to w consisting entirely
of edges in batches intersecting H with timestamps before A.

We will use this to define a family of random variables X,. Let
(Sy, Sy, Uy) = COLLECTCOMPONENTIDEAL(v, k).

Then we define
0 if S, =L

Xy =40 ifU> A
1/p}(S,) otherwise.

Note that this can be determined entirely from the output of COLLECTCOMPONENTIDEAL, without
knowing anything else about the stream.

We then define
X, =Y, +Z,

where Y, is X,, when S, is the component of GG containing v, and zero otherwise. Note that while
Y,, Z, are determined by the stream, they cannot be identified from the output of CoLLECTCOM-
PONENTIDEAL alone.

We want to prove that the variables Y,, corresponding to S, being “correct”, have “nice”
properties—good expectation, bounded variance, and approximate independence. Meanwhile, we
want to prove that the “error” variables Z, are small in expectation.

5.4.1 Correct Component Contribution

Lemma 5.11.
1 ifv is in a component with < k vertices.
E[Y,] = {

0 otherwise.

Proof. 1f v is not in a component with < k vertices it is 0 by definition. Otherwise, let H be
the component containing it and H = {B : B € B,BN H # (}. Then it will be 1/p)(H) if
Sy, = H, U < A, and 0 otherwise. S, = H iff the batches in H arrive in batch order (as defined
in Definition 5.10), while U < X iff H is covered by time A. The probability that both of these
happen is exactly p}(H). O
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To bound the variance of Y,,, we will need some lower bounds on p))(H) when H is the compo-
nent containing v.

Lemma 5.12. For anyv € V, let H be the component of G containing v. Then
po(H) > (\/K)E

Proof. Consider a depth-first search tree for H. Suppose that the batches intersecting the edges
in this tree arrive in the order corresponding to the depth-first search, before every other batch
intersecting H, and before time \. Then:

e The batches intersecting H arrive in batch order.

e Every vertex in H is covered by a tree of edges in these batches, each of which has timestamp
before A.

Recall that batch order is defined in Definition 5.10.

So p)(H) is at least the probability that this occurs. Now, as there are no more than (g) < k?
distinct batches intersecting H, and at most k — 1 < k batches intersecting the tree, the probability
that the batches intersecting the tree arrive in the depth-first search order and before every other
batch intersecting H is at least (1/k?)*.

Now note that unconditionally, the probability that a given set of fewer than k£ batches would
all arrive before time X is at least A\¥, and conditioning on them being the first k of the batches
intersecting H to arrive only increases this probability. So the probability that both events hold is
at least (\/k?)*, completing the proof. O

Lemma 5.13.
Var(Y,) < (k/A)°%)

Proof. If v is in a component with more than k vertices, Y, is always 0. Otherwise, by Lemma 5.12,
we have
Var(Y,) < E[Y]
<1/ (AR

completing the proof. O

Lemma 5.14. For any vertez v € V, if v is in a component with more than k vertices, let K, = 0,
otherwise let it be the set of batches that contain at least one edge in the component of G containing
v. For any U CV, if the sets (Ky)ver are disjoint, the variables (Y,)per are independent.

Proof. Suppose v is in a component with more than k vertices. Then Y, = 0 always and therefore
it is independent of Y, for all u € V.

Otherwise, for a batch to affect the output of COLLECTCOMPONENTIDEAL(v, k), there must be
a path from it to v in G. Therefore, Y, depends only on the timestamps of batches intersecting its
component, that is K,. So the variables (Y,),cy are independent provided the sets (ICy),crr are
disjoint. O
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Lemma 5.15. Let S be a set of r vertices sampled uniformly (with replacement) from V. Then
with probability at least 1 — r2bk3/n over the choice of S, the variables (Y, )vey are independent
conditioned on S.

Proof. For each v € U, let K, be the component containing v. By Lemma 5.14, it will suffice to
show that the sets {K, : v € U,V (H,) < k} are disjoint with this probability.

For each vertex v in a component with at most k vertices, there are at most k? different batches
intersecting this component, and therefore at most k2b edges in these batches, and therefore at
most k%b components such that if w is in that component, K, N /C,, # 0.

So if we fix a v in a component with at most k vertices and then select a w from V', there are at
most k3b choices of w such that w is in a component with at most k vertices such that K, N/C,, # 0.
. . . o 3
So for a randomly selected pair v, w this happens with probability at most ka.

The proof then follows by taking a union bound over the < r? pairs of vertices in U. O

5.4.2 Bounding the Contribution of Bad Components

We want to prove that the expectation of the variables Z, is very small. For this we need the
fact that, for any vertex v, if there are too many different “wrong” components that we might find
connecting v, as can be the case when v is in a large component, each of these components also has
a large boundary, and so is unlikely to be found.

Lemma 5.16. For any H C B, v € V, let the v-boundary of H be the set of batches in B\ H that
contain at least one edge that is connected to v by a path of edges in |JH.

For any v € V, h,a € N, the number of size-h subsets H of B such that

1. every batch in H contains an edge e such that there is a path from v to an endpoint of e in
UH

2. the v-boundary of H contains exactly a batches

h+a
("2)
Proof. In this proof we will make use of edge contraction—to contract by an edge uv, uv is removed
from the graph and the vertices u,v are identified with each other, and so any edge incident to
either is now incident to the merged vertex. This may result in the graph becoming a multigraph
(if u,v are incident to the same edge) and having self-loops (if the graph is already a multigraph,

and one of multiple edges between u and v is contracted). We will therefore prove the lemma for
multigraphs with self-loops, and it will follow for simple graphs as a special case.

1s at most

Note that when contracting multiple edges, it does not matter in which order we contract them.

We proceed by induction on h 4+ a. If h + a = 0, the result follows automatically. So suppose
h 4+ a > 0 and the result holds for all smaller values of h + a. Then there is at least one batch B
containing an edge incident to v. We will use the inductive hypothesis to bound the number of
choices of ‘H that contain B, and the number that do not.

First, consider any choice of H that does not contain B. Consider the graph G’ = (V, E \ B)
with batching B’ = B\ {B}. Then, each such choice of H is a subset of B’ whose v-boundary with
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respect to G’, B’ contains a — 1 batches. Moreover, each batch in H still contains an edge e with a
path from v to an endpoint of e in | JH. So by applying our inductive hypothesis to G, B’, there
are at most (h:ffl) such choices of H.

Secondly, consider any choice of H that does contain B. Consider the graph G* obtained by
contracting every edge in B, with batching B* given by removing B and contracting each of its
edges for the other batches. Then there is a one-to-one correspondence between such choices of
‘H and subsets H* of B*, again given by removing B and contracting each of its edges for the
other batches. Each such subset will have a v-boundary containing exactly a batches, but will only
contain A — 1 batches. Furthermore, as contracting edges preserves connectedness, every batch in
H* will contain an edge e such that there is a path from v to an endpoint of e in (JH*. So, by
applying our inductive hypothesis to G*, B*, there are at most (h+3_1) such choices of H*, and
therefore of H.

The lemma then follows from the fact that
<h—|—a—1> <h+a—1> <h—|—a>
+ = :
a—1 a a

Now we are ready to bound the expectation of the “bad” contributions Z,, corresponding to X,
when the subgraph S returned by COLLECTCOMPONENTIDEAL is not equal to the actual component
K,.

O

Lemma 5.17. As long as \ < 1/2ek?,

E[Z,] = O(\ED).

Proof. Z, is non-zero precisely when COLLECTCOMPONENTIDEAL(v, k) returns (S,,S,U) such
that U < A and S, # C,, where C,, is the component containing v in G. For any possible value of
S., this requires that

1. the set of batches H that intersect S, arrive in batch order (as defined in Definition 5.10)
2. S, is covered by time A

3. every batch B in the v-boundary of H has tp < A

with the latter being necessary because as S, is covered by time A, any batch with timestamp at
least A and connected to v by edges in | JH has an edge incident to S,, and will therefore be in H
and therefore not in its v-boundary.

So the probability that it happens is at most pﬁ(Sv))\a if the v-boundary of H contains a batches.
So for each possible S, with a batch set with boundary a, the expected contribution to Z, from it
is at most A%,

As H determines S, exactly (since S, is the component containing v in | J#H, we can therefore
use Lemma 5.16 to bound the expected contribution to Z, from collecting size-h sets of batches H

with size-a boundaries by (h;ra) A2,
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As S, # C, requires H to have at least one batch in its v-boundary, we can therefore bound
E[Z,] by

> <h Z “) A* <3S (e(h/a+ 1))

h=0a=1
oo

<E) (Ne(k” + 1))

a=1

= O(AkY)

provided X\ < 1/2ek?. O

5.5 Component Counting

For any v € V', we will use ¢, to denote the size of the component containing v. In particular this
means that ¢(G), the number of components in G is > .y é

Let A € (0,1/2) and r € N. We now present an algorithm for component counting based on r
copies of COLLECTCOMPONENT. Informally, the algorithm works as follows:

e Sample r vertices (v;)i_;.

e For each vertex v, run COLLECTCOMPONENT(v, k), rejecting the answer if the timestamp T
returned is greater than A.

e Approximate the component count ¢(G) by Soi_q =, where ¢, is the number of vertices
in the component that COLLECTCOMPONENT sampled at v;. We don’t have direct access to
the variables X,, but we can do this (with good enough probability) because COLLECTCOM-

PONENT normally almost-matches COLLECTCOMPONENTIDEAL and therefore X, is usually
1/p; (D).

Xv.
Cv

This will usually give us a good approximation to = iy i, because X, = Y, + Z, is dominated
by Y, corresponding to the case when the returned comporient D is actually K, (and so ¢, = ¢,),
provided A is small enough (so that Z, is small in expectation) and r is large enough (so that
iy %Yvi concentrates around its expectation over (Xy,)r_;).

Then, if 7 is big enough, 23", L will usually approximate Y vev % = ¢(@G) well enough, so

CvZ

we are done.

We now formally describe the algorithm.
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Algorithm 3 Counting the number of components in a graph.
1: procedure COUNTCOMPONENTS(k, A\, )
2 C+0
3 for i € [r] do
4 V; — Z/[(V)
5: (D, D;, T;) < COLLECTCOMPONENT(Vv;, k)
6
7
8
9

if T, <\ then
cy, < [V(Di)]
C«C+
end if Z
10: end for
11: end procedure

> Usually

1 nXy,
p‘A’i (Dl) TCV,L' N

Recall that ﬁ = Xy, whenever (D;, D;) match the subgraph and batching given by (S,S,U) =
COLLECTCOI\;IPONENTIDEAL(VZ', k) and the time stamps T;, U are either both smaller than or both
larger than A. We start by showing that when this is the case, the algorithm approximates c¢(G)

with good probability.

We start by showing that, if our inner loop simply added 7 - é for each v (or zero if ¢, > k),
we would get a good approximation to ¢(G) with good probability.

Lemma 5.18. With probability at least 1 — k?/r over (v;)'_;,

(@) - 23 Liey, < k)

T~ Cy.

7

<2n
P

=1

Proof. As the v; are sampled independently, the variables

n T
— <
(Cvi (CVZ N k)>i:1

are independent. Each has expectation at least ¢(G) — %n, as

and any time cy, >k, 2 < n.

’ vy,

Moreover, each has variance at most n?, and so by Chebyshev’s inequality their average will be
within %n of their expectation with probability 1 — k2 /r. O

Next, we use the fact that the “good” part of Xy, Yy, is zero whenever D; is not the right guess
for the component containing v; to show that éYvi is a good enough substitute for éﬂ(cv <k).

Lemma 5.19. With probability at least 1 — r2bk® /n — (k/N)O®) )/ over (v;)i_, and the order of

the stream,
T

%iciY“‘ - gzciﬂ(cv <k)| <
i=1 " v

=1

n.

=
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Proof. For any v, Y, is zero whenever ¢, > k and otherwise by Lemmas 5.11, 5.13, it has expectation
1 and variance (k/X\)°®). Furthermore, whenever Y, is non-zero, ¢, = c,.

So

T

1
s E[—Yvi
r- Cy
=1

and by Lemma 5.15, with probability at least 1 — r2bk®/n over (v;)i_;, the variables (éYW)
O(k)

(i | = 230 i < )

T

i=1
are independent with variances at most (k/A)“\*). So by taking a union bound with Chebyshev’s
inequality, the lemma follows. O

This leaves an error term =13
- v

Ly ini‘ to deal with. As the expectation of Zy, is small when
A is small enough, we can show that this is usually small through applying Markov’s inequality.

Lemma 5.20. Fiz any value of (v;)i_;. Aslong as A < 1/2ek?, with probability at least 1 — O(\K®)
over the order of the stream,
s
1
iy la.,
r Cy

i=1

<1in
_k .

Proof. By Lemma 5.17, whenever A < 1/2ek?, E[Z,] = O(Ak?*) for all v € V, so this follows by a
direct application of Markov’s inequality. O

This tells us that 2 37 L X, is a good approximation to ¢(G) with good probability, and so

=1 ¢y
we can use Lemma 5.8 to lower bound our success probability.

Lemma 5.21. As long as A\ < 1/2ek?, with probability at least
1-0 <rk‘4w log? 1/w + 2bk3 n + (k/N)O® /\/r 4 >\I<:5)
over (v;)i_, and the order of the stream,

|C—c(G)] <

n.

|

Proof. By Lemma 5.8 and a union bound, with probability 1 — O(k:4w log? 1 / w), taking the output
of an instance of COLLECTCOMPONENT and proceeding iff the timestamp output is at most A will
give the same result as doing so with an instance of COLLECTCOMPONENTIDEAL. Therefore, by
taking a union bound over the r iterations of the inner loop, with probability 1— O(Tk;4w log? 1 / w),

I8
n 1
C=- —Xy,.

So recalling that X = Y + Z, and taking a union bound over Lemmas 5.18, 5.19, and 5.20, the
lemma follows. O

We now prove Theorem 5.1, restated here for convenience of the reader. The theorem follows
by carefully choosing our algorithm parameters in terms of w, b, and m.
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Theorem 5.1 (Counting Components). For all e,6 € (0,1), there is a (b, w)-hidden batch random
order streaming algorithm that achieves an en additive approximation to ¢(G) with 1—§ probability,
usIng

(1/6)°0/2) (b + wm) polylog(n)

bits of space.
Proof. Assume that d,e < 1/2 (if they are in (1/2,1), the result will follow from the 1/2 case). We
start by setting k = 4/¢, and A = ©(§/k") such that the O(Ak®) term in Lemma 5.21 is at most

§/4 and A < 1/2ek?. Then, we set r = (1/£6)®(/2) such that the O((k‘/)\)o(k)/ﬁ) term is at most
5/4.

Now, consider the O(rzbk‘g/n) term. If it is greater than §/4, we have
nlogn < (1/6)°4/plogn

and so the theorem follows immediately by using a union-find to exactly calculate the components
of G.

If the O(rk:4w log? 1/w) term is greater than 0/4, we start by noting that
wlog? 1/w = O((1/m + w)log® 1/n)
as wlog?1/w = O(m~'logm) when w < 1/m), so we have
nlogn > (1/e6)°1/9)(1 + wm)log® n

and so the theorem again follows from using a union-find.

If neither of these hold, Lemma 5.21 tells us that running COUNTCOMPONENTS(k, A, r) will give
a en additive approximation to ¢(G) with probability 1 — 4. As the space needed is that required
to run r copies of COLLECTCOMPONENT, by Lemma 5.9 we achieve the desired space. O

5.6 Component Collection

Let A € (0,1/2) and » € N. We now present an algorithm for collecting components based on r
copies of COLLECTCOMPONENT. Informally, the algorithm works as follows:

e Sample r vertices (v;)i_;.

e For each vertex v, run COLLECTCOMPONENT(v, k), rejecting the answer if the timestamp T
returned is greater than A.

e Sample one of the components D returned by these with probability weighted by approxi-
mately X, (using the fact that COLLECTCOMPONENT normally almost-matches COLLECT-
COMPONENTIDEAL and therefore X, is usually 1/p)(D).

This will usually give us an actual component, because X, = Y, + Z, is dominated by Y,,
corresponding to the case when the returned component D is actually K, provided A is small
enough (so that Z, is small in expectation) and r is large enough (so that . ; Yy, concentrates
around its expectation).
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We now formally describe the algorithm.

Algorithm 4 Collecting a component in a graph.

1: procedure FINDCOMPONENT(k, \, 1)

2 p<+0

3 for i € [r] do

4: V; U(V)

5: (D;, D;, T;) + COLLECTCOMPONENT(Vv;, k)

6 if D; #1L AT; < A then

7 i 1/pf‘,i(D,-)) > Usually X,.
8 P ptpi

9: else

10: p; 0

11: end if

12: end for

13: if p =0 then

14: return |

15: end if

16: (v*,D*) « (v;,D;) with probability p;/p for each i.
17: return (v*, D¥)

18: end procedure

Recall that ﬁ = Xy, whenever (D;,D;) match the subgraph and batching given by
(S,5,U) = COLLELCTCOMPONENTIDEAL(VZ', k) and the time stamps T;, U are either both smaller
than or both larger than A\. We start by showing that when this is the case, the algorithm returns

an actual component of G with good probability.

When it holds (and assuming at least one run does not return L), the probability of returning a
real component will be proportional to >";_; Yy, as these are the X, such that D; is the component
containing v;. Meanwhile the probability of returning a bad component will be proportional to
>i_1Zy,. So we need to prove that Y ., Yy, is non-zero and large relative to Y ;_, Zy,.

First, we need a good enough fraction of the vertices sampled to be in size < k components, as

otherwise the Yy, will be identically zero.

Lemma 5.22. Suppose a 8 fraction of vertices of G are in components of size at most k. Then
with probability 1 — e~ ™28 over (vi)i_y, at least a B — VA fraction of the vertices (vi)i_, are in
components of size at most k.

Proof. The vertices are sampled independently, so this follows directly by the Chernoff bounds. [

Given this, we show that Y, ; Yy, is reasonably large.

Lemma 5.23. Suppose a B fraction of vertices of G are in components of size at most k. Then
with probability at least 1 — e~ — 12bk3 /n — (k/X)O®) /\/r over (v;)I_, and the order of the
stream,

ZT:YW > (B —2V\).

i=1
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Proof. For any v, Y, is zero whenever it is in a component of size greater than k& and otherwise by
Lemmas 5.11, 5.13, it has expectation 1 and variance (k/\)O®).

So

ZE Vz Vlzl Zlcvgk

and by Lemma 5.15, with probability at least 1 — r2bk‘3 /n over (v;)i_,, the variables (Yvy,);_;
are independent with variances at most (k/\)°*). So by taking a union bound with Chebyshev’s
inequality and the result of Lemma 5.22, the lemma follows. O

We show that Y, Zy, is small (when X is small enough) by invoking the bound on the
expectation of individual Z,,.

Lemma 5.24. Fiz any value of (v;)/_,. Aslong as X < 1/2ek?, with probability at least 1—O(v/\k*)
over the order of the stream,

ET: Z,, < VA

i=1

Proof. By Lemma 5.17, whenever A < 1/2ek?, E[Z,] = O(Ak?*) for all v € V, so this follows by a
direct application of Markov’s inequality. O

So now we have that, with good enough probability, > 7_; Yy, is large relative to Y ;_; Z, and
so we use the fact that the output of COLLECTCOMPONENT usually almost matches the output of
COLLECTCOMPONENTIDEAL to lower bound the probability with which our algorithm outputs a
valid component.

Lemma 5.25. As long as A\ < 1/2ek?, with probability at least
1- o(e—m/% +rktwlog? 1/w + r26k3 /n + (k/X)°W) //F + VKL + ﬁ/ﬁ)
over (v;)i_, and the order of the stream, D* is the component of G containing v*.

Proof. By Lemma 5.8 and a union bound, with probability 1 — O(k:4w log? 1 / w), taking the output
of an instance of COLLECTCOMPONENT and proceeding iff the timestamp output is at most A will
give the same result as doing so with an instance of COLLECTCOMPONENTIDEAL. Therefore, by
taking a union bound over the r iterations of the inner loop, with probability 1— O(Tk‘4w log? 1 / w),

Pi)iz1 = (Xv,)iz1-

So recalling that X =Y + Z, and taking a union bound over Lemmas 5.23 and 5.24, we have that
with probability at least

1-0 (e—m/% + K'wlog? 1/w + r?bk> /n + (k/XN)°®) //r + \/X/#)
over (v;)i_; and the order of the stream,

Do Yo, 102D
Zz 1 (5 \/_)
:1—O(ﬁ/ﬁ>
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So if this holds, the algorithm will output a correct component with probability 1 — O(\/X / 6), as

Y; > 0 iff D; is the component of G containing v;. The lemma therefore follows from taking one
final union bound. O

Finally Theorem 5.2 follows by carefully choosing the algorithm parameters in terms of w, b,
and m.

Theorem 5.2 (Component Collection). For all § € (0,1), there is a (b, w)-hidden batch random
order streaming algorithm such that, if at least a B fraction of the vertices of G are in components
of size at most £, returns a vertex in G and the component containing it with probability 1 — & over
its internal randommness and the order of the stream, using

(¢/568)°® (b + wm) polylog n

bits of space.

Proof. Assume that § < 1/2 (if it is in (1/2,1), the result will follow from the 1/2 case). We
start by setting k = ¢, and A = ©(6?/k® + 6?/5?) such that the O(\/X/B) and O(\/ )\k;4> terms

in Lemma 5.25 sum to at most 6/3 and A\ < 1/2ek?. Then, we set r = (£/86)°(/%) such that the
O((k://\)o(k)/\/?) and e~"28 terms are at most /3.

Now, consider the O(rzbk‘?’/n) term. If it is greater than §/4, we have
tnlogn < (€/86)°1/%)plogn

and so the theorem follows immediately by keeping the first £ edges incident to each vertex we see.

If the O(rk:4w log? 1/w) term is greater than 0/4, we start by noting that
wlog? 1/w = O((1/m + w)log® 1/n)
as wlog® 1/w = O(m~'logm) when w < 1/m, so we have
tnlogn > (£/88)°/9) (1 4+ wm)log® n
and so the theorem again follows.

If neither of these hold, Lemma 5.25 tells us that running FINDCOMPONENT(k, A, ) will give a
vertex in GG and the component containing it with probability 1 — §. As the space needed is that
required to run r copies of COLLECTCOMPONENT, by Lemma 5.9 we achieve the desired space. O
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A Generating Timestamps in the Stream

In this section we show how an algorithm can generate n timestamps in a streaming manner,
corresponding to drawing n uniform random variables from (0, 1) and then presenting each in order
with poly(1/n) precision, using O(logn) bits of space.

Let (X;)!~; denote n variables drawn independently from ¢/(0,1) and then ordered so that
X; < X4 for all i € [n—1]. By standard results on the order statistics (see e.g. page 17 of [Dav03]),
the distribution of (Xi)?:j 41 depends only on X, and in particular they are distributed as drawing
(n — j) samples from (X;,1).

So then, to generate (X;)?_; with poly(1/n) precision in the stream it will suffice to, at each step
i+ 1, use X; to generate X;;1 (as sampling from the minimum of k£ random variables to poly(1/n)
precision can be done in O(logn) space). We will only need to store one previous variable at a
time, to poly(1/n) precision, and so this algorithm will require only O(logn) space.
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