1D MODEL FOR THE 3D MAGNETOHYDRODYNAMICS
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ABsTRACT. We propose a one-dimensional (1D) model for the three-dimensional
(3D) incompressible ideal magnetohydrodynamics. For this 1D model, local
well-posedness is established, and a regularity criterion of the Beale-Kato-
Majda type is obtained. Without the stretching effect, the model with only
transport effect is shown to have global in time strong solution. Some nu-
merical simulations suggest that solutions of the model with certain smooth
periodic initial data are not likely to develop singularities in finite time, while
solutions starting from other initial data have the tendency to form singulari-
ties.
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1. INTRODUCTION

The ideal incompressible magnetohydrodynamics (MHD) governed by the set of
partial differential equations

us+(u-V)u—(B-V)B+VII=0,
Bi+ (u-V)B—(B-V)u=0, (1.1)
V-u=0, V-B=0,
is an important model in geophysics and astrophysics. In the system, the vector
fields u and B denote the fluid velocity and magnetic field respectively; the scalar
function IT is the pressure. We notice that (1.1) reduces to the incompressible Euler
equation if B = 0,
ug + (u- V)u+ VII = 0,

V-u=0. (1.2)

The mathematical question of whether or not a solution of the 3D Euler (1.2)
develops singularity at finite time remains open. So does it for the 3D MHD (1.1).
Denote the vorticity by w = V x u. Taking a curl on (1.2) gives

we+ (u-Vw+ (w-V)u=0, (1.3a)
u=V x (-A)"lw. (1.3b)
We note that u can be recovered from w through the Biot-Savart law (1.3b) which

involves a nonlocal operator. In (1.3a), the quadratic term (u - V)w is regarded
as the transport term, while (w - V)u represents the stretching effect. The general
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belief is that the stretching effect is responsible for dramatic wild behaviours of
solutions, for instance, the appearance of finite-time singularity.

1.1. 1D models for Euler equation and related equations. To gain insights
towards understanding the properties of solutions to the Euler equation (1.2), ap-
proximating models and toy models have been proposed and studied in the litera-
ture. One type of 1D models for the vorticity form of Euler equation has attracted
a great deal of attention, which can be traced back to the work of Constantin, Lax
and Majda [6]. The authors of [6] proposed the following 1D model for system
(1.3a)-(1.3b),

wy = wHuw, (1.4a)
Uy = Huw, (1.4b)

with w = w(t, x) and v = u(t, z) for £ > 0 and = € R. In the system, H denotes the
Hilbert transform defined by

Hf = %P.V. /jo j(_y?ydy. (1.5)

We note that equation (1.4b) is a 1D analogue of the Biot-Savart law (1.3b). With
only stretching effect in equation (1.4a), the authors solved system (1.4a)-(1.4b)
exactly and showed the formation of finite-time singularities for a class of initial
data. Since then, various generalisations of (1.4a)-(1.4b) have been studied both
analytically and numerically. The De Gregorio model [9, 10]

wi + uwy — wHw = 0, (1.6a)
Uy = Huw, (1.6b)

includes both transport and stretching effects. Numerical results of [9, 10] provide
evidence that finite-time blow-up may not occur for system (1.6a)-(1.6b) with some
smooth periodic initial data. It indicates that the convection (transport) term has
a regularization effect. Later on, in order to understand the competing effects of
convection and stretching terms, Okamoto, Sakajo and Wunsch [21] suggested to
study the following family of models

wi + auw, — wHw = 0, (1.7a)
U, = Huw, (1.7b)

with a parameter a € R. The authors also conjectured global in time existence of
solutions to (1.7a)-(1.7b) with a = 1 which is the De Gregorio model (1.6a)-(1.6b).
Indeed, Jia, Stewart and Sverak [16] proved that solutions of (1.6a)-(1.6b) with
initial data near a steady state are global and converge to this steady state. Lei, Liu
and Ren [18] showed that the De Gregorio model with non-negative vorticity initial
data is globally well-posed. In contrast, Elgindi and Jeong [12] showed singularity
formation for (1.6a)-(1.6b) in classes of Holder continuous solutions. Moreover, the
authors of [12] established that, there exists smooth initial data such that solution
of the Okamoto-Sakajo-Wunsch model (1.7a)-(1.7b) with small |a| develops self-
similar type of blow-up at finite time. Later on, Elgindi, Ghoul and Masmoudi
[11] further showed that such self-similar blow-up is stable. In [5], Chen, Hou and
Huang provided a novel method of analysis and established self-similar blowup for
the De Gregorio model with certain initial data on both R and S'. For (1.7a)-
(1.7b), Chen [3] showed finite time singularity from some smooth initial data when
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a < 1 and close to 1, and global well-posedness with the same initial data when
a > 1. When a = 1, Chen [2] proved finite time blowup for (1.7a)-(1.7b) on S' with
C* data for any a < 1. The model (1.7a)-(1.7b) with a viscosity term was also
studied in [4] for a € R. Recently, Lushnikov, Silantyev and Siegel [19] performed
an extensive numerical and analytical study of (1.7a)-(1.7b) on the topic of global
existence versus finite time singularity formation for different values of a. They
identified a new critical value a. = 0.6890665337007457... below which self-similar
type of singularity develops in finite time. Moreover, for a = 0 and a = %, the
authors constructed exact analytical solutions with pole singularity.

In the literature, many other 1D simplified models for fluid equations have been
studied. A notable model is the nonlocal transport equation

0, — (H)0, =0 (1.8)

which has a connection with the integrodifferential Birkhoff-Rott equation modeling
vortex sheets, see [1, 20]. It has an analogy with (1.7a)-(1.7b) as well. Indeed,
taking derivative 9, on (1.8), the resulted equation is equivalent to (1.7a)-(1.7b)
with ¢ = —1. Moreover, it serves as a 1D simplified model for the surface quasi-
geostrophic equation. Coérdoba, Cordoba and Fontelos [7, 8] showed finite-time
singularity formation for (1.8) with a general class of initial data. For axisymmetric
3D incompressible Navier-Stokes equation with swirl, Hou, Li, Shi, Wang and Yu
[14] proposed a 1D nonlocal model for a simplified 3D nonlocal system [15]. For
this 1D model, the authors proved finite-time singularity formation rigorously and
showed numerical evidences.

1.2. 1D models for MHD. Inspired by the works discussed above, we will pro-
pose a family of nonlocal nonlinear models for the MHD system (1.1) as an attempt
to understand the intricate structures involved in this system. In the context of
MHD, besides the convection and stretching effects, the coupling and interaction
between the fluid velocity and magnetic field also play crucial roles, which naturally
introduce additional challenges.

Denote the Elsésser variables by

p=u+B, m=u—B.
Equivalent to (1.1), (p, m) satisfies the system
pt+ (m-V)p+ VII = 0,

me+ (p-V)m+ VII =0, (1.9)
V-p=0, V-m=0.

The structure of system (1.9) indicates that p and m are transported by each other.
We also note that (1.9) appears in a rather symmetric form. Denote the vorticity
of p and m by

N=Vxp w=Vxm.
It follows from the Biot-Savart law that

p=Vx(—A)Q, m=Vx(-A)tw.
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Taking the curl Vx on the equations of (1.9) gives
Q4+ (m-V)Q—(Q-V)m+V x (mVp)
wet(p-Vw—(w-V)p+V x (pVm)
p=Vx(-A)7'Q,
m=V x (—A) tw,
where (mVp); = m;0;p; and (pVm); = p;0;m; for 1 < j < 3. Note

9

0
0

7

(1.10)

V x (mVp) = (02m;03p; — O3m;02p;, O3m;01p; — O1m;03p;, 01m;0ap; — Oam;01p;) ,
V (me) = (32171‘337%‘ — O3p;0amy, O3p;01my; — O01p;03my, O1p;Oomy; — 82pi81’mi)

and V x (mVp) = =V x (pVm). To reveal the anti-symmetry feature, we can
rewrite

1 1
V x (mVp) = iv x (mVp) — iv x (pVm),

1 1
V x (pVm) = §V x (pVm) — §V x (mVp).

Superficially we view V x (mVp) and V x (pVm) in analogy with (V x m)Vp and
(V x p)Vm, respectively. Thus we propose the following 1D model to mimic system
(1.10),

1 1
Q +mSy — Qmy + iwpx - igmx =0,
1 1

2 2
p: = HQ, m, = Hw.
In this paper, we will work with a simplified version of (1.11) by dropping the
stretching effects Qm, from the first equation and wp, from the second equation,
and focusing on the transport effects and the nonlocal coupling, namely
Qy + amf, + wp, = 0,
wi + apw, + Qmy, = 0,
pe = HQ, m; = Huw,

with a parameter @ € R. Applying the transform (2, w) — (=€, —w), the system
above is equivalent to the form

Qi + amy — wp = 0,
wi + apw, — Qmy = 0, (1.12)
pr = HQ, m; = Huw,

with @ = —a € R. We will investigate (1.12) on the periodic interval S' = [—, 7].
Correspondingly, the Hilbert transform for periodic functions on S! can be defined

as
™

Hf(z)= %P.V. f(y) cot (m;y) dy. (1.13)

Indeed, the Cauchy kernel % in definition (1.5) can be made periodic using the
following identity

1 T—y  — 1 1
Z cot == .
200< 2 > x+z(x+2nﬂ'+x—2nﬂ')

n=1

—T
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To uniquely determine p from €2 and m from w, we make the choice of Gauge by
taking zero-mean value

/T;p(t,x) dr = /7; m(t,x) dx = 0. (1.14)

We note that the mean value of Q and w is invariant for system (1.12) with
a = 1. Indeed, we have for a smooth solution (£2,w) that
d s us

pr Qt, x) dz =/ (—amQy + wpy) dx

—T

- / (amaQ + wpa) da

—T

:/ (aQHw + wHQ) dx

—T

=(1- a)/ wHQ dx
—Tr
where we have used integration by parts and the skew symmetry property of the
Hilbert transform. Similarly, we have

™

% w(t,x)dmz/ (—apwy; + Qmy) do = (1—a)/ QHwdx.

Obviously when a = 1, it follows

d [T d [
p 7WQ(t,x)dx—%/ w(t,z) dx =0,

—T

and this is not true in general for a # 1. However, we observe that for odd initial
data (g, wp), the solution (2, w) of (1.12) remains odd. While for odd functions
and w, the Hilbert transform H{2 and Hw are even, and hence

/wHQda::/ QHwdx = 0.

—T —T

Therefore it is appropriate to consider solutions of (1.12) in spaces of functions with
zero mean for general value of a, since at least odd solutions of (1.12) automatically
have zero mean.

Regarding the parameter a, for the Euler model (1.7a)-(1.7b), it is believed that
a = 1 is the most relevant case. In contrast, it is not clear for which value a, model
(1.12) is more relevant for the original MHD system. A speculation is that a = —2
may be more relevant by comparing (1.11) and (1.12). This indicates the difference
of the ideal MHD from the Euler equation due to the interaction of the velocity
and magnetic field. It is an interesting question to be further investigated in future
work.

Consider the rescaled variables

with corresponding p and m such that

pe = HQ, 1, = Ho.
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We can verify that = ap and m = am. In view of (1.12), (Q,&) satisfies the
system
O+ mQy — a ' op, = 0,
- (1.15)
@ + Py — a” Qg = 0.
Formally, taking a — oo, (1.15) turns to the system with only convection effect
(with the tilde sign suppressed),
Qi +mf, =0,
wt + pwy = 0, (1.16)
pr = HSQ, m, = Huw.

We will investigate both systems (1.12) and (1.16) in the paper. We point
out that formulating the problem in Elsésser variables does not give us essential
advantage; rather it has the benefit of dealing with less nonlinear terms.

1.3. Main results. For general a € R, we show the existence of local in time
solutions to (1.12) in the space H!(S!).

Theorem 1.1. Let a € R and Qo,wo € H(SY). There exists a time T > 0 which
depends on ||Qo z||L2 and ||wo .| L2 such that there exists a unique solution (Q(t, ),
w(t,x)) to (1.12) with initial data Q(0,z) = Qo and w(0,z) = wy on [0,T), which
satisfies

Qwe C’([0,T);H'(SH)) nC ([0,T); L*(SY)) .
The following theorem provides a Beale-Kato-Majda type of regularity criterion.

Theorem 1.2. Let (QUt, z),w(t,x)) be the solution of (1.12) on [0,T) obtained in
Theorem 1.1. If

/0 (HQ®) o~ + [ Heo(t)][ ) dt < o, (1.17)

the solution can be extended beyond T in the space H'(S') x H(ST).

Furthermore, if the initial data is in a space with higher regularity, the solution
obtained in Theorem 1.1 also has higher regularity. Specifically, we will show:

Theorem 1.3. Assume Qq,wo € H"(S!) with n > 2. Let (Q,w) be a solution of
(1.12) with initial data (Qo,wo) on [0,T), satisfying Q,w € C([0,T); H'). Then,
we have

sup ([|2(8)[l2n + [Jw(t)[la¢n) < o0
0<t<T

With only transport effect, the solution of (1.16) can be shown to exist in the
space H'(S') for all the time. Namely, we have

Theorem 1.4. Assume Qp,wo € H(S'). Then there exists a unique solution
(Qt),w(t)) of (1.16) with initial data (Qg,wg) on [0, 00).

Remark 1.5. If p = m and Q = w, system (1.12) reduces to the 1D Euler model
(1.7a)-(1.7b). Therefore, in this special situation, the aforementioned solutions with
finite time singularity for the Euler model with various values of the parameter a
are also (trivial) solutions of (1.12).
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Remark 1.6. For the original ideal MHD (1.1) in 2D or 3D, it is known that
the Beale-Kato-Majda type regularity criterion with condition imposed only on the
velocity is valid. The main reason is that the magnetic field equation in (1.1) is
linear in B. A common interpretation of the BKM criterion with only velocity
dependence is that the velocity field plays a more dominant role for incompressible
MHD. In the 1D situation, the criterion of Theorem 1.2 relies on both the velocity
and magnetic field. The additional dependence of magnetic field is essentially due
to the loss of divergence free condition in 1D, that is, V-u = V- B = 0 is not valid
any more. In general, the loss of divergence free is an artefact for 1D simplified
models, which causes deviation for the simplified models from the original PDE
systems in some aspects. For instance, the 1D model (1.8) does not conserve the
L? norm of smooth solution #, while the 2D SQG does conserve the L? norm. Back
to the 1D model of MHD, such artefact brings forth more influence of the magnetic
field on the entire system.

Numerical study is presented in Section 6. The numerical results suggest that
starting from some smooth periodic initial data, solutions of the model (1.12) with
some values of @ are unlikely to develop singularities in finite time; while solutions
of the model with some initial data and certain a have the tendency to form sin-
gularities. In particular, one of the observations agrees with the numerical results
done by De Gregorio [9, 10] and Okamoto, Sakajo and Wunsch [21] for the De
Gregorio model (1.6a)-(1.6b). Another interesting observation is that the solution
of (1.12) with an initial data and a = —1 seems regular. It is worth to point out
that the numerical indication of no singularity for (1.12) with ¢ = —1 does not con-
tradict the finite time singularity formation result of [7]. Our numerical simulation
is performed for some particular initial data on the periodic domain S*, while the
singular solution of [7] is constructed on R for a specific class of initial data. In
addition, we note finite time blowup for (1.12) with a = —1 was also established on
S! for a class of initial data by Chen, Hou and Huang [5]. Therefore it seems that
the choice of initial data plays an important role for the phenomena of finite time
singularity formation when a = —1.

To conclude, we mention that the analytical results established in Theorems 1.1,
1.2, 1.3 and 1.4 hold on the space R as well, with slight modifications of the proofs.
We present the results on the periodic domain S' such that, as a consistent followup
in Section 6, numerical study in periodic settings is performed. We would like to
add that, we learned an interesting approach to transform 1D models between
periodic domain and R from [19] after the completion of the first version of our
manuscript. With the transform given by arctan function, one can study these 1D
models numerically on R as well.

2. NOTATIONS AND PRELIMINARIES
2.1. Functional setting. Denote
L*(S") ={f|f € L*(—m,m), f is periodic on[—m, 7]},
HE(SY) = {f\f(s) € L*(—m,7), f*) is periodic on[—m, 7], forall 0<s < k} .
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In particular, we consider the triplet of spaces
v={ilrene). [ w0}

W=n\(sh), & =IXs"),

with the obvious embedding V C W C X.
We denote (,) by

s

(fr9)= [ fgdu.

—T

The space H*(S!) is a Hilbert space endowed with the natural inner product

(fs Q) ur = (f(s),g(s)> for functions f, g € H*(S1),

k
s=0
and norm (f, f)i’»

A bilinear form (,) : V x X — R is defined as

s

—T

Applying the integration by parts, we have for all f € V and g € W

For a space Z, we denote Z2 = Z x Z by convention. In the context of a coupled
system, for instance (1.12), it is convenient to introduce the triplet {V2 W? x?}.
Naturally, the Hilbert space W? is endowed with the inner product

(f,9)wz = (froo0w + (fa, 92w YV [ =(f1,f2) €W, g=(g1,92) € W™.

In an analogous way, inner product can be defined for V? and X2. A bilinear form
(,): V2 x X% — R is defined as

™ T

<f7 g> = - fl,mxgl dx — f2,:mcg2 dz. (21)

—T —T

For all f = (f1, f2) € V? and g = (g1, 92) € W?, we also have

<f7 g> = (fl,amgl,w) + (f2,w792,z)'

Definition 2.1. A family {Z,H, Y} of three real separable Banach spaces is called
an admissible triplet if the following conditions hold:
(1) The inclusions Z C H C Y are continuous and dense.

1
(ii) M is a Hilbert space endowed with inner product (,)y and norm |||[% = (,)3.

(iii) There is a continuous non-degenerate bilinear form on Z x ), denoted by (, ),
such that

(v,u) = (v,u)y, for ve€ Z and ueH. (2.2)
Denote C,, by the space of functions with weak continuity and C} the space of

functions with weak differentiability.
An abstract theorem of existence of Kato-Lai [17] is stated as follows.
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Theorem 2.2. Let {Z,H,Y} be an admissible triplet. Let A:H — Y be a weakly
continuous map such that

(v, A(v)) = =B(|[vl3,), ¥V veZzZ (2.3)
where B(r) > 0 is a monotone increasing function of r > 0. Then for any uyg € H,
there exists a time T > 0 such that the Cauchy problem

us+ Au) =0, u(0,z) =ugp

has a solution u(t,z) on [0,T] satisfying

u € Cy([0,T]H) N Oy ([0, T] V).
Moreover, supg, 1 ||u(t)||z depends only on T, 5 and ||ug||2.

In order to prove the existence part of Theorem 1.1, the Kato-Lai theorem will
be applied to system (1.12) with the admissible triplet {V? W2 x?}.

2.2. Properties of Hilbert transform. The Hilbert transform has the following
simple properties

H(cf)=cHf, for a constant c,
Hsin(kx) = — cos(kx), H cos(kzx) = sin(kx).
And more generally, we have
Hsin(kx 4+ 0) = — cos(kx 4+ 0), H cos(kx + 0) = sin(kx + 0).

For any periodic function f, the mean value of its Hilbert transform is zero, that
is
Hfdx=0. (2.4)
Lemma 2.3. (22| The Hilbert transform H is a bounded linear operator from space
LP to LP with1 < p < oo and

IH fllre < Cpllfllze (2.5)
for a constant C, > 0 depending on p.

3. LOCAL EXISTENCE

This section is devoted to a proof of Theorem 1.1. The proof includes three
steps: (i) establishing the local existence of a solution by employing Theorem 2.2;
(ii) showing the uniqueness of solution by a rather standard argument; (iii) jus-
tifying the strong continuity which is a consequence of the uniqueness and the
time-reversible property of system (1.12).

Proof of Theorem 1.1: Denote u = (Q,w), ¢ = (p,m), and naturally ¢, =
Hu = (HQ, Hw). Denote A(u) = (A41(u), Az(uw)) with

Ai(u) = amfy — wp,,  Asz(u) = apw, — Qmy.
Thus, system (1.12) can be written as
us + A(u) = 0.

It is obvious that the family {V?, W?2 X2} is an admissible triplet associated with
the bilinear form (,) defined in (2.1). To apply Theorem 2.2, we will need to show
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that the operator A maps W? into X? continuously and it satisfies (2.3). Indeed,
for any u = (Q,w) € W? with ¢ = (p,m) € V2, we have

SIS

[A(u)]| 22 = (amQy — wps |2 + llapws — Qmg||72)
< JlamQy — wp ||z + ||apwe — Qmy || L2
< lalllm|[ze Qa2 + [[wll Lo~ [Ipe | 2
+ lalllpll e llwal 2 + Q2| Lo [|me || 2
< co (lalllmz || L2 1] L2 + |wll2e 2]l 22
+lalllpe [ 2 lwzll L2 + 1203 [Ime |l 2)
< co (lal +1) ([Hw| 22 2120 + [[wll3er [ H| )
< co (lal +1) (lwll 2 Q2 + llwllze €] 2)
where we have used the Holder inequality, Sobolev inequality, the fact that p and
m have zero mean, and the property (2.5). It follows that A maps W? into X2

On the other hand, for any u; = (Q,w;) € W? with ¢; = (p1,m1) € V? and
Uy = (Qa,ws) € W? with ga = (p2, m2) € V2, we deduce

HA(ul) - A(Uz)HX2 = (”(amlﬂl,z - W1P1,x) - (aszz,x - w2p2,z)”%2

Nl

Hi(aprwre = Qimis) = (apawse = Qemao)llze)* (34
< [(amiQy z — wip1e) — (@maQa w — wapa 2 )| 2
+ [[(aprwi e — Qima g) — (apaws z — Qama )|l 2.
Applying the Holder inequality, Sobolev inequality, and (2.5) leads to
[(@m1 1z — wip1e) — (amaQa e — wap2e)|| 12
191 2 — Q2y

+ lwallL[IP2,e — P1zllre + |alllwz — willLe [Pzl L2

< lall@uz L2 llm1 = mo| Lo + |a |2[lma | Lo

3.2
< colal|9nall 2l — maallze + colal|9re — Voalzlmalle 7
+ collwz|[#1[|P2,2 — P12z + colalllwa — w31 P12l L2
< co(la] +1) (3 + llwzllzer) (1921 — Qa2 + lwr — w2l[31)
and similarly
[(ap1wi,e — Q1my 2) — (apawa,x — Qama )| L2 (3.3)

< co(lal+1) ([[llsr + llwallagr) (1921 = Qallar + [lwr — wall21) -

The estimates (3.1)-(3.3) together indicate that A : W? — X2 is strongly continu-
ous.
By the definition of the bilinear form in (2.1), we have for any u = (,w) € V2

(u, A(w)) = = (Uaa, A()) = (us, (A(u))s)
= (Qxa (amﬂx - pr)x) + (w$7 (apwx - me)x)

s

= Qp(amz Qs + amQpy — Wepy — WPze) dT (3.4)

—T

U
+ / Wa (aPrwy + apwey — Qemy — Qmy,) da.
—1Tr
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Note that A(u) € X2 and (3.4) can be made rigorous through a standard approxi-
mating procedure. Applying integration by parts to the right hand side of (3.4), it

has
T s ™

a mQy Qe de = —a Mz, dr — a MmNy dx.
Hence we conclude

s s

a mQyQpr doe = —g m,Q2 de, (3.5)
and similarly
a/ PWpWey AT = —g / pew? di. (3.6)

Since p, = HQ and m, = Hw, combining (3.4)-(3.6) gives
(u, A(w)) = (uz, (A(u)))

= g/ (Hw)Qida:—i—%/ (HQ)w? dx

g 4 (3.7)
— Quw, HQ dx — wQ,HQ, dx
— Qe Hwdr — QwzHw, dx.

Applying Holder’s inequality, Sobolev’s inequality, (2.4) and (2.5), we have

HwQ dz| < ||Hwllp Q|7
< coll o 2|9 3 )
< collwsllz2 12122,
and similarly
’ Quuw, HQ dx| + ‘/ W HQ, dz| < collwl2 192|132,
[ o] < il 69
‘/ wypHwdx| + ‘/ W QHw, dz| < collws |22 || Q|31 -
Therefore, putting together (3.7)-(3.9), we deduce
[{u, A(u))] < co(lal + 1) (lwllze Q72 + llwsl|72 11201 22) (3.10)

< co(lal + 1) (lwlle + [120151)*

Hence, the operator A satisfies (2.3) with 8(r) = co(|a| + 1)r2. As a consequence,
applying Theorem 2.2, we conclude that there exists a time 7" > 0 such that system
(1.12) has a solution (2(¢,z),w(t,x)) on [0, T)] satisfying

Q,w € Cu([0, T; W) N CL(0,T); X).

Next we show the uniqueness of solution to (1.12). Let u; = (Q1,w1) be a
solution to (1.12) with initial data ug = (Qp,wp). Let ¢ = (p1,m1) such that
Pz = HQ and my, = Hwi. Let ug = (Q2,w2) be another solution to (1.12)
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with the same initial data (Qg,wg) and associated with ga = (p2,m2). Since both
(Q1,w1) and (s, ws) satisfy (1.12), we are able to show that (details omitted)

1d

5 (191(8) = (0 + en (1) — wa(t)32)
<collal +1) . (1l + 19l + ol + lozlba) — (B11)

(1921(8) = Qa(®) 172 + llwr (£) — wa ()1 Z2) -
Thus, uniqueness follows from (3.11) and Gronwall’s inequality.
Strong continuity in time follows from the uniqueness and the fact that system
(1.12) is time-reversible. Indeed, it follows from (3.10) that
1922 + @l 2 = 1900l 22 + lnallzs as ¢ 0.
Hence, we know
Q(t) = Qo, w(t) = wo strongly in H* as t — 0.

As a consequence of uniqueness, (2 and w are strongly right-continuous. In addition,
the property of time-reversibility implies that €2 and w are strongly left-continuous
as well.

O

4. REGULARITY CRITERION

In this section, we prove Theorem 1.2 and the higher regularity result in Theorem
1.3.

Proof of Theorem 1.2: In view of the local existence theorem, we just need to
show that the #! norm of (¢) and w(t) remains bounded as ¢ — T under condition
(1.17).

Assume (Q, w) is a solution of (1.12) on [0,7"). We note that

1d
Sq (1922172 + llwalI72)

= (Qm; Qtw) + (wwawtz)
= (Qza _(ame - wa)z) + (wwa _(apwm - me)x)
a

--2 /W (Hw)Q2 dz — g/ﬂ (HQ)w; do (4.1)

—T —T

—|—/ QEwZHde—l—/ wQHOQ, dx

+ /Tr Q. Hwdx + /7r Qu,Hw, dx
where we used (3.7) in the last step. Applying the identities
(v,u) = (Hv, Hu), H(vHv)= % ((Hv)2 — 1)2) ,
we infer
/Tr wQ,HQ, dx :/7T (Hw)H(Q,HQ,) dx
o - (4.2)

T

B ’/ (Hw) (HQ)? = (2)%) da,

—T
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/ Qerwmd:c:/ (HQ)H (w,Hw, ) dz

—T —T

L (4.3)
= §/ (HQ) (Hwy)? — (wg)?) da.
Combining (4.1)-(4.3), we have
1d
577 U192llZ2 + llwellZ2)
T 1 s
= “‘2” / (Hw)Q2 dz — a;r / (HO)w? dz
1 (7 9 1 (7 9
t3 (Hw)(HQy) da:+§ (HQ)(Hw,)* dz
+ Qw, (HQ+ Hw) dx (4.4)

—T

|a—|— | \a+1|

[Hwl|zo Q17 + Q2o [lws |72

. 5||Hw||Loe 19213, + 5||Hﬂ||Loo e 3
+ [[HQ + How|| 1 ||Q0 || 12 |wz || L2
< colal + 1) (1HQ o + [1Heol[ 1<) (12]12 + lowallZ:)
for a constant ¢y > 0. It follows from Gronwall’s inequality that

(192 (0132 + o 0)132)

< (I192:(0)7- + stc(O)HQLz)6Xp{200(|a|+1)/0 (HH(7) Lo + [[Hw(7)]| o) dT}-

Thus, the statement of the theorem is justified.
O

Proof of Theorem 1.3: The statement can be established through standard
energy method. We only deal with the case of n = 2 and obtain the a priori estimate

for ||Q2(¢)|l2 and ||w(¢)||32. Formally, differentiating the equations of (1.12) twice
in space yields

Qize = — 2amzQuz + 2WePre — Mgy
+ WaaPr — amQyzay + WPzaa, (4.5)
Wize = — 2aPrWag + 2QaMyy — APraWy )
+ QzaMy — apwrgs + QM.

Taking the inner product of the first equation with €., and the second one with
Wz, We have
- (19072 + llwaal2)
= - 2a(Qm, My Qrs) + 2(Qozs WePra) — A(Qaz, Maells)

+ (o, Weapz) — A(Qoz, MQuaa) + (Yows Wrea) (4.6)

— 20(Wazs PrWaz) + Wiz, QeMaz) — A(Wazs Prae)

+ (Waa, Qaamy) — A(Wez, PWazs) + (Waz, WMazg).

DO =
&‘g‘
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Notice that, by integration by parts,
—a(Qgzy MQsz2) = a(Qaza, MQzz) + a(Qaz, MaQaz)

which implies

(o, M) = 5 (L M)
Similarly, we have

—~0(Waz, Pozze) = 5 (Wazs Potwaz):

Applying Holder’s inequality, the Hilbert transform boundedness on LP, it follows

Qs Mo Q)| = (s (Hw) )|

col| Hwl| 2o [[Qa0ll72

IAIA

collwall L2 |Qua |22,
and similarly

|(@ea: Prtvaa)| = (e, (Hw)uw)| < coll |2 l|weal |72
We estimate (Quz, WyDra) as

col|Qaall 2 lw || 24| H Qe || Lo

IN

3 1 3 1
Col|Quall L2 lwa || L2 lwaa | 22 | H e || 12 | H 20z || 1

IN

5 3 3 1
CO||QM||£2 HHQIHE'Z”"JIHE‘ZHC"MHEZ

IN

15 2 9 3
Col|Quall 2 1 Qa | L2 + collwall L2 lwzall s

[VARVAN

col|u| 2 HQMH%? + collwz |22 ||w:rx||2L27

where we used the inequalities of Holder, Galiardo-Nirenberg and Young, and the
facts that ||lwe||rz < ||wezllzz and [|Qu|lzz < [|[Quz||r2- Other terms on the right
hand side of (4.6) can be handled similarly as above. We conclude

1d
5 (193 + loas 2)

< co(L+lal) (10]lz2 + llwsllz2) (1922172 + llwsalZe)

which immediately gives, by Gronwall’s inequality
(1202 (B)I72 + llwsa (t)lI72) (47)
< (1920%2(0)[|22 + |wae (0)]|22) eJo 2c0(L+|a) (11924 (1) | L2 +Hlws (1) 12 ) dT ’

Combining (4.7) with the assumption that Q,w € C([0,T]; H'), it follows that

sup (1) a2 + [|w ()| 2) < o0
0<t<T
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5. PURE TRANSPORT CASE

In this section we prove Theorem 1.4. According to Theorem 1.1, there exists a
unique solution (Q(t),w(t)) of (1.16) on [0,T] for some T > 0. In view of Theorem
1.2, in order to show the global existence, it is sufficient to prove

T
/ (1HQ () ||z + |Hw(t)||L=) dt < oo for all T > 0.
0

On the other hand, due to the boundedness of Hilbert transform, we have
[HQ() ||z < col|[HQE)llcs < col| ()]s
[Hw(t)|[ Lo < collHw(t)llco < collw(t)|cs
for 8 € (0,1). As a consequence, we only need to prove:

Proposition 5.1. Assume Qg,wo € HY(SY). Let (2t),w(t)) be the solution of
(1.16) with initial data (Qo,wy) on [0,T]. Then there exists B1,P2 € (0,1) such
that

sup_([lw()l[csn + 1Q2t) ] cs2) < o0 (5.1)
0<t<T

Proof: Recall the equations satisfied by (2, w),
Q; +mQ, =0,
wt + pwy = 0.
Consider the characteristics X;(z) and Y;(z) satisfying
d

%Xt = p(t7 Xt(g))v XO(&) =¢, (52)
Y= m(t V@), Vo) =&, (53)

such that
Q(t, Yi(x)) = Qo(z), w(t, Xi(x)) = wo(x). (5.4)

We notice that there exists a unique solution X;(z) to the Cauchy problem (5.2)
and a unique solution Y;(z) to (5.3). Indeed, since Q(t),w(t) € H'(S') c C2(S")
and the Hilbert transform is bounded on C#?, we have

D) sy < oDy < o0,

2
[m(t) 1 < C()Hw(t)HCl,% < 0.

||C1,§
Hence, p and m are Lipschitz in time. Thus, the standard ordinary differential
equation theory implies existence and uniqueness of solution to (5.2) and (5.3).
Denote the inverse (backward) trajectory of X;(x) and Yi(z) by qi(t,x) =
X, Y(x) and go(t,x) = Y, '(x), respectively. Note that ¢(t,x) and go(t,z) sat-
isfy respectively,
atql = _p(ta q1 (t7 3?)), q1 (Oa 'T) =, (55)
atqQ = _m(t7(Z2(t>$))7 Q2(07$) =< (56)
We claim that p and m satisfy the estimate

Ip(t,z) —p(t,y)| < F(lz —yl), =,y¢€[-m,n],

m(t,z) — m(t,p)] < Glle — o), @,y € [, (5.7
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with
Q ws(1 —1 0<s<1
Fls) = d Collollz=s(l —logs), 0<s<1, (5.8)
COHQOHLOO; S > 1,
and
collwollpees(l —logs), 0<s<1,
(s) = (5.9)
COHWOHLW; S > ].,

for a universal constant ¢y > 0. We only need to show one of them, for instance,
the estimate for p. Recall that, by (1.13)

4 T

Q(t, y) cot (;’) dy.

(o
51n< 3 )‘dy

Without loss of generality, we take x,y € (—m, ) such that —7 < 2 < y < 7 and
0 =y — x. We split the interval [—7, 7] into subintervals
)

6 1) ) 1) 6
Il_[_wax_§)7 Ig—[$—§,$+§), 13_[$+§ay+§)7 I4—[l/+§a7T]

1
«(t,x) = HQ = —P.V.
ps(t, @) 2 /

—T

Hence, we have

1 s
p(t,x) = =P.V. Q(t, y) log
s

—T

In the case of x — g < —mory+ g > m, we treat I; or Iy as an empty set. In order
to prove the estimate on p in (5.7), we proceed as
. y—=z
sin | =—— dz
( 2 > D

sin | lo
D) g

™

Ip(t,x) — p(t,y)| = ‘iPV Q(t, 2) <1og

—T

1 — —
<|=PV. [ Q(t,z2) <log sin <H>‘ — log |sin <yz) D dz
s I 2 2
1 1 1
+|=PV. [ - -dz +‘P.V./---dz+ —PV. [ ---dz|.
Vs I ™ I s In

The second term on the right hand side can be estimated as

lP.V./ O(t, 2) (log sin <H)‘ — log |sin (yz> D dz’
7T I 2 2

s
5
§c0||Q(t)||LooP.V./ ) [log |z — z|| + |log |y — z]| dz

T—3

<col|2(t)[| o0 (1 + |log d])

_JeollQollxs(1-10g0), 0<d<1
o COHQOHL‘X’; 1) 2 1.

The integrals on I, I3 and I4 can be estimated similarly. The estimate for m in
(5.7) can be established in an analogous way.
In view of (5.2)-(5.3) and (5.7), we have

dlat,z) —qi(t,y)| < F(la(t, ) — a1, 9))),

Oy |Q2(t,x) — q2(t,y)| < G(|q2(t,x) _ Q2(t7y)‘>. (510)
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Denote f;(t) = e~cllle>t and gy(t) = e~colwollz=t  For fixed z and y with
|z —y| < 1, define
lz —y[r®el A1) 0 <t < t,
Zl():{HCOHQOHLw(ttO), t > to,
where g is such that |z — y|#1(0)el=F1(to) = 1. Note that 3;(0) = 1 and z,(0) =

|z —y| < 1. Hence, 21(t) is well-defined on [0, 00). One can verify that z;(t) is the
solution of the differential equation

Oz = F(z), 2(0) =z -yl
Combining with the first inequality of (5.10), we conclude
g1 (t,2) — qu(t,y)] < 21 (8). (5.11)
Similarly, we define

2( ) _ |x_y‘52(t)617ﬁ2(t)7 0<t<ty,
L+ collwolln=(t —to), t > to,

with to such that |z —y|#2(t)el=F2(t) — 1. Analogously, using the second inequality
of (5.10), we infer

|92(t, ) = q2(t, y)| < 22(2). (5.12)
We are ready to show (5.1). Noticing that w(t,z) = w(0, X; (x)), we deduce

w(t, ) —w(t,y)l = |w(0,X; " (2)) — w(0, X, (1))

X7 N(x)
/ w0 (0) de
X ()

1
collwozllz2 | X (@) — XM ()| 2

1
collwo,zllz> g1 (t, ) — qu(t, y)|?

IN

IN

where mean value theorem and Hélder’s inequality were applied. As a consequence,
we conclude

sup [lw(®)llem < oc.
0<t<T

thanks to (5.11). Analogously, we can show

sup ||Q(t)||cs. < o0.
0<t<T

It completes the proof of the proposition.

6. NUMERICAL SIMULATIONS

In this section, we perform some numerical study for the 1D model (1.12) of
MHD. For convenience, we recall (1.12) here,
Q +amfy —wp, =0,
wi + apwy — Qmy = 0, x € [—m, 7 (6.1)
pe = HEQ, my; = Huw,
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and the Hilbert transform for a periodic function

™
Hf=pv. [ f) ot <H> dy.
2 o 2

As mentioned earlier, in order for p and m to be uniquely defined, we can choose
the gauge and set them to have either zero mean over the interval [—m, 7] or zero
point value at a fixed point, e.g., p(xo,t) = m(xg,t) = 0 for some x, see [16].

We use a Fourier-collocation spectral method for the spatial approximation and
a five stage fourth order low storage Runge-Kutta method for time discretization.
An exponential type filter is used for stabilization of the spectral method, see [13].
For a periodic function f(z), its Hilbert transform can be approximated in spectral
method via the following formula:

Hf (k) = —isgn(k) f(k),

where f(k) are coefficients in Fourier series of f(z), see [14, 21|. Similarly, for
periodic functions p(z) and Q(z), the equation p, = HS) can be approximated in
spectral method through the relation

ikp(k) = —isgn(k)Q(k).

6.1. Numerical results for the 1D model of MHD. One can check that, for
arbitrary constants Ay, As, 61, 63 and k

Qz) = Aysin(kx + 61), w(z) = Agsin(kz + 62)
and
Qz) = Ay cos(kz + 01), w(x) = Agcos(kx + 0s)

are steady states of system (6.1). Thus, we choose to consider the following initial
conditions composed of steady states with possible perturbations

Qo =sin(z) + cos(4z) + 5, wp = sin(2zx) + 2, (6.2)

Qy = sin(x) + sin(4x) + 0.05, wp = sin(2zx) + 0.02, (6.3)
4/, 1.

Qo =wo = -3 <smx + 3 sm(?m)) . (6.4)

We conduct simulations for (6.1) with initial data (6.2)-(6.4) and various values of a:
a=1,a= %, a=0,a=—1and a = —2. In the computation, we take N = 12800
points in the Fourier-collocation spectral method. The outcome indicates that for
some data and value of a, solutions are likely regular, while for some data and a
we observe the tendency of singularity formation. In particular, (i) the numerical
solutions of (6.1) with data (6.2) and the valuesof a =1,a =0,a = —1 and a = —2
look regular; (ii) solutions of (6.1) with data (6.3) and @ = 1, a = 0 tend to develop
singularities; with the same data and a = —1, a = —2, solutions seem regular;
(iii) solutions of (6.1) with data (6.4) and a = 0.5, a = 0 are likely to develop
singularities. Rigorous analysis on the possible singularity formation scenarios is
forthcoming in a follow-up work. More details on the numerical study are provided
below.
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6.1.1. Solutions of (6.1) with the initial data (6.2). Figure 1 shows the numerical
results for the solution to (6.1) with data (6.2) and @ = 1. The time evolution of
Q(t,z) and w(t,x) are plotted in Figure 1(a) and Figure 1(b), respectively. One
can see that Q(t,x) and w(t,x) are rather smooth. The first order derivative €,
shown in Figure 1(c) seems smooth as well, while w, illustrated in Figure 1 (d)
develops some mild spines at time ¢ = 4. However, we observe spines for the second
derivatives Q,, and w,, at larger time in Figure 1(e) and (f). In particular, there
is a notable spine near z = 0 at ¢t = 4. Notice that

u= %(p+m)7 B = %(p—m%
and hence
1 1 1 1
Ug = 5(27:1: +ma:) :iH(Q—i_W)vB:E = i(px _mm) = iH(Q _w)7 (65)

HQ=wu,+ B,, Hv=u, — B,.

Figure 1(g) shows the time evolution of ||HQ||p~ + ||Hw]| L, while Figure 1(h)
shows ||ug(t)||L~ and ||By(t)||L=. We observe oscillations in these graphs and
the amplitudes grow slowly in a linear manner. Combined with the regularity
criterion (1.17), it seems that the solution starting with data (6.2) may not develop
singularities in finite time.

The evolution of numerical solution to (6.1) with data (6.2) and a = 0 is illus-
trated in Figure 2. It is easy to notice that the behavior of the solution is similar
to that in Figure 1. The solution of (6.1) with data (6.2) and a = —1 is plotted
in Figure 3. One can see from Figure 3(a) and (b) that the solution is less reg-
ular compared to the solutions in Figure 1(a) and (b) and Figure 2(a) and (b).
This suggests that the convection term with a negative sign causes the solution to
behave more singularly. Nevertheless, 3(c) and 3(d) show that the amplitudes of
|HQ|| Lo + ||Hw||Loos ||tz ()| and ||B(t)||Le~ grow faster than that in Figure
1(c) and (d), but remain in a linear growth. Thus one may speculate that the

solution of system (6.1) with @ = —1 starting from the initial data (6.2) do not
develop singularity in finite time. We also note that the solution of (6.1) with data
(6.2) and a = —2 shown in Figure 4 behaves similarly as the solution in Figure 3.

6.1.2. Solutions of (6.1) with the initial data (6.3). The behavior of the numerical
solution of (6.1) with the initial data (6.3) and @ = 1 is shown in Figure 5. We
observe dramatic oscillations of © and w near = 0 in (a) and (b), and spines of
derivatives near z = 0 in (c), (d), (e) and (f) with large amplitudes. Moreover, the
norms ||HQ(t)]|co + [[Hw(t)||oo and ||H (2 —w)(t)||c tend to grow fast as seen in (g)
and (h). In the situation of @ = 0 with the same initial data, the solution is more
singular, see Figure 6. Spines with large amplitudes appear for Q and w shown in (a)
and (b), and for their derivatives shown in (c), (d), (e) and (f). We also notice that
the amplitudes are of much higher orders compared to (c), (d), (e) and (f) in Figure
5. In the end, the exponential like growth of the norms ||HQ(t)||co + ||Hw(#)|loo
and ||H(Q + w)(t)||cc as shown in Figure 6(g) and (h) indicates the formation of
singularity. The singularity seems to develop after the time ¢ = 1.8 and near ¢ = 2.
Indeed, the evolution of the solution before time ¢ = 1.8 is shown in Figure 7.
Comparing the amplitudes of €2, w and their derivatives between Figure 6 and
Figure 7, it seems that the dramatic behavior of the solution occurs after time
t=18.
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In contrast, no evidence of singularity is observed for the solutions of (6.1) with
data (6.3) in the cases of a = —1, —2, see Figure 8 and Figure 9. Although high
concentrations and spines are noted for 2 and w and their derivatives near x = —,
2 =0 and x = 7, the norms of ||HQ(t)]|co + || Hw(t)||co and ||H(2+w)(t)||co shown
in Figure 8(g) and (h), Figure 9(g) and (h), grow mildly in the beginning and then
become stabilized. Thus according to the Beale-Kato-Majda type of regularity
criterion established in Theorem 1.2, we speculate that no singularity is to occur
in the situations of a = —1, —2.

6.1.3. Solutions of (6.1) with the initial data (6.4). Data (6.4) was used in [19]
to produce solutions with potential singularities for the generalized Constantin-
Lax-Majda model. Recall that if Q = w, system (6.1) reduces to the generalized
Constantin-Lax-Majda model. Hence we investigate the solutions of (6.1) with the
initial data (6.4). When a = 0.5 and a = 0, the solutions appear regular in the
early time, see Figure 12. However, rapid growth of the solutions {2 and w and their
derivatives are observed near x = 0 after certain time, as shown in Figure 10 and
Figure 11. It looks like that the fast growth starts after the time ¢ = 1.4 in the case
of a = 0.5 from Figure 10, and the fast growth starts after ¢ = 0.8 when a = 0 from
Figure 11. In particular, the exponential like growth of ||HQ(t)||co + [[Hw(t)]|co
and ||H(Q + w)(t)||co seen in Figure 10(g), (h) and Figure 11(g), (h) suggests that
singularities are likely to develop in finite time. In fact the data (6.4) falls in the
class of the initial data used in [6]; hence the numerical result here reproduces the
numeric evidence of blowup discussed in [6].

6.2. Numerical results for the De Gregorio model revisited. Numerical
simulations for the De Gregorio model (1.6a)-(1.6b) have been performed in [9, 10,
19, 21] among others. One outcome is that singularity formation for this model
with certain smooth initial data is unlikely to happen in the periodic case.

We apply our numerical scheme to (1.6a)-(1.6b) with the initial data

wo(z) = sinz + 0.1sin(2z)

by taking N = 12800 points in the Fourier-collocation spectral method. The ob-
tained simulations are shown in Figure 13, which recover the numerical results done
by Okamoto, Sakajo, and Wunsch [21].

We note that u, = Hw for the De Gregorio model (1.6a)-(1.6b) and u, =
$H(Q + w) for our 1D MHD model (6.1), see (6.5). Comparing Figure 1(h) and
Figure 13(e), we observe oscillations of ||uy|| = for the 1D MHD model and absence
of such oscillations for the pure fluid model. It is reasonable to infer that the
interactions between fluid velocity and magnetic field cause such oscillations and
more complicated dynamics.
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FiGure 11. a =0 in (6.1) with initial data (6.4).
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Ficure 13. The De Gregorio model.
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