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Fundamental limit of bandwidth-extrapolation-based superresolution

Yunkai Wang ©" and Virginia O. Lorenz
IQUIST, University of Illinois Urbana-Champaign, Urbana, llinois 61801, USA
and Department of Physics, University of lllinois Urbana-Champaign, Urbana, Illinois 61801, USA

M (Received 19 December 2022; revised 26 February 2023; accepted 23 May 2023; published 5 July 2023)

Here we relate two methods of subdiffraction imaging: bandwidth extrapolation for spatially bounded sources
and quantum-metrology-inspired methods under assumptions about source structure. We present a quantum
estimation theoretical approach in which the source is modeled in terms of unknown parameters corresponding
to the Fourier components, whose impact on resolution is very intuitive. Using this method, we find that imaging
spatially bounded sources faces an unavoidable fundamental resolution limit, but that in the small-source limit,
certain measurement approaches can significantly improve the sensitivity over conventional methods.
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I. INTRODUCTION

Imaging resolution is limited by diffraction when light
from the source encounters an imaging system with finite
size. This is because a finite-size imaging system introduces
a cutoff in the spatial spectrum of the image, capturing only
a finite portion of the object’s Fourier spectrum. However,
the Fourier spectrum of a spatially bounded source is an
analytical function, which means we can take advantage of
the mathematical method of analytical continuation in which
an entire analytical function can be determined using knowl-
edge of a small but finite region of the function. This means
knowing a finite portion of the spectrum of a spatially bounded
object is enough to obtain the whole spectrum by analytical
continuation. Indeed, it is known that for spatially bounded
objects, resolution beyond the diffraction limit is theoretically
possible [1-5].

More intuitively, if we consider a spatially bounded source
as shown in Fig. 1, a finite-size lens produces a Fourier
transformation of the source’s intensity distribution /() as
its spectrum g(k) = [ dul(u)e’™, where k is the spatial fre-
quency. Regarding the spectrum g(k) as a function of spatial
frequency k, we call g(k) high (low)-frequency information
for relatively large (small) |k|. The finite size of the imaging
system introduces a cutoff ky > 0 in the spectrum, beyond
which higher information g(k) with |k| > k¢ is lost. The
tails on the low-frequency side of the cutoff with |k| < ko
are related to the Fourier components on the high-frequency
side of the cutoff with |k| > ko and can be measured from
them. This is sometimes referred to as superresolution; in the
field of Fourier optics it is called bandwidth extrapolation,
which is the term we employ here to distinguish it from other
methods of subdiffraction imaging. There are several ways
to extract the high-frequency information, including analyt-
ical constructions [1-3] and iterative methods designed for
digital data processing [6,7]. Nevertheless, the limitation of
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the bandwidth extrapolation method is clear: The mathemat-
ical theorem relies on the assumption that the function can
be known with infinite accuracy in a finite region, which
is not realistic in real-world applications. A common way
to gain the high-spatial-frequency information is to relate
the high-frequency components to the low-frequency compo-
nents using a set of linear equations. The coefficient matrix
of the equation set is ill-conditioned because the spatial
frequency components beyond the cutoff are only weakly
related to the measured low-frequency information. When
the high-frequency information is calculated by reversing the
coefficient matrix, it is strongly degraded by any noise in the
measured low-frequency information [4,8,9].

Another line of effort for subdiffraction imaging is inspired
by quantum estimation theory. Methods in this area are also
usually described as superresolution, but here we refer to
them as quantum-metrology-inspired methods to distinguish
from bandwidth extrapolation. This topic was initiated by a
very interesting discovery that, in measuring the separation
between two weak incoherent point sources of equal intensity
in one dimension, Rayleigh’s limit in resolving two point
sources can be avoided [10,11]. This discovery was made by
regarding the problem of resolving two point sources as a
problem of estimating unknown parameters, in this case the
separation. To determine the unknown parameters, states that
depend on the unknown parameters are measured. Quantum
estimation theory is used to quantify the sensitivity of mea-
suring the unknown parameters, calculated as a quantity called
the Fisher information (FI) [12], which is defined in terms of
the derivative of the probability distribution of a measurement
over the unknown parameters. Intuitively, the probability can
be regarded as the measured signal, with larger FI indicating
that the measured signal is more sensitive to the parameters
we want to estimate. Mathematically, the inverse of the FI
is a lower bound of the variance of estimating the unknown
parameters using certain estimation strategies. Since the FI
is defined for a particular measurement, we want to optimize
over all possible measurement instruments and strategies to
obtain the largest FI. It turns out the FI optimized for all
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FIG. 1. Example of imaging a spatially bounded source with an
imaging system of finite size. The intensity distribution of the source
object is I(u) = [1 + mcos(wu)]/20, which is nonvanishing only
within —10 < u < 10, and m = % is the high-frequency information
of the source we want to measure. The spectrum of the original
intensity distribution is g(k) = [ dul(u)e™ and we plot the real
part of g(k) as a function of k. The dashed vertical lines show the
spectrum cutoffs due to the finite size of the imaging system. The
amplitudes of the high-frequency components are related to m but
outside the cutoffs of the spectrum. However, since the source is
spatially bounded, the tails on the low-frequency side of the cutoffs
contain information about the high-frequency components. Band-
width extrapolation corresponds to measuring the tails within the
spectrum cutoffs to obtain the high-frequency information.

possible measurements can be calculated directly from the
state that depends on the unknown parameters without re-
ferring to any specific measurement. This calculated value is
known as the quantum Fisher information (QFI) [13,14] and
gives a fundamental bound for imaging quality.

Although the model of two point sources with equal in-
tensity comprises a simple imaging problem for determining
resolution limits and exhibits new possibilities for improv-
ing imaging quality, this system is not of great practical
interest, so much effort has been made to consider more
general source cases. Because the analysis of quantum-
metrology-inspired methods relies on quantum estimation
theory, these results usually assume the sources have some
structure described by some unknown parameters, such as
the coordinates of point sources. Point sources with un-
equal or stronger intensity [15—-19] and point sources in two
or three dimensions [20-23] have been considered. Apply-
ing quantum-metrology-inspired methods to general extended
sources has been discussed so far in Refs. [24-26]. These
discussions model general extended sources using moments as
the set of parameters; nth-order moments x,, are defined as the
mean value (1) averaged over the intensity distribution 7 (u),
where u is the coordinate on the object plane and # is a non-
negative integer. Compared to the use of Fourier components,
the variance of estimating moments does not have as direct an
interpretation in terms of resolution or imaging quality.

From the above it is clear that bandwidth extrapola-
tion and quantum-metrology-inspired methods are based on
different principles. Bandwidth extrapolation relies on the
fact that high-frequency information beyond the cutoff of
the imaging system is weakly related to the low-frequency

information under the assumption of spatially bounded
sources. Quantum-metrology-inspired methods systemati-
cally optimize the measurement using quantum estimation
theory. It is very tempting to ask if there is a relation between
these approaches. For example, if more carefully designed
measurement can improve the sensitivity of estimating certain
parameters in the quantum-metrology-inspired methods, can
this help us improve the quality of images reconstructed in
bandwidth extrapolation and if so, how? We can also interpret
quantum-metrology-inspired methods based on ideas from
bandwidth extrapolation. Most of the source structures that
have been studied in quantum-metrology-inspired methods
are spatially bounded, which means fine details such as the
separation between two point sources can be inferred from
the low-frequency information.

We clarify here the relation between these two methods by
applying quantum estimation theory to bandwidth extrapola-
tion for a simple example of a source with two high-frequency
Fourier components a and b, which are directly related to
+g(k; ) at spatial frequencies k ,, respectively, as detailed
in Appendix A. It turns out that a low-frequency Fourier
component g can be related to the high-frequency terms using
a linear equation g = ¢ (sinca + Aa + iBb), which will be
derived in detail later. This relation allows us to infer a and b
from g. However, the high-frequency terms have very small
prefactors A and B. This gives a small QFI of estimating
the two high-frequency Fourier components a and b, which
means the fundamental lower bound of the variance of the
estimation with any quantum measurement is very large. We
calculate the FI of estimating the two high-frequency Fourier
components a and b with a fixed phase measurement. We
then compare the QFI and FI of a fixed phase measurement
in two interesting limiting cases. The first case is the small-
source limit corresponding to the whole size of the source
being much smaller than the resolution limit. Although the
estimation of high-frequency terms is fundamentally hard,
as predicted by the QFI, by comparing the FI of the fixed
phase measurement with the QFI, we find that in the limit
of small sources there is still much room for improvement.
We also construct a measurement strategy with an increased
FI in the small-source limit. The second case we consider is
when the size of the source is larger than the resolution limit
but we hope to measure the fine details of the source that are
much smaller than the resolution limit. Although there is no
discovered improvement, our discussion allows better under-
standing of this limiting case, which has not been carefully
considered in previous work in quantum-metrology-inspired
methods. The discussion in the simple case of two high-
frequency Fourier components suggests potential advantages
when there are more than two Fourier components. We end
by reinterpreting quantum-metrology-inspired methods using
bandwidth extrapolation.

II. BANDWIDTH EXTRAPOLATION PROBLEM
REVISITED WITH QUANTUM ESTIMATION THEORY

In this section we discuss the connections between band-
width extrapolation and quantum-metrology-inspired meth-
ods for interferometric imaging using a simple example of
a source with only two spatial frequencies. We choose to
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FIG. 2. Interferometer with two detectors used for measuring
low-frequency Fourier components of the source. Here L is the size
ofthe source, d is the length of the baseline, 7y is the distance from the
source to the collection apertures A and B, and § is the controllable
phase delay added in the measurement.

focus on interferometric imaging due to its direct connection
to Fourier optics and hence bandwidth extrapolation. In the
limit of a large number of baselines, the interferometer array
can also effectively be regarded as a single lens, making
single-lens imaging a special case. We use quantum estima-
tion theory to derive the fundamental limit of estimating the
high-frequency Fourier components beyond the cutoff, which
is the key idea of the bandwidth extrapolation method. We
start with a simple example, shown in Fig. 2, to demonstrate
the basic idea of how the estimation of high-spatial-frequency
information beyond the resolution of the imaging system
is affected when a measurement is designed more carefully
based on quantum estimation theory. Throughout this work,
we consider thermal sources in the weak limit. We assume
the sources are monochromatic and that the radiation from
different points on the sources is incoherent. A source in one
dimension that has intensity oscillating with position is similar
to what we show in Fig. 1, which can be described with the
spatially bounded intensity distribution

1 b
I(u) = (Z+ %cos k(= o)+ 7 sin ko — u0)>rect(u),

1 forug— % <u<u+

rect(u) = .2
(u) {0 otherwise,

L
2

ey

where u is the coordinate on the object plane, L is the up-
per bound of the size of the source, k; = 2wn; /L and k, =
2mny/L are the spatial frequencies, n; and n, are nonzero
integers (we will consider noninteger n;, later on), ug is

the centroid of the source, and a and b are the unknown
parameters we want to measure and are directly related to
g(%ki 2), respectively, as detailed in Appendix A. Note that, in
practice, a and b can only have values such that /() > 0 for
any u. By choosing this form of 7(u), the intensity distribution
is already normalized, i.e., fdu I(u) = 1. Note that k; » can
be assumed to be known and we only need to measure a
and b. This is because we can apply the Whittaker-Shannon
sampling theorem for spatially bounded sources [4], which
says that we only need to measure the Fourier components
at a discrete set of spatial frequencies to image a spatially
bounded source without losing any information. In addition,
we have the freedom to choose this discrete set of spatial fre-
quencies, which means these spatial frequencies are known in
advance. We give detailed derivations for this argument in Ap-
pendix A. Nevertheless, in case it is still desirable to consider
ki » as unknown parameters, we discuss methods to do so later
on.

We consider imaging this source with an interferometer
(Fig. 2), where light from the source is collected into two
spatial modes labeled A and B corresponding to two col-
lection apertures A and B separated by a baseline d, which
are the basic components of interferometric imaging. In the
weak-source and far-field limit, after postselecting on de-
tection of one photon, written in the single-photon basis
states [140p) and |041p) at the two spatial modes, the den-
sity matrix of the state received by the two spatial modes

is [27]
p= ;L} ‘i’], @)

where g is the coherence function, which is a Fourier compo-
nent of the source. We now derive g as an explicit function
of the baseline, whose length d is limited in practice. For
convenience of discussion, we first define

dLw
o= ,
2¢z0

3)

where w is the frequency of the light, ¢ is the speed of light,
and zo is the distance between the imaging plane and the
source plane. Notice that the resolution limit of the interfer-
ometer with baseline d is roughly 2{%, which means « is the
ratio between the upper bound of the size of the source L and
the resolution limit of the interferometer. We can then calcu-
late the coherence function based on the van Cittert—Zernike

theorem as [28]

.o ud b .
g= /dul(u) exp (l——> = ¢ (sinca + Aa + iBb), (4)

c 20
where ¢ = %%, sinca = S"‘;T"‘, and the coefficients
. o Osine 1 .

A=(-1) —— 5 = —[sinc(a — nym )+ sinc(a+ nyw)],
Qs —mT 2
Ny 7T Sin o 1 . .

B = (—1)"2ﬁ = —[sinc(a— nym)— sinc(a+ npm)].
o’ — n5m 2

2

&)

We can observe that g is actually the Fourier component at
spatial frequency wd/czyp. Any pair of points on the image
plane can be used to measure one Fourier component g(k)
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with spatial frequency k = wd/czo determined by their base-
line d. However, note that although Eq. (4) is the Fourier
component at frequency wd /czy, it contains information about
a and b, which are the Fourier components at other frequen-
cies k; and k. This is because the size of the source is
limited within ug — % < u < up+ % with a finite L, which
means « is not infinity and A and B are nonvanishing. We
can thus measure a and b even though we are measuring
at a different spatial frequency, which is the basic spirit of
bandwidth extrapolation. As we will see, we can analyze
the performance predicted by the QFI using such intuition
from the bandwidth extrapolation method. In particular, if the
spatial frequencies k; and k, are much larger than wd/cz,
which implies « < nj 7w and hence A, B < 1, the variance
of estimating a and b will be enlarged since g is linear in
Aa + Bb. For the case of the source having many unknown
Fourier components, this result indicates there will be a set of
linear equations with small prefactors, which ultimately result
in an ill-conditioned coefficient matrix when solving for the
high-frequency information from the measured low-frequency
information.

We now determine the fundamental limit of estimating
the Fourier components a and b and find the measure-
ment to approach this limit by making a connection to
quantum-metrology-inspired methods, which rely on quan-
tum estimation theory to determine the optimal sensitivity
for any possible positive-operator-valued measure (POVM).
More concretely, the fundamental limit of the variance of
estimating unknown parameters X = [xy, xp, . .. ,x,]7 can be
calculated from the QFI [13,14], i.e., X3 > K~!, which is
usually referred to as the quantum Cramér-Rao bound, where
[Eg]ij = E[(x; —)Vc,‘)(xj —)\5]‘)] is the (i, j) element, with X;
the unbiased estimator of the ith unknown parameter. We
calculate the QFI with the state given in Eq. (2), which is
a single-photon state after postselection of one photon from
thermal sources in the weak limit. Thus, we derive the QFI per
source photon here. The QFI can be calculated from the sym-
metric logarithmic derivatives (SLDs), i.e., K;; = tr(£;L;p),
where the SLDs £; can be calculated from the spectrum of the
density matrix

2 ap
Li= Z m (eul P lev) ley) (el (6)

1.v:D,+D,#0 !

where |e,) is the eigenbasis of p of eigenvalue D,. In an
imaging problem, we can estimate the Fourier component
to obtain information about the source. For a source with
intensity distribution given in Eq. (1), the Fourier components
to be measured are a and b. We can then also formulate the
model of bandwidth extrapolation as a parameter estimation
problem similar to quantum-metrology-inspired methods. We
now perform the QFI calculation for the estimation of a and
b as a way to quantify the quality of the imaging. The density
matrix can be written in terms of the spectral decomposition

o =Dy ler) (e1| + D |ey) (ea]
Di=10—1gh, e =1-€"11"/¥2, (D)
Dy=1+1gh. lea) = [, 117 /V2,

where g = |g|e® and |e; ;) are written in basis states |1405)
and |04 15). We can then calculate SLDs

Ly =iAsin(0 — @) ler) (e2] — iAsin(@ — @) |e2) (e1]

Acos(® — ¢) Acos(d — ¢)
— 1_—m |€]> (€1| + Tm |€2) <62| )
Ly = iBcos(0 — ¢) |ea) (e1| — iBcos(0 — @) |er) {e2]
Bsin(® — ¢) Bsin(6 — ¢)
— 1——M le1) (e1] + T@ lea) (2], (8)

whose eigenbasis gives the measurement that can saturate the
QFIL. The optimal POVM for estimating a is given by the
projection onto the basis

) = [Fie ") 11/V/2,
Vo = arg[—icos(¢p — 0) + (=1 + |g|*) sin(¢ — 0)].  (9)

The optimal POVM for estimating b is given by the projection
onto the basis

) = [£ie' @) 1]1/3/2,
o = arglisin(¢p — 0) + (—1 + [gl*) cos(¢ — 6)].  (10)

Note that ¢, 0, and |g| are unknown parameters, but to im-
plement the optimal measurement designed here, we need
to know them in advance. This is similar to the problem
encountered in Ref. [10], in which prior knowledge is re-
quired about the centroid of two point sources to implement
its proposed measurement. To implement the optimal mea-
surement, the measurement can be performed adaptively to
gradually approach the optimal measurement with more and
more knowledge about these parameters. Furthermore, since
the SLDs of a and b in Eq. (8) do not commute with each
other, the two POVMs in Egs. (9) and (10) are not com-
patible. These two measurements are only optimal for the
estimation of parameter a or b alone. However, as pointed
out in Refs. [29,30], even if the SLDs do not commute with
each other, it is still possible to optimally estimate parameters
simultaneously when the condition tr(p[L,, £;]) = 0 is satis-
fied, where [L,, Lp] = L,Lp — LpL,. We can easily find this
is indeed satisfied for the estimation of a and b even though
the optimal measurement to estimate both of them might be
collective over many copies of p, a topic beyond the scope of
the present paper.

Result 1: Fundamental limit of bandwidth
extrapolation for a simple source

The QFI K of estimating a and b for the intensity distribu-
tion in Eq. (1) with a two-spatial-mode interferometer array is
derived to be

—2+[g* — |g|* cos(20 — 2¢)

Koa = tr(ﬁip) = A2

2(—1+ g '
=2+ |g|* + |gl* cos(20 — 2¢)
Ky, = tr(L2p) = B? ,
oo = tr(Lyp) 21+ 2P
|g|2 sin(2¢ — 20)
K, =tr(L L =AB———M ——— 11
» = tr(LyLyo) =1+ IgP) (11)
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FIG. 3. Numerical calculation of the QFI (a) K,, and (b) K,
varying over o with n; =20,n, =25,¢ =0,a=0.1,and b = 0.2.
The top insets in (a) and (b) concentrate on the peaks of K,, and
Kpp, whose maximal points slightly deviate from « = n;,m. The
bottom insets in (a) an (b) show K, and Kj;, as @« — 0. For this set of
parameters, K, < 2 x 107 is very small and hence not plotted here.

The QFI depends on A and B, which is consistent with the
intuition from bandwidth extrapolation. We choose represen-
tative parameters and plot the QFI of Eq. (11) in Fig. 3.
The QFI exhibits oscillations with local maxima where o
is an integer because for those values the measured Fourier
component g times an integer gives the Fourier component
we care about. We can see an overall trend that when « is
close to nj 7, K,, and Kp, approach their respective opti-
mal values. This is reasonable because o = n; 7 means the
Fourier component g we are measuring exactly matches the
Fourier component of interest. However, « is proportional
to the baseline d of the interferometer, which is limited in
practice. For baselines less than optimal, subdiffraction imag-
ing corresponds to using the nonvanishing tail at smaller «,
which enables estimating this information with a nonvanish-
ing sensitivity and hence shows the bandwidth-extrapolation
method can indeed measure the high-frequency information
as promised. However, for small «, K,, and K, are very
small, which implies that the bandwidth extrapolation method
fundamentally has very poor sensitivity even with the optimal
quantum measurement.

The positions of maximal K,, and K, actually slightly de-
viate from o = n »7, as shown in the top insets of Figs. 3(a)
and 3(b). Mathematically, this arises from the sinc(o 4 n; 27)
terms of A and B in Eq. (5). These terms appear because

sensitivity. Since we are interested in resolving the fine details
of the source, we fix the spatial frequencies k; » and vary n; »
while varying L, as shown in Fig. 4; i.e., the size of the fine de-
tails are not affected while the whole size of the source varies.
(If instead we fix n; » and increase L, « also approaches n; » 7
but the spatial frequencies k; , are decreased, which means
the fine details at these two frequencies are enlarged, which
is not the situation of interest.) Note that as we fix k; » and
vary «, nj» may not be integers, in which case I(u) defined
in Eq. (1) is no longer normalized, i.e., fdul(u) # 1. So
we renormalize I(u) =[1 +acosk;(u — uy) + bsink,(u —
ug)]rect(u)/L(1 + asincnyr) by changing the prefactor
and rederive the coherence function g = ¢'®(sinca 4 Aa +
iBb)/(1 4 asincn; ) for renormalized /(). We include these
considerations in the exact calculation below. We can ana-
Iytically guess how the sensitivity of estimating these fine
details is affected by considering Eqs. (5) and (11). The QFI
is related to factors A%, B%, and AB and some other factors
relevant to |g| and 8. We will return to the factors related to
|g| and € later in the limiting case o — 0 where they play
an important role. Since the QFI is proportional to A%, B,
and AB, we now consider how A and B are affected upon
varying L while fixing k; ;. We know that n;, = kj oL /27
and @ = dLw/2czp, so ny» « L and @ o< L. This immediately
tells us from Eq. (5) that except for the oscillating term sin «,
A o< L7" and B o« L™!, which means the QFI K, a5, o< L2
In other words, a smaller source L actually leads to larger
sensitivity. Intuitively, this is because for the same spatial
frequency, when the source size becomes smaller, there is
a larger deviation from the ideal single spatial frequency
source, which means larger tails in the Fourier transformation
and hence greater sensitivity for interferometers without high
enough resolution. The above advantage does not persist if
the size of the source becomes infinitely small, because the
source must contain at least one period of oscillation, which is
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FIG. 5. Shown on top is the numerical calculation of QFI K, and K}, varying over o with ¢ = 0, a = 0.1, and b = 0.2. We fix the ratios
mm /o = 8 and npym /o = 10 to fix the spatial frequency k; ». Shown on the bottom is the QFI K/, and K, after multiplying K, and K}, by the
intensity to take into account the fact that smaller sources emit fewer photons and hence degrade the sensitivity. Without loss of generality, we

have chosen the intensity at o = %rr to be one.

the information we want to measure. As the source becomes
smaller, even though there is a larger QFI K, »» per photon,
there are fewer photons, which degrades the sensitivity. The
total intensity of the source scales linearly with L (with some
correction factor when #n; » are not integers). To be more con-
crete, we use the unnormalized intensity distribution /(u) =
Ip[1 + acosky(u — uy) + bsinky(u — ug)Jrect(u), where I is
a fixed constant and independent of L. The total intensity
18 fior = fdu](u) = IpL(1 + asincn ). We multiply Kuq pp
with the total intensity i, to obtain a total QFI K/ ,, to
take into account this effect in the numerical calculétion;
ignoring the correction factor when n;, are not integers to
get an intuitive interpretation, we have K/ ,, L=, which
indicates smaller sources result in larger QFI. This implies
that we can increase the QFI by blocking part of the source
on purpose. However, in terms of being a figure of merit for
imaging quality, the QFI K, »» have the drawback of provid-
ing a bound that is not tight for multiparameter estimation
problems, while imaging a general source requires estimating
an infinite number of parameters [12,29,31]. Thus it is worth
investigating further whether this strategy is actually useful in
practice.

We plot the numerical calculation of the QFI K, s,
in Fig. 5, where we fix the spatial frequency k;, while
varying the size of the source, i.e., varying «. As sug-
gested above, besides oscillations, the QFI increases as
o gets smaller. Intuitively, o = (size of source)/(resolution)
and n;, = (size of source)/(details’ size). We would expect
the largest QFI around n;, ~ 1. For the parameters cho-
sen in Fig. 5, this corresponds to /7 ~ 0.1, and we can
indeed observe that the largest K,,p, is obtained around
a/m ~ 0.1. We also present the result of the total QFI K/ .
after multiplying the QFI per photon K., with the total
intensity. We can still observe an increase in K, ,, as o
decreases, as promised in the above analytical discussion,
but the increasing trend is much more gradual compared
with K, pp, Which is also consistent with our analytical
prediction.

The discussion above has focused on the estimation of a
and b. Although we have argued that the spatial frequencies
ky » are known parameters based on the Whittaker-Shannon
sampling theorem, it is not difficult to include k; » as unknown

parameters to estimate k; », as an alternative approach. First
we note that the state considered in Eq. (2) has only two
degrees of freedom, i.e., the phase and amplitude of coherence
function g, which means that we cannot estimate four indepen-
dent parameters a, b, ki, and k, simultaneously. However, we
can use two pairs of telescopes with two different baselines to
estimate the four parameters simultaneously, because in this
case there are two independent coherence functions and four
degrees of freedom. We give more detail about the estimation
of k; » in Appendix B.

III. PERFORMANCE OF A FIXED PHASE
MEASUREMENT IN BANDWIDTH EXTRAPOLATION

The above discussion focused on the fundamental limit of
estimating a and b, which is the best achievable sensitivity us-
ing any quantum measurement. Following the setup of Fig. 2,
we now see how well the projective measurement onto the
following state can do:

1

ﬁqulB) + € [1,0p)).

V) = 12)

Here 6 is chosen as a fixed phase that has no particular
relation to the coherence function, i.e., it deviates from the
optimal choice, and |0415) and |140p) are the single-photon
basis states of the two spatial modes of the two detectors. To
quantify the performance of this measurement, we calculate
the Fisher information [12]

1 9P(y|x) 9P (y[X)

Fiy = ; PO (13)

Bx,» 8xj

where P(y|X) is the probability of getting outcome y with
a POVM ({I1,}, for a set of unknown parameters X. The FI
gives the bound of the variance of estimating unknown pa-
rameters with a chosen POVM and any unbiased estimator.
The QFI is an upper bound of the FI since QFI is the result
of optimizing FI over all possible POVMs: Ty > F~! > K~!
[13,14].
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Result 2: Performance of a fixed phase measurement
in bandwidth extrapolation for a simple source

We find the FI of this measurement of estimating a and b
to be

A% cos?(8 + ¢)

Eta = s
1 — |g|? cos?(8 +0)
B%sin’(8 + ¢)
Fpp = 3 ,
1 — |gl?>cos“(8 4+ 0)
F, — —ABsin(8 + ¢) cos(§ + q)). (14)

1 —|g|?cos?(8 +0)

We first analyze the optimal choice of delay & for two pa-
rameter regimes. The first corresponds to finite & where |g| is
usually very small. Alternatively, « may approach zero where
|g| — 1. In both case, we find the optimal choice of the phase
delay & approaches § = —¢ for estimating a and § = —¢ +
/2 for estimating b. The FI of the two parameter regimes
has different behaviors as § deviates from the optimal values.

We numerically calculate the FI for the fixed phase estima-
tion described in Eq. (12) and the QFI of estimating a and
b using parameters n; = 20, np, =25, ¢ =0, a =0.1, and
b = 0.2. For finite «, considering the denominator of the FI
in Eq. (14), we find that |g|2 cos?(8 + 6) is a small number
for finite & and hence mainly the numerators of Fy, »» should
be considered when choosing §. It turns out that for an finite
aand§ = —¢ =0, we have FI,,/K,, = 1 and F1,/Kp, = 0.
This means § = —¢ is close to the optimal measurement for
estimatinga. For§ = —¢ + 7 /2 = /2, wehave Fl,,/K,, =
0 and F1l;,/Kp, =~ 1. This means § = —¢ + 7 /2 is close to
the optimal measurement for estimating b. For finite oz, when
8 deviates from its optimal values, we can read from Eq. (14)
that the FI is only decreased by a constant factor. From Fig. 6,
where we choose a phase delay deviating from the optimal
values, we find that both F,,/K,, and Fp;,/Kp, remain roughly
1/2 for finite «.

When o approaches zero, i.e., « — 0, we have |g| — 1,
and then |g|? cos?(8 + @) is no longer a smaller number. No-
tice that as « — 0, A, B — 0, in which case 6 = ¢. One can
easily verify that § = —¢ and § = —¢ + /2 are still the
maximal points of F,, ;,. However, when § deviates from the
optimal choice and is fixed at a constant value, the FI of
estimating a is strongly affected since the denominator may
deviate from zero and is very sensitive to the choice of phase §.
This is also shown in Fig. 6, where we fix § = 7 /4. The inter-
esting part is the F,/K,, close to @ = 0, where the vanishing
F,./K,, means the measurement performs much worse than
the optimal sensitivity achievable with a physically allowed
quantum measurement and hence implies there is much room
for improvement of the measurement. This is expanded below
as a discussion of limiting cases.

In the above discussion, we calculated the FI of a fixed
phase measurement where we directly interfere the light
received at the two spatial modes A and B after adding a
phase delay. It turned out that a proper phase delay enables
the optimal measurement and that any other phase delay is
nonoptimal for the estimation of a and b. We also observed
the different behaviors of performance for o approaching
zero and finite . We expand the discussion of these two

@450

30.4{

0 20 40 60
a/m

FIG. 6. Ratios between Fisher information and quantum Fisher
information: (a) ratio F,,/K,, for the estimation of a and (b) ratio
F,,/ Ky, for the estimation of b. We have chosen § = /4, n; = 20,
n,=25¢=0,a=0.1,and b =0.2.

parameter regimes by first looking at the limiting case when
the whole size of the source L is very small compared to
the resolution limit, i.e., « — 0. (In this case, since nj;
are nonzero, o« < nj¢.) Second, we consider finite o and
assume the limiting case where the size of the source L is
not small, i.e., ¢ ~ O(1), but we want to measure some
high-frequency component, i.e., & < nj 7. This limit is of
practical interest when it is desired to measure fine details of
a large source below the resolution limit.

IV. SMALL-SOURCE LIMIT

We first consider the limiting case « — 0. The above re-
sults can be expanded as a series of «:

2
o

AR (1" == 4 o),
mn

B (—1ymH 2 4 o(a?),
nyJ

1 1
2 _ j 2\ 2 2
1—1gl —<§+(—1) n%nza_ngyﬂb >a + o(a”),
(15)
K, @ +o(a?)
aa = o),
5+ (=g — ]
052 2
Kbb = T2 SbZn% +()(C( ) (16)
72 [n3 — 6(71)"la+n%n2]

012602-7



YUNKAI WANG AND VIRGINIA O. LORENZ

PHYSICAL REVIEW A 108, 012602 (2023)

From this result, we can clearly observe that as the size of
the source becomes much smaller than the resolution limit,
ie., @« — 0, the QFI of estimating both a and b vanishes,
as shown in the bottom inset in Figs. 3(a) and 3(b). For the
measurement with a fixed phase, i.e., the projection onto state
|[Y) = JLE(|OA13> + ¢ |1,03)), we find the FI of estimating a
and b in this limit to be

1

4 4
YN + 9
nim*tan?(8 + ¢>)a o)

aa —

1
Fy, =
nim?

Ol + o(a?). (17)

Result 3: Performance improvement of bandwidth extrapolation

As a — 0, the ratio between the FI and QFI of estimating
a and b is

Fua/Kua o< &* + 0(c?),
Fop/Kpp o< 14 0(1). (18)

This means a carefully designed measurement can help im-
prove the estimation of high-frequency information as @ — 0.

To further understand this result, we consider how a and b
are related to the amplitude |g| and phase 0 of the coherence
function g,

1 w1
lgl=1- (g + (=1 22t o, % bz)“ + o(a?),
(19)
(—1y=!
0=¢p+b——a+o(x). (20)
nym

We emphasize that, to the second leading order of «, |g|
depends on both a and b, but 6 depends on only b. This
essentially leads to different behavior in the estimation of a
and b. The reasons are clear with the calculation of the QFI
and FI of estimating |g| and 6, which we find to be

1

Kgiet = T = O@@™),
Koo = |gI* = 0(1), 1)
Kjgo = 0.

As o — 0, we have [g] — 1 and hence K4 q — 00 and
Kp9 — 1. The FI of estimating |g| and 6 with projective mea-
surement onto state |{) = \/Lz[l, :I:e“‘]T/\/E is

cos?(6 — §8)

Foa = ,
S8 T gl cos2(6 — 6)
o lgPsin@ —5)
Y gl cos2(6 — )’
|g| sin(@ — &) cos(f — §)
Fog = —2 . (22)

1 —|g|? cos*(® — &)

We can see that we need § — 0 to have Fjg — oo and ap-
proaching K. Note § = arg g is an unknown parameter, so
the measurement could be performed adaptively such that the
phase § in the measurement gradually approaches the optimal
choice. If § is arbitrarily chosen as a fixed number far from 6,
we have Fjgq ~ O(1). On the other hand, we need § — 6 +

7 /2 to have Fyy approaching Kyg. However, as long as 6 is far
from §, Fyg ~ O(1) is always true. In other words, in the lim-
iting case o — 0, the estimation of |g| strongly relies on the
choice of § and the estimation of 6 is only slightly affected by
the choice of . The QFI K and FI F' with two set of unknown
parameters X and ¥ can be related to each other by [12-14]

Ayx By
Xlx/ Z YY1 a.

ax; ax;’
Ay Oy
F.=YF 23
" ; e B (23)
Notice that
d
el _ 1y e 4 ofa),
da nlrr
a|gl b
E = n%nzaz + 0(052)a
00 (@)
— =o(x),
da
20 1
— = (=1""'"—a + o(). (24)
ab T

We can then observe the contribution of information from |g|
and 0 to the estimation of a and b,
30\ 5
Kgg| — | ~ O(a?),
da

gl
Kaa Kg|g|<8 ) +

0
Kigis (%) ~ 0@ 0@ ~ O@?),

30\ ) )
Kgg(a—a> ~ 0(1)o(a?) ~ o(a?). (25)

The sensitivity of estimating @ is dominated by the
information contained in |g|. However, in the case § is
arbitrarily chosen,

dlgl\? 36\ 36 9|3l
Faa ~ Figlgl £ + Fog 3a +Fg‘g|%%
~ o(@?),
dlgl\?
Fglgl(g) ~ 0(1)O(a*) ~ o(a?),
36\*
Fpo (8_> ~ O(Do(a®) ~ o(a?),
a0 d|g|
Fmgla—a— ~ O(D)o(a®) ~ o(a?). (26)

So we cannot saturate the QFI of estimating « in this case.
However, for the estimation of b,

Ky ~ Kpoo [ 281 +K 90 ~0((x2)
lgllgl 8b 00 ab ’

8 2
Kiggl (ﬁ> ~ 0@ )0(a*) ~ O(e?),

30\ 2 ) 5
KQQ(%> ~ 0())O(a?) ~ O(a?). 27)
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Different from the estimation a, both |g| and 6 contribute a
comparable amount of information to the estimation of b.
Again, if § is arbitrarily chosen,

oo (28 2+F 30 2+F 30 9\g|
bb lgllgl b 06 b gl %4 9a
~ 0(a?),
algl\*
Figligl (E) ~ 0(1)O(a*) ~ o(a?),
30\* ) ,
Foo| =) ~ 0(1)O(@*) ~ O(a?)
b
36 0|g|
e o = 0(1)0(@) ~ o(a?). 28)
da da

Because the sensitivity of estimating 6 is not affected much
by a randomly chosen § deviating from the optimal value, we
can have FI which is of the same order of « as the QFI in the
estimation of b. This explains the results in Egs. (16) and (17):
The significant improvement of bandwidth extrapolation in
the small limit is related to the increasing of sensitivity of
estimating |g| as |g] — 1.

V. FINE DETAILS OF A FINITE-SIZE SOURCE

Now we consider the other limiting case, when o ~ O(1)
and n;, ny — oo. This corresponds to the case when the size
of the source is larger than the resolution limit of the interfer-
ometer, but we want to estimate the fine details of the source
that are below the resolution limit. In this case, 1 — |g|? is a
nonvanishing constant factor of O(1),

o sino
A (=1)" M ——— +o(n?
n%TEZ ( 1 )’

sin o
B~ (—1)"+! — o(ny"). (29)
2

In this case, the QFI can be expanded as a series in n; and n,
and Eq. (11) becomes

a?sin®a 4

~ T g Hor):

—— +o(ny?). (30)

For the measurement with a fixed phase, the FI is given as
2 2 2
cos“ (8 + ¢)a” sin” o _
~ ( ;P) o),
[1 — |gl?> cos*(0 + 8§)Injm*

2 .2
sin“(§ + ¢) sin” o )

+ o(n, ). 31

1 — |g>cos*(6 + &) nin? (%) (3D

aa

Fyy =

We can see now that the more carefully designed measure-
ment and the measurement with a fixed phase have similar
scaling as a function of n; and n,, which suggests the more

carefully designed measurement will not provide an obvious
advantage.

VI. QUANTUM-METROLOGY-INSPIRED METHODS
FROM THE PERSPECTIVE OF BANDWIDTH
EXTRAPOLATION

We now briefly reinterpret quantum-metrology-inspired
methods based on the ideas from bandwidth extrapolation by
considering a simple example. We consider the simple case
where we have two weak monochromatic point sources in
one dimension at positions #; and u,, respectively, and we
want to measure the separation Au = u, — u; and the centroid
it = (u; + up)/2 with an interferometer that has two detectors
with baseline d. The density matrix of the state received by
the two detectors is still described by Eq. (2) but with

w u1,2d

g= (" +e9)/2, ¢1o= -

(32)

Notice the centroid information & is only contained in the
phase 6 of g and the separation information Au is only con-
tained in the amplitude |g|.

As discussed in [19,32], the QFI of estimating the separa-
tion Au and centroid # is calculated as

w*d? §2 o1 — P ,

Kan =

2z 2
w*d?
Kauaw = ——, 33
M = 352 (33)
Kinu = 0.

In the limit of Au — 0, we have nonvanishing QFI Kx,a, =
Z’;‘? of estimating Au, which is referred to as superresolution.
It iso interesting to observe that this is equivalent to saturating
the QFI of estimating |g| and 6, which is given in Eq. (21) as

Kaunu = Kigjg Ols] 2~ (34)
Au
As Au — 0, the two factors have different behaviors,
K 1
= — 00,
lellgl l“’;d: Al n O(Auz)
4 ¢ 25
agl\* 1 w'd* )
— ] =——FA A 0, 35
(Au g g A oA 0. (39)

which cancel out exactly and give us a constant Ka,a,. The
measurement used to saturate both Ka,a, and Kig g is the
projective measurement onto state

1+ o

1 —is

ﬁ(|01):|:e [10)), § T (36)
Note that prior knowledge of ¢; + ¢, is needed to implement
this optimal measurement, which can be achieved by doing the
measurement adaptively. More generally speaking, the QFI
of estimating any set of parameters can be directly derived
from the QFI of estimating {g;;} of the received states by a
transformation [12-14]. If we can construct a POVM which
saturates the QFI of {g;;}, then this POVM automatically is op-
timal for any set of parameters. In a nonrigorous sense, we can
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say that improving the estimation of lower-frequency informa-
tion is the root of any miracle in quantum-metrology-inspired
methods. This claim is nonrigorous because we usually cannot
have a POVM which saturates the QFI for all parameters in a
multiparameter estimation problem due to the incompatibility
of optimal measurements of different parameters, which is a
nontrivial aspect worth further discussion.

VII. CONCLUSION

In summary, we have discussed the relation between
bandwidth extrapolation and quantum-metrology-inspired
methods in interferometric imaging. We first calculated the
fundamental sensitivity limit of estimating two Fourier com-
ponents of a spatially bound source using an interferometer
with two detectors. The QFI calculation illuminates the
difficulties of the bandwidth extrapolation method. The mea-
surement with an arbitrary fixed phase can saturate the
fundamental imaging resolution limit except for the case
when o — 0, i.e., when the source size is much smaller
than the conventional resolution limit of the imaging sys-
tem. In the case of @ — 0, a more carefully designed
measurement can significantly improve the sensitivity. This
is also the limit adopted by most previous discussions on
quantum-metrology-inspired methods. We also paid attention
to another important limiting case of when o ~ O(1) and
ni»m > 1, which means the size of the source is not small
but we care about the fine details of the source that are
below the resolution limit, and found that a carefully de-
signed measurement will not help much. We also reinterpreted
quantum-metrology-inspired methods from the perspective of
bandwidth extrapolation to find that for a spatially bounded
source, information can be obtained about its fine details from
the accessible low-frequency information.
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APPENDIX A: WHITTAKER-SHANNON SAMPLING
THEOREM FOR SPATIALLY BOUNDED SOURCES

We have emphasized that one consequence of having a
spatially bounded source is the possibility to do bandwidth
extrapolation. However, there is another consequence of spa-
tially bounded 7(u), namely, that we only need to measure a
discrete set of spatial Fourier components {g(c,)}, to know
the continuous function of the spatial spectrum g(«), where
we have explicitly written the dependence of g on o = ;’%‘;’
This is a direct result of the Whittaker-Shannon sampling
theorem [4]. Here we rederive it with our notation for com-

pleteness.

Assume we measure only a discrete set of Fourier compo-
nents and get a sampled function

gs(a) = g(a)comb(w),
> Al
comb(a) = oy Z S(a — nay), Aab

n=—oo

where g(«) is the original coherence function and g («) sam-
ples points equally spaced with separation «y. Our goal is to
prove that when the separation ¢ is chosen to be small enough
and the source is spatially bounded to be within —L/2 < u <
L/2, gs;(a) can be used to exactly construct g(cr). We will also
prove that in this case, without losing any information, we can
assume that the intensity distribution /(u) has the form of

1
I(u) = ( + — E a, cos k,u+ — E b, sink u)rect(u)
n=1

1 for—Egugé

rect(u) = {0 otherwise, (A2)

where k, = 2nm /L are known and a,, and b,, are the unknown
parameters we need to estimate.

We can easily check that the inverse Fourier transformation
of g(«) defined in Eq. (4) gives the intensity distribution of the
source I(u),

F g = [ daglee @ = xLiw,  (43)
where we assume that /() is any general function which is

spatially bounded. Let us calculate the inverse Fourier trans-
formation of sampled g (),

]:_l(gs(a))(u) = /da gs(oe)e‘i(z”/L)“

=L Z <u—nn—>

We can observe that 7~ 1(gy(oz))(u) is simply the sum of 7(u)
shifted by nna— Recall that the source is spatially bounded
be within —L/ ) < u < L/2. If we can choose o to be small
enough such that

(A4)

T— > L,
Qo

(A5)

there is no overlap between each term of the sum in Eq. (A4).
Define

1 for —ZE Qu<g 2L
t — 209 = 20([) A6
rectz () {O otherwise. (A6)
It is obvious that as long as rr = > L, we have
[F~ (gs(@)) )]recty (u) = f“(g(oe))(u) = 7LI(u). (A7)

Let us further do a Fourier transformation on both sides of
Eq. (A7), which gives

+00
s = Y smanpsine =T ()
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This means that as long as rra% > L, we can reconstruct the
whole spatial spectrum g(c) with the discrete set of points
{g(nap)},. This is one possible form of Whittaker-Shannon
sampling theorem.

Now we prove that for any spatially bounded / (), we can
always rewrite it as Eq. (A2) without losing any information.
If we use the form of g;(«) in Eq. (A1) to calculate its inverse
Fourier transformation,

F(gy(a))w)

=« (0)+ia[(na)+ (—no )]cos%na
= g ol8(nag 8 0 7 0

n=1

+i ) ag[—glnag) + g(—nap)] sin 2L—”nao, (A9)

n=1

we then get a form of the intensity distribution under the
condition 7 a% > L based on Eq. (A7):

= 2
I(u) = :_2 (8(0) + Z[g(nao) + g(—nag)] cos funao

n=1

o0
. 2u
+ iZ[—g(nozo) + g(—nay)] sin Inao)rectz(u).
n=1

(A10)

For simplicity, let us assume that 7 /oy = 1, which is the
maximal o satisfying ”a% > L. We define

by = i[—g(nm) + g(—nm)].

(A11)
We can then get the intensity distribution in Eq. (A2) as
promised. It is easy to check that @, and b, are real numbers
based on the definition of g(cr). In the above derivation, we
can easily find that &, is actually determined by our choice of
sampled points {«,},, which means k, are known parameters.
Notice Eq. (A2) is one possible form of intensity distribution
which can represent a general spatially bounded source. We
have the freedom to choose another discrete set of {g(a,)},
which will give different forms of /(u). However, in general,
as long as we choose a discrete set of {g(«,)}, that is dense
enough, we will not lose any information.

a, = gnm) + g(—nm),

APPENDIX B: ESTIMATION OF £, »

If we treat the spatial frequencies k;, in Eq. (1) as un-
known parameters, we can calculate the QFI matrix for the
estimation of all four parameters a, b, k|, and k, to quantify
the performance. If we still consider the setup in Fig. 2, we
can exploit the relations

dp _a dA dp a0 b 0B dp

Adk 9a’ ok, Bk, db

= ; (BI)
8k1 A Bkl da

where p is the single-photon state given in Eq. (2). These rela-
tions immediately tell us that the QFI matrix for the estimation

of all four parameters is
K =MK'M,

Kau Kub Kulq Kakz
Koo K Kpy,  Kpi,

K= ,
Kia Ky Kok, Kk
Kia  Kip Kk, Kigk,
1 0 0 0
L0 0o (B2)
= 94 ,
_0 0 0 Bk
_Kaa Kab Kaa Kab
K — Kpo Kpp Kpa Kpp
Kaa Kab Kaa Kab ’
| Kb Ko Kpa  Kip

where K,,, K;», and K, are given in Eq. (11). Notice K and
K’ are not full rank. This means we cannot estimate all four
parameters simultaneously. Intuitively, the state in Eq. (2) has
only two degrees of freedom, namely, the phase and amplitude
of the coherence function g. We will be unable to estimate four
independent unknown parameters.

There is a simple solution for this problem. We can use
two baselines to estimate all four parameters a, b, ki, and k.
Assume we have two pair of telescopes with different base-
lines d, », respectively, and each pair of telescopes receives
a photon from a source with intensity distribution given in
Eq. (1). The state received by the two pairs of telescopes can
be written as

11 11 g
g1 = €'? (sinca; 4+ Aa + iBb),

g = &' (sincap + Aza + iB>b),

w Mod]qz d]ysz
b12=— s A=

c 20 ’ ZCZ() ’

1 . :
Ajp = z[smcwl,z —n) + sinc(aq o + mym)],

1
B, = z[sinc(au —mm) —sinc(a; 2 +nmw)]. (B3)

In this case, we have two independent g; , which contain four
degrees of freedom and hence we can expect to estimate all
four parameters simultaneously. We can again try to explore
the relations between derivatives over different parameters:

001 ®p2  9p1 92
da " da ®p2+p1®8a’
001 @ p2  9py 902
0p1®p2 a 0A; (dp; a 0A; 902
ek - 72 4+ ——= -,
ok, 4,06 \oa @) T 4 o\ % g
901 ® P2

b 0B, a1 b 0B, 902
ok, B 8k2<8b ®p2)+328k2<p1® b )

(B4)
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Unlike the case when we only have one pair of telescopes, the
derivative over n; , is no longer proportional to the derivative
over a and b. Indeed, we calculate out each element of the QFI
matrix and find its determinant to be

4,212 DA 0452 9B 9B, \2
167*ab (Aza—kl‘ —Ala—kf) (323—,{2' —Bl—;)

detK =
LA — [g11H)( — [g21%)

(BS)

As long as the baselines are unequal d; # d,, we have det K #
0. This means that we can estimate all four parameters a,
b, ki, and k, simultaneously. In the actual implementation
of interferometric imaging, we usually sample many Fourier
components using different baselines. So it is reasonable to
expect that we are able to use more than one pair of telescopes
in the estimation.
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