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Abstract
Broadband quantum memory is critical to enabling the operation of emerging pho-
tonic quantum technology at high speeds. Here we review a central challenge to
achieving broadband quantum memory in atomic ensembles—what we call the
‘linewidth-bandwidth mismatch’ problem—and the relative merits of various memory
protocols and hardware used for accomplishing this task. We also review the theory un-
derlying atomic ensemble quantummemory and its extensions to optimizingmemory
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efficiency and characterizing memory sensitivity. Finally, we examine the state-of-the-
art performance of broadband atomic ensemble quantum memories with respect to
three key metrics: efficiency, memory lifetime, and noise.

1. Introduction
1.1 Motivation

The fundamental challenges behind distributing quantum information us-
ing light are light’s fixed speed and ubiquitous propagation losses in optical
fiber. Given the inability to copy quantum states (Wootters and Zurek,
1982), this means that, in order to engage in quantum information pro-
cessing using systems in separate locations, one must find a way to store the
quantum information contained in an optical field for a time commensu-
rate with the travel time between locations. This holds for long-distance
operations where ms-scale storage is required for round-trip communica-
tion (Sangouard et al., 2011; Muralidharan et al., 2016) as well as on-chip
or integrated devices where ns-scale delays allow more complex quantum
logic (Kitching, 2018; Lu et al., 2021; Bremer et al., 2020; Maisch et al.,
2020; Siverns et al., 2019; Akopian et al., 2011). Such a quantum memory
must store an incoming photonic quantum state, with quantum informa-
tion encoded in one (or more) of its degrees of freedom, and faithfully
retrieve that photonic state without altering its quantum information or
adding noise. The most intuitive application of this primitive operation re-
lates to photon synchronization: two photons arriving at, for example, a
node in a quantum network (Kimble, 2008), may have traveled long and
disparate distances to the node and require some form of quantum memory
if they are both to impinge on a beamsplitter at the same time and affect
a Bell state measurement (Tittel et al., 1998), entanglement swapping (Pan
et al., 1998), quantum teleportation (Bouwmeester et al., 1997), or almost
any other quantum networking protocol. This is perhaps the most straight-
forward application of quantum memory; however, quantum memory is
also of critical importance for all-optical quantum computing (Kok et al.,
2007), quantum communication (Shor and Preskill, 2000), enhanced mea-
surement and sensing (Gottesman et al., 2012), and local quantum gates
(Campbell et al., 2014).

There are many potential architectures for implementing quantum
memory effectively. Here we focus on the storage of quantum states of
light in collective states of atomic ensembles. This general class of schemes
is widely applicable across different wavelength and bandwidth regimes,
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and is only fundamentally limited by the coherence and optical depth of
the atomic system, which can be chosen or engineered to be suitable for
applications, albeit typically at the expense of other important parameters.
In this work, we focus specifically on implementations of atomic ensemble
quantum memory in the broadband regime, which we consider to be pho-
ton bandwidths greater than 10 MHz. Broadband memory operation is of
unique importance for the implementation of quantum photonic applica-
tions at high speeds, as high clock rates and processing speeds imply the use
of photons that are short in duration and therefore broad in bandwidth.

This chapter concerns the use of both atomic or atom-like ensemble
systems for broadband optical quantum memory. Atom-like systems include
rare-earth ions doped in solids, molecular gases, phonons in solids, and any
platform in which there exists an ensemble of particles with at least three
energy levels on which the memory interaction can be based. For ease
of notation we refer to both atomic and atom-like systems as “atomic.”
Note that in this work we do not consider “atomic-ensemble quantum
memories” to include the creation of single photons entangled with long-
lived matter excitations (Duan et al., 2001), long-lived excitations in single
atoms or ions (Kielpinski et al., 2001; Wang et al., 2017), or other means of
transducing photonic quantum information into a material platform (Yang
et al., 2016; Bhaskar et al., 2020). For more information on these alternative
mechanisms for engineered atom-photon interactions, we refer the reader
to the reviews of Sangouard et al. (2011); Reiserer and Rempe (2015).

Even within the relatively narrow scope of broadband quantum memory
using collective atomic states, there exist many physically distinct quan-
tum memory protocols and many distinct hardware implementations. Each
protocol and hardware implementation possesses particular advantages and
disadvantages. We provide some context for these relative advantages and
disadvantages by first introducing the fundamentals and the merits of atomic
ensembles as quantum memories in Sec. 1.2. We then discuss a critical
problem for atomic ensemble quantum memory in Sec. 1.3, the linewidth-
bandwidth mismatch problem. We present the metrics used to quantify
memory performance in Sec. 1.4, before launching into a comprehensive
discussion of atomic memory protocols and hardware implementations and
their respective advantages in Sec. 2. In Sec. 3, we review the theory of
atomic ensemble quantum memory, including the various forms of the
equations of motion in the presence of homogeneous and inhomogeneous
broadening and the mathematical approximations that lead to each physical
protocol. With these theoretical foundations in mind, we then discuss the
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theoretical tools developed for the optimization of memory efficiency and
the recently developed theoretical tools for investigating memory sensitiv-
ity (Shinbrough and Lorenz, 2022), which describes the behavior of atomic
ensemble quantum memory in the presence of experimental fluctuations
and drift. Finally, in Sec. 4, we turn to the state-of-the-art performance
of broadband atomic-ensemble quantum memories in the literature, pro-
viding empirical evidence for the advantages and disadvantages discussed in
Sec. 2. We focus on three metrics of particular importance to broadband
atomic ensemble quantum memory: efficiency (Sec. 4.1), memory lifetime
(Sec. 4.2), and noise (Sec. 4.3).

1.2 Ensemble atomic systems
Ensemble atomic systems are well-suited for quantum memory as they pos-
sess high optical depths, controllable frequency (based in part on atomic
species, in part on the chosen detuning from atomic transitions), long-lived
atomic superposition states, low sensitivity to experimental noise, and arbi-
trary storage time. As discussed below, however, atomic systems often suffer
from linewidth-bandwidth mismatch, noise from the necessary optical con-
trol fields, and undesirable broadening mechanisms. Different atomic level
structures have been employed experimentally for atomic ensemble quan-
tum memory, including ladder-type (Finkelstein et al., 2018; Kaczmarek
et al., 2018; Thomas et al., 2022; Finkelstein et al., 2021; Davidson et al.,
2022), M-type (Qiu et al., 2019; Li et al., 2006), and others (Ham, 2018;
Hétet et al., 2008; Wei et al., 2020a); however, the atomic �-type level
structure is the most common, and all level structures typically obey the
same underlying atom-photon interaction physics (see Fig. 1 for the �-
type and ladder-type structures).

In the memory interaction, the ‘signal’ field of interest, which possesses
some quantum information encoded in one of its degrees of freedom, is
tuned on, near, or off resonance with the ground-to-excited-state transi-
tion (

∣∣g〉 ↔ |e〉 in Fig. 1) of the atoms. We note that this signal field may be
a single photon, or a more general photonic quantum state, with either dis-
crete or continuous variable quantum information encoded in its degrees
of freedom (though typically more care must be taken when using contin-
uous variables (Jensen et al., 2011)). For the remainder of this chapter, we
typically focus on the case of single-photon signal fields. The classical ‘con-
trol’ field, possessing many photons, is tuned to the excited-to-storage-state
transition (|e〉 ↔ |s〉). These two atomic transitions are typically assumed to
be dipole allowed, and the |s〉 ↔ ∣∣g〉 transition is assumed to be forbidden.
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Figure 1 Schematic of the atomic level structures for (a) �-type and (b) ladder-type
ensemble quantummemory. Each structure possesses a ground state |g〉, intermediate
excited state |e〉 (with population decay rate � = 2γ ), and metastable storage state |s〉.
The signal field (red) and control field (black) are typically kept in two-photon resonance
with detuning � from the excited state. Orange and blue shaded regions correspond
to atomic polarization and spin wave coherences, respectively.

Atoms entering the |s〉 state are thus metastable. In this typical situation, the
time-domain Maxwell-Bloch equations describing the memory interac-
tion are (Arecchi and Bonifacio, 1965; Gorshkov et al., 2007b,c,d,a; Nunn,
2008):

∂zA(z, τ ) = −√
dP(z, τ ) (1)

∂τP(z, τ ) = −γ̄P(z, τ ) + √
dA(z, τ ) − i

�(τ)

2
B(z, τ ) (2)

∂τB(z, τ ) = −γBB(z, τ ) − i
�∗(τ )

2
P(z, τ ), (3)

where z represents the one-dimensional spatial dimension of the atomic
ensemble normalized to the ensemble length [i.e., z= 0 (z = 1) represents
the beginning (end) of the ensemble]; τ = t− z/c represents time measured
in the comoving frame of the photon (t represents time in the lab frame)
normalized to the excited-state coherence decay rate γ = �/2 (� is the
total excited-state population decay rate, or the linewidth of the

∣∣g〉 ↔ |e〉
transition); A(z, τ ) is the spatially and temporally dependent signal photon
field; P(z, τ ) and B(z, τ ), referred to as the atomic polarization and spin
wave fields, respectively, are macroscopic field operators representing the
atomic coherences

∣∣g〉 ↔ |e〉 and
∣∣g〉 ↔ |s〉, which are delocalized across the

length of the medium and are shown in Fig. 1 as orange and blue shaded
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regions; d is the resonant optical depth of the memory; γ̄ = (γ − i�)/γ is
the normalized complex detuning, where the two-photon detuning � is
shown schematically in Fig. 1; and �(τ) is the control field Rabi frequency
coupling the |e〉 and |s〉 states. All atomic population is assumed to start
in the ground state, and the metastable storage state is assumed to have a
coherence decay rate γB that is much smaller than the excited state decay
rate (γB � 1, in normalized units).

By inspection of Eqs. (1)-(3), we note that the photon field acts as a
source for the atomic polarization with coupling constant

√
d, which then

decays and accumulates temporal phase according to γ̄ . The atomic polar-
ization then acts as a source for the spin wave field with coupling constant
�(τ)/2, which then decays exponentially at a rate of γB. Depending on
the sign of each of the fields, the roles of source and sink can be reversed,
allowing for reversible mapping of population ultimately from the photon
field to the spin wave and back.

Options other than atomic ensemble systems exist for optical quantum
memory, including notably the use of optical delay lines, free-space op-
tical cavities (Bouillard et al., 2019; Pittman et al., 2002; Kaneda et al.,
2015; Kaneda and Kwiat, 2019; Xiong et al., 2016; Makino et al., 2016;
Pittman and Franson, 2002; Pang et al., 2020), optical fibers (Xiong et
al., 2016; Clemmen et al., 2018; Magnoni et al., 2019), and optical fiber
cavities (Bustard et al., 2022). These quantum memories take the simplest
approach to photon storage by merely increasing the path length traveled
by the photon instead of transducing the photon into a material excita-
tion. As such, these delay-based optical quantum memories provide an
important point of comparison for atomic ensemble quantum memories.
Delay-based memories possess their own disadvantages, however, includ-
ing fixed-increment delay times, unavoidable optical losses, slow switching
speed (∼MHz), and high sensitivity to thermal fluctuations and air currents.
Nevertheless, delay-based quantum memories are in principle agnostic to
photon bandwidth and exhibit some of the highest efficiencies and longest
memory lifetimes in the broadband regime (see Sec. 4), limited only by
losses in the optical path. Delay-based memories additionally typically ex-
hibit ultra-low-noise operation. As shown in Cho et al. (2016), only a few
atomic ensemble quantum memories can currently outperform fiber delay
lines in terms of memory efficiency and lifetime, where the total memory
efficiency for fiber delay lines is taken as η(τ) = 10−εcnτ/10 for a fiber with
loss ε (typically given in units of dB/km) and a speed of light in the fiber
of cn (the necessary length of fiber is therefore L = cnτ ). This calculation
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ignores coupling losses into and out of the fiber, but serves as an impor-
tant point of comparison. For particularly long-lived storage, matter-based
systems are likely the only option given the sub-ms limits of propagation
delay techniques. In the case of fiber-based delay lines, for example, as-
suming state-of-the-art 0.2 dB/km loss (Agrawal, 2012), the 1/e lifetime
of a single fiber loop memory (without switchable delay, which introduces
additional loss) is only ∼100 ns. Similar constraints on memory lifetime
exist for free-space delay line memories as well, in which case the most
optimistic memory lifetime is ∼10 µs (Bouillard et al., 2019; Pittman et al.,
2002; Kaneda et al., 2015; Kaneda and Kwiat, 2019; Xiong et al., 2016;
Makino et al., 2016; Pittman and Franson, 2002; Pang et al., 2020).

Another important point of comparison between fiber-based and
atomic-ensemble quantum memory concerns the distortion of broadband
pulses of light in fiber due to group velocity dispersion. As the different
frequencies of light in broadband photons propagate in fiber at different
velocities, broadband photons experience temporal stretching and distor-
tion described in the frequency domain by Aout(ω) = Ain(ω)eiβ(ω−ω0)2L/2,
where β is the second-order group velocity dispersion of the fiber (typi-
cally given in units of fs2/mm) evaluated at the center frequency ω0, and
L is the fiber length. By assuming an initially Gaussian input pulse with
angular 1/e2 frequency bandwidth σω = πBW/

√
2 ln2 (where BW is the

full-width at half-maximum bandwidth; see Sec. 1.4), Fourier transform-
ing into the temporal domain, and applying Eq. (10), one can calculate the
fidelity of a fiber-based memory as a function of storage time t and photon
bandwidth. Inverting this relationship and considering a fixed target mem-
ory fidelity F0, one can derive the following tradeoff between storage time
and fiber memory bandwidth:

t =
√

1 −F2
0

F0σ 2
ωβcn

, (4)

which demonstrates that either high-fidelity, large-bandwidth memory is
possible at short storage times, or high-fidelity, long-storage-time mem-
ory is possible at narrow bandwidths, but all three (high-fidelity, large-
bandwidth, long-storage-time) are not possible simultaneously in standard
fiber. This tradeoff can be alleviated if an appropriate length of dispersion-
compensating fiber is spliced onto the end of standard fiber; whether this
is necessary or not for a given storage time, bandwidth, and target fidelity
can be derived from Eq. (4).
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While today ensemble-based quantum memories compare mostly
poorly to delay lines in terms of efficiency, bandwidth, lifetime, and noise,
there is substantial room for improvement and reason to believe that further
work will lead to important advances. In particular, the extremely high
losses in on-chip waveguides make integrated photonic systems a place
where ensemble memories may be able to make a major difference in the
near term. In on-chip photonic devices, coupling on- and off-chip to fiber
may introduce more loss than even low-efficiency, evanescently coupled
atomic memory, and certainly more loss than chip-integrated rare-earth
memories. Attempts to integrate atomic ensembles on chip and in fiber
have met with some success to date (Sprague et al., 2013, 2014; Peters et
al., 2020; Bajcsy et al., 2009; Gouraud et al., 2015; Heshami et al., 2016;
Patnaik et al., 2002; Bremer et al., 2020; Maisch et al., 2020; Siverns et al.,
2019; Akopian et al., 2011) and there is hope for improvement. Atomic en-
semble memories also possess the capacity for some basic quantum optical
processing that is absent among delay-based memories. These include the
capacity for built-in mode conversion, shaping, and sorting, multiphoton
quantum state preparation (Nunn et al., 2013; Finkelstein et al., 2018), lo-
cal quantum processing (Campbell et al., 2014), arbitrary spectral-temporal
and polarization mode conversion, and preparation of arbitrary superposi-
tion states that are either not possible through other means or not possible
at the same rate or bandwidth (Reim et al., 2012; Saglamyurek et al., 2018;
Heller et al., 2022).

Mode shaping and conversion are processing tasks particularly well-
researched in atomic ensemble memories. In the broadband regime, this
typically focuses on shaping and conversion in the temporal and frequency
domains, although polarization conversion has also been demonstrated
(England et al., 2015). Demonstrations to date include frequency and band-
width conversion in a Raman memory in room-temperature diamond
(Fisher et al., 2016); frequency conversion in room-temperature molec-
ular hydrogen (Bustard et al., 2017); temporal and frequency multiplexing,
arbitrary temporal shaping, and temporal stretching and compression in an
AFC memory in cryogenic Tm:LiNbO3 (Saglamyurek et al., 2014); tem-
poral beamsplitting in a warm cesium Raman memory (Reim et al., 2012);
temporal beamsplitting and temporal stretching and compression in a laser-
cooled rubidium ATS memory (Saglamyurek et al., 2018); and temporal
compression, stretching, and beamsplitting in a laser-cooled rubidium Ra-
man memory (Heller et al., 2022). Taken together, these demonstrations
show the capacity for temporal, frequency, duration, and bandwidth con-
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Figure 2 Schematic of linewidth-bandwidth mismatch. In atomic ensemble quantum
memories, the photon spectrum (bandwidth) may be (a) smaller than the atomic line-
shape (linewidth), (b) matched, or (c) mismatched.

version of atomic-ensemble memories, which may be of practical applica-
tion in developing quantum networks and quantum information processors.
We note, however, that additional work is needed to demonstrate this utility
and to extend the characterization of atomic ensembles as mode converters
to include phase as well as amplitude manipulation.

A problem is posed for broadband atomic ensembles beyond roughly
MHz bandwidths, which is the lack of sufficiently fast classical electronic
switches to effectively make use of the broad optical bandwidths demon-
strated. Fortunately, ongoing work toward GHz and THz optical switches
shows promise toward alleviating this concern (Oza et al., 2013; Pu-
rakayastha et al., 2022; Alarcon et al., 2020; Hall et al., 2011; England
et al., 2021; Kupchak et al., 2019; Volz et al., 2012; Kupchak et al., 2017;
Friberg et al., 1987; Almeida et al., 2004; Nozaki et al., 2010; Kanbara et
al., 1994).

1.3 Linewidth-bandwidth mismatch
Broad spectral bandwidth is of particular importance for quantum appli-
cations, and we highlight this aspect of quantum memory performance in
this chapter. Quantum memory operation with broadband photons, cor-
responding to short photon durations, enables the use of large clock and
qubit processing rates. Broadband operation presents a natural problem for
standard atomic ensemble quantum memory, however, as the linewidths
involved in atomic ensembles are typically narrow, and narrow storage-to-
ground-state-transition linewidths are desirable for long memory lifetimes.
We refer to the problem of storing broadband photons with high effi-
ciency in typically narrowband atomic ensemble quantum memories as the
‘linewidth-bandwidth mismatch’ problem. Fig. 2 shows a schematic of the
different situations possible for broadband photons; high memory efficiency
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is, in general, more easily achievable for the cases of photon bandwidths
smaller than the atomic excited state linewidth [Fig. 2(a)] or when the pho-
ton bandwidth is matched to the atomic linewidth [Fig. 2(b)], compared
to the case when the two are mismatched [Fig. 2(c)]. More specifically, we
consider the linewidth-bandwidth mismatch problem to encapsulate the
empirical trend of decreasing memory efficiency with increasing photon
bandwidth; evidence for this trend is presented in Sec. 4. This trend is
physically a result of the difficulty of absorbing broadband photons along a
narrowband transition — if a broadband photon cannot be absorbed along
the

∣∣g〉 → |e〉 transition, it is difficult to affect the memory operation de-
scribed by the equations in Sec. 1.2. This is easiest to see in the case of
the absorb-then-transfer protocol (discussed more in Sec. 2.1), which ex-
plicitly relies on linear absorption of the signal field. The overall memory
efficiency cannot be high without high-efficiency absorption.

We can model this phenomenon heuristically by considering the effi-
ciency of linear absorption in a dense atomic ensemble. Linear absorption
can be modeled by Eqs. (1)-(3) of Sec. 1.2 in the absence of a control field
[�(τ) = 0]:

∂zA(z, τ ) = −√
dP(z, τ ) (5)

∂τP(z, τ ) = −γ̄P(z, τ ) + √
dA(z, τ ), (6)

where we define absorption as
∫ ∞
−∞ dτ |Aout(τ )|2/|Ain(τ )|2 for a Gaussian-

shaped input temporal distribution Ain(τ ) and an output distribution
Aout(τ ) =A(τ,z= 1). This absorption is plotted in Fig. 3 for photon band-
widths between 10 MHz and 1 THz, assuming excited state linewidths of 1,
10, 100 MHz, and 1 GHz. Fig. 3(a)-(c) show absorption for optical depths
of d = 1, 10, 100, respectively. In general, the larger excited state linewidths
are able to absorb broadband photons with higher efficiency as they have
lesser linewidth-bandwidth mismatch. Absorption can also be increased by
increasing optical depth, but this is typically a less effective strategy for
increasing efficiency than increasing atomic linewidth at the same opti-
cal depth. The oscillations that appear in Fig. 3(b)-(c) are due to periodic
backaction of the atomic ensemble onto the photon temporal distribution
and the formation of zero-area photon pulses (Costanzo et al., 2016). The
takeaway from Fig. 3 is that high efficiency at broad photon bandwidths is
difficult to achieve with (relatively) narrowband atomic transitions, and this
is due to linewidth-bandwidth mismatch. This issue introduces a trade-
off between efficiency and lifetime, since narrowband atomic transitions
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Figure 3 Calculated upper bounds on memory efficiency based on linear absorption,
demonstrating the linewidth-bandwidth mismatch problem for photon bandwidths
between 10 MHz and 1 THz, assuming excited state linewidths of 1, 10, 100 MHz, and 1
GHz, and peak optical depths of (a) d = 1, (b) d = 10, and (c) d = 100.

are useful for preserving the coherence of collective atomic states for long
timescales, but lead to lower memory efficiency for broadband pulses.

One resolution to the linewidth-bandwidth mismatch problem has been
demonstrated in recent work in hot atomic barium (Shinbrough et al.,
2023, 2022). This approach relies on large, tunable modification of the
homogeneous excited state linewidth to better match broadband photons,
where the linewidth modification is mediated by the intentional and con-
trollable introduction of collisional dephasing. This technique creates broad
homogeneous excitation linewidths that allow for complete absorption and
storage of broadband photonic quantum states in a system that would oth-
erwise exhibit relatively narrowband transitions. This approach yields a
demonstrated storage efficiency of 95.6±0.3% for ultrashort photons (500
fs), which to our knowledge is the highest measured storage efficiency to
date for any atomic-ensemble memory with bandwidth >10 MHz, and ri-
vals the efficiencies demonstrated in delay-line and fiber-based memories,
as is discussed further in Sec. 4.

The controlled homogeneous broadening approach described in Shin-
brough et al. (2023, 2022) constitutes a novel technique for alleviating the
linewidth-bandwidth mismatch problem, but it is not the only technique.
In particular, the use of far-off-resonant schemes for quantum memory
in atomic ensembles is well known, and similarly alleviates the linewidth-
bandwidth mismatch problem, albeit through a different mechanism. In
far-off-resonant memory protocols, memory bandwidth is not limited by
the narrowband atomic transitions, as the large detuning adiabatically elim-
inates the excited state. This elimination of the excited state also eliminates
the restriction on memory bandwidth posed by the excited state linewidth;
however, this advantage comes at the cost of large control field power nec-
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essary to drive the off-resonant two-photon transition. This requirement of
large control field powers can be difficult to satisfy in experiment, and also
tends to lead to low efficiency at broad photon bandwidths (see Sec. 4). By
contrast, the technique of Shinbrough et al. (2023, 2022) can be applied
on or near resonance, and therefore requires significantly less control field
power than the far-off-resonant schemes, and can achieve similar memory
bandwidths. A third technique for alleviating linewidth-bandwidth mis-
match relies on inhomogeneous broadening of the otherwise narrowband
atomic transitions, either in a controlled fashion (i.e., in the CRIB proto-
col; see Sec. 2.1) or by the choice of hardware that intrinsically possesses
inhomogeneity (i.e., rare-earth ions doped in solids; see Sec. 2.2.3). This
technique can in principle be used to create inhomogeneous linewidths that
match broad photon bandwidths, and therefore allow for high-efficiency,
broadband quantum memory; however, the external fields necessary in the
controllable case tend to be large and experimentally challenging to gen-
erate, and in the intrinsic case the inhomogeneity introduces dephasing
during the storage operation that tends to lead to lower efficiencies upon
retrieval when compared to the homogeneous case.

Regardless of efficiency, broadband atomic ensemble quantum mem-
ories tend to possess short memory lifetimes, mostly for technical (rather
than fundamental) reasons. Narrowband atomic |s〉 → ∣∣g〉 transitions are de-
sirable and necessary for achieving long memory lifetimes, but in practice
in the broadband regime either inhomogeneous broadening (e.g., mo-
tional dephasing) or intrinsic material constraints (e.g., phonon lifetimes)
tend to limit memory lifetime. That said, recent techniques have been de-
veloped to alleviate inhomogeneous broadening of the storage state (see
Finkelstein et al., 2021, and Sec. 2.2.1), which may allow for simultaneous
high-efficiency, broadband, and long-lived quantum memory operation.
Even short-lived photonic quantum memories are useful, however, for
such applications as quasi-on-demand single-photon generation and multi-
photon quantum-state preparation (Nunn et al., 2013; Finkelstein et al.,
2018), short-timescale synchronization, mode conversion (Fisher et al.,
2016; Saglamyurek et al., 2014), and local quantum processing (Campbell et
al., 2014), among others. Each quantum application employing quantum
memory places different constraints on acceptable memory performance,
and for some applications short memory lifetime is not prohibitive.
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1.4 Metrics
In what follows we give a brief description of the relevant metrics for
quantum memory performance that have been developed in the literature:

Efficiency – Quantum memory efficiency describes the integrated inten-
sity ratio of photons sent in to the memory, and those retrieved from it:

η =
∫ ∞
−∞ dτ |Aout(τ )|2∫ ∞
−∞ dτ |Ain(τ )|2 =

∫ ∞
−∞ dω|Aout(ω)|2∫ ∞
−∞ dω|Ain(ω)|2 , (7)

where Ain(τ ) [Ain(ω)] and Aout(τ ) [Aout(ω)] describe the incident and re-
trieved photon amplitude in the temporal (spectral) domain, respectively.

Memory efficiency in atomic ensembles is determined by two processes,
storage (or read-in) and retrieval (or read-out), which each have inde-
pendent efficiencies ηstor and ηret, respectively, where η = ηstorηret. These
efficiencies correspond to the integrated intensity ratio of photons sent in
to the memory and the population entering the collective atomic storage
state, |Bout(z)|2, and the integrated intensity ratio of photons retrieved from
the memory and the same collective atomic state:

ηstor =
∫ 1

0 dz|Bout(z)|2∫ ∞
−∞ dτ |Ain(τ )|2 , ηret =

∫ ∞
−∞ dτ |Aout(τ )|2∫ 1
0 dz|Bout(z)|2

, (8)

where z = 1 in normalized units refers to the full length of the atomic
ensemble, and where again spectral derivatives may be substituted for the
temporal derivatives with impunity.

An important figure of comparison for memory efficiency is the optimal
efficiency at a given optical depth, d. Described in Nunn (2008); Gorshkov
et al. (2007a,c), available atom number and optical depth of an atomic
ensemble impose an upper limit on the achievable memory efficiency of a
given system. The optimal bound on storage efficiency, ηopt, is calculated
by finding the largest eigenvalue of the antinormally ordered storage kernel

K(z,z′) = d
2
e−d(z+z′)/2I0(d

√
zz′), (9)

where I0(x) is the zeroth order modified Bessel function of the first kind.
The optimal bound on retrieval efficiency is also ηopt. Typically, optimal
retrieval is only achievable for backward retrieval of the signal field (Gor-
shkov et al., 2007a); forward retrieval of the signal field typically suffers
from reabsorption loss, as the signal field is reabsorbed by the atoms as it
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propagates through the ensemble after retrieval (Nunn, 2008). The optimal
bound on total memory efficiency is η2

opt ≥ η.

Bandwidth – Memory bandwidth corresponds to the full width at half
maximum of the signal photon spectral intensity stored and retrieved in the
memory. For a Gaussian-shaped signal field amplitude Ain(τ ) ∝ e−τ2/4σ 2 ,
where σ = τFWHM/(2

√
2 ln2) in terms of the signal temporal intensity full

width at half maximum (τFWHM), the Fourier-transform-limited photon
bandwidth is BW = 2 ln2/(πτFWHM). The bandwidth of a quantum mem-
ory determines the memory’s compatibility with short-duration pulses,
which is of critical importance to real-world quantum applications that
benefit from large clock rates and high processing speeds (Reim et al.,
2010; Cacciapuoti et al., 2019).

Memory lifetime – The lifetime of an atomic ensemble quantum mem-
ory, T , typically corresponds to the time it takes for the retrieved photon
population [〈Aout〉 ∝ ∫ ∞

−∞ dτ |Aout(τ )|2] to reach 1/e of its maximum value.
Assuming the retrieval control field pulse remains unchanged aside from its
arrival time in the atomic ensemble, this is equivalent to the time it takes
for the collective atomic state population [〈Bout〉 ∝ ∫ 1

0 dz|Bout(z)|2] to reach
1/e of its maximum value. Occasionally, the 1/2 lifetime of a memory is
given instead of the 1/e lifetime and a conversion factor depending on the
decay model must be used to compare memories (e.g., for exponential de-
cay, the 1/e lifetime T and 1/2 lifetime T1/2 are related by T1/2 =T ln2; for
Gaussian decay, T1/2 =T

√
ln2).

Time-bandwidth product – A relevant figure of merit for most quan-
tum protocols is the time-bandwidth product, defined as the product of
memory lifetime and spectral bandwidth, TBP = T × BWπ/(2 ln2). This
figure provides a metric for the fractional delay produced by the memory
in units of the photon duration, TBP = T/τFWHM. Broadband quantum
memories may have equivalent or even larger time-bandwidth product at
short storage times compared to narrowband quantum memories with long
storage times.

Noise – Noise is a critical figure of merit for determining the performance
of a quantum memory. Even if the photon retrieved from a quantum mem-
ory is retrieved in the same quantum state as the input with unit efficiency,
the presence of noise photons in addition to the retrieved signal renders
such a memory useless for almost every quantum application. This impor-
tance of noise relates to whether a memory qualifies as ‘quantum’—true
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Figure 4 Schematic of atomic ensemble quantum memory during the (a) storage and
(b) retrieval stages. The classical control field is shown in green, the quantum signal field
in red, and the noise field in blue.

‘quantum’ memories must demonstrate below (ideally far below) 1 noise
photon per retrieved signal photon, such that they do not contaminate the
quantum states they store.

The noise performance of quantum memory can be quantified sev-
eral different ways. The most popular metrics for determining noise per-
formance are: 〈nnoise〉, the average number of noise photons produced
per pulse that overlap with the retrieved signal field; signal-to-noise ra-
tio at 1 input photon/pulse (SNR), which is the signal-to-noise-ratio of
the retrieved signal population to the average number of noise photons
[SNR = 〈Aout〉/〈nnoise〉 = η〈Ain〉/〈nnoise〉 = η/〈nnoise〉], evaluated when on
average 1 photon per pulse is sent into the memory (〈Ain〉 = 1); Fnoise, the
single-photon fidelity of the memory, defined as Fnoise = 1 − 1/(SNR + 1),
which is a measure of the fidelity of retrieving the stored signal pho-
ton rather than a noise photon, and which may be approximated as
Fnoise = 1−1/SNR in the limit of large SNR; and μ1, which is the ratio of
the average number of noise photons per pulse to the memory efficiency,
μ1 = 〈nnoise〉/η = 1/SNR.

Some caution must be exercised in using each of these metrics, as am-
biguity exists in the definition of SNR. As shown in Fig. 4(b), the total
photon field retrieved from a memory is made up of two contributions,
which we call the signal (shown in red) and the noise (blue). Occasion-
ally, the total photon field retrieved (signal and noise) is referred to as the
“signal,” in which case the signal-to-noise ratio is reported as what we
would consider the ‘total-to-noise’ ratio (TNR). The two are related by
TNR = SNR + 1.

Fidelity – Independent from the noise performance of a memory, one
can consider the overlap of the retrieved photon quantum state with the
quantum state of the photon before it was sent into the memory. The
definition of this fidelity typically depends on the degree of freedom of
interest where quantum information is encoded, as in the case of quantum
process tomography for polarization-encoded photonic qubits (England et
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al., 2012), and can be performed for a single input state or averaged over
multiple input states (He et al., 2009). Typically, fidelity is defined in terms
of a state overlap F = |〈�out|�in〉|2 for pure states or F = 〈�in|ρout|�in〉 for
mixed states, which, in the temporal domain, can be expanded as

F =
∣∣∫ ∞

−∞ dτ A∗
out(τ − τd)Ain(τ )

∣∣2∫ ∞
−∞ dτ |Ain(τ )|2 ∫ ∞

−∞ dτ |Aout(τ )|2 , (10)

where τd is the time delay between incident and retrieved pulses. This
definition of fidelity is sometimes called the “waveform likeness” (Chen et
al., 2013; Wang et al., 2019; Wei et al., 2020b), as it compares the likeness
of the incident and outgoing temporal waveforms, where the outgoing
waveform typically encounters some distortion [see Fig. 4(a) and (b)]. In
experiment, this is typically measured via intensity interferometry, where a
reference pulse identical to the incident signal field is interfered with the
retrieved pulse. Often in this case the interferometric visibility is reported
in place of fidelity (Reim et al., 2010; Saglamyurek et al., 2018).

Fidelity is a critical figure of merit as it relates to the degree of phase-
and entanglement-preservation of a memory. Phase- and entanglement-
preservation are critical to the use of quantum memories in quantum
repeaters (Sangouard et al., 2011), for example, among other applications.

Adiabaticity – The adiabaticity of a free-space atomic ensemble quantum
memory is given by dτFWHMγ , where d and τFWHM are as defined above,
and γ is the coherence decay rate of the intermediate excited atomic state
of the three-level atomic system (� = 2γ is the population decay rate).
Described in detail in Gorshkov et al. (2007c,a,b), quantum memories
which satisfy dτFWHMγ � 1 are considered adiabatic, and memories with
dτFWHMγ ∼ 1 are typically considered non-adiabatic. The adiabatic condi-
tion dτFWHMγ � 1 ensures that for efficient memory operation the signal
field bandwidth (∝ 1/τFWHM) will be smaller than, or a similar order to, the
excited state linewidth. It also ensures that the control field used to mediate
the memory operation will be weak and long in duration relative to the
timescale of evolution of the atomic states. All of these conditions together
allow for adiabatic elimination of the atomic polarization in the equations
of motion described in Sec. 1.2.

Multimode capacity – A quantum memory capable of storing and re-
trieving multiple photonic qubits independently at overlapping times is
considered multimode, as opposed to a single-mode memory, which must
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store and retrieve a given photon and reinitialize before it is prepared to
store and retrieve another. Atomic ensembles may demonstrate multimode
capacity in a number of different degrees of freedom, including tempo-
ral mode (Nunn et al., 2008), angular wavevector (Surmacz et al., 2008),
three-dimensional spatial position (Pu et al., 2017), time bin (Afzelius et
al., 2009), and frequency bin (Sinclair et al., 2014).

Multimode capacity is typically defined relative to a reference efficiency,
ηref. The multimode capacity N of a quantum memory corresponds to the
largest number of independent modes that can each be stored with at least
ηref efficiency.

Sensitivity – The sensitivity of atomic ensemble quantum memory is
a metric that has been discussed only recently (Shinbrough and Lorenz,
2022; Teja and Goyal, 2021). Memory sensitivity relates to a memory’s
performance in the presence of experimental noise, including fluctuations
and drift in memory parameters such as optical depth and atomic tran-
sition linewidth as well as in the optical control field parameters used in
the memory interaction. A memory that is less sensitive is more robust to
experimental noise, and vice versa.

Memory sensitivity may be quantified in a number of different ways,
and memory sensitivity may in principle refer to the sensitivity of any of
the metrics of this section in the presence of experimental noise. The typ-
ical case, however, concerns changes in memory efficiency in the presence
of noise. When short-timescale fluctuations lead to changes in memory ef-
ficiency, the memory sensitivity is given in terms of the variance of memory
efficiency in the presence of fluctuations ζ in parameters X

V fluc
η

(
X

) =Vζ [η(X + ζ )], (11)

where X is the mean parameter value averaged over a large number of
fluctuations, and where Vx[y(x)] = ∫

dxy2(x)P(x) − [∫ dxy(x)P(x)]2 is the
unconditional variance of y obtained when x fluctuates with some probabil-
ity distribution P(x). The resulting standard deviation in memory efficiency

can then be reported as σ fluc
η (X ) =

√
V fluc

η (X ).
When long timescale drift in experimental conditions lead to changes

in memory efficiency, and only one parameter of the system drifts, the
memory sensitivity can be calculated via the one-at-a-time (OAT) variance

VOAT
η (X ) =VX [η(X )], (12)
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where X varies uniformly over a finite range, X ∈ [Xmin,Xmax] centered

on X . Again, the standard deviation σOAT
η (X ) =

√
VOAT

η (X ) may be used
to quantify the change in memory efficiency due to changes in X . In the
case where multiple experimental parameters X = (x1, ...,xN ) drift simulta-
neously, a global variance-based sensitivity analysis is required, wherein the
most prevalent sensitivity measure is the first-order Sobol’ variance (Sobol,
2001; Sobol and Kucherenko, 2005; Sobol, 1993)

Vi =Vxi{E[η(X )|xi]}, (13)

where the inner expectation value, E[·], corresponds to the mean of η(X )

when X is varied over all possible values in a finite range at fixed xi. The
outer variance then measures the variance of this mean with respect to
changes in xi. The first-order Sobol’ sensitivity index for parameter xi can
then be calculated as

Si =Vi/Vtot, (14)

where Vtot is the total variance VX [η(X )] observed over the range of inter-
est.

Telecom compatibility – Quantum memories are often proposed for
use before, after, or inside networks of optical fiber. As linear absorption
in standard silica optical fiber reaches a minimum at 1310 and 1550 nm
(Miya et al., 1979), the telecom O- and C-band, respectively, a quantum
memory compatible with these wavelengths is desirable. If 1310 or 1550
nm operation is not possible, other less-standard telecommunications bands
exist in the range of 1260-1675 nm, and wavelength compatibility within
this range is more desirable than outside this range. Telecom compatibility
is therefore typically a binary metric, designating whether or not a quantum
memory is capable of storage and retrieval of photons between 1260 and
1675 nm center wavelengths, where special attention is given to 1310 nm
and 1550 nm operation.

Latency – As with any technical device, latency describes the amount of
time required by a quantum memory for initialization and preparation be-
fore storage and retrieval of photonic quantum states is possible. A useful
figure of merit for this aspect of quantum memory operation is the mem-
ory’s duty cycle, defined as the ratio of the amount of time the memory is
capable of storage and retrieval to the total cycle time necessary for initial-
ization and subsequent memory operation (Leung et al., 2022a). In general,
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a memory with a larger duty cycle (ideally 100%) is preferable to a memory
with a smaller duty cycle.

Size, weight, and power (SWaP) – Of practical importance to the use of
quantum memories in real-world quantum applications is the size, weight,
and power consumption of the memory. Typically these metrics are not re-
ported exactly in the scientific literature, and may be hard to estimate, but
general trends can be intuited (such as, for example, that an atomic vapor
cell held at a higher temperature will have a higher power consumption
than a cooler one, and memories requiring high control field optical pow-
ers will have higher power consumption than those with low powers). In
general, a memory with a smaller SWaP is preferable to a memory with a
larger SWaP.

Device lifetime – The lifetime of a quantum memory device is also of
practical importance. In the limiting case, a quantum memory that is single-
use — only capable of storing and retrieving one photonic quantum state
before the device needs to be replaced — has virtually no practical appli-
cation. All quantum memories in the literature exceed this limit; however,
some platforms tend to demonstrate longer device lifetimes than others and
again general trends can be intuited based on the required temperatures,
pressures, and experimental components.

2. Protocols and hardware
2.1 Atomic quantummemory protocols

Many protocols for quantum memory operation in atomic ensembles exist
based on distinct and quite disparate physical mechanisms. This section
provides a brief review of the ensemble memory protocols found in the
literature to date. We comment on the advantages of each memory in terms
of the metrics described above in Sec. 1.4, focusing in particular on the
bandwidth limitations of each protocol.

Electromagnetically induced transparency (EIT)
Electromagnetically induced transparency (EIT) in atomic ensembles is a
phenomenon characterized by optical transparency at wavelengths resonant
with the

∣∣g〉 → |e〉 atomic transition (see Fig. 1), which normally exhibits
significant attenuation, and an associated reduction in group velocity of
the incident signal field (Fleischhauer et al., 2005). This transparency and
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slowed group velocity is due to the presence of a second, strong optical con-
trol field which couples the excited and metastable atomic states (|e〉 ↔ |s〉),
where the |e〉 → |s〉 transition is dipole allowed but the |s〉 → ∣∣g〉 transition
is forbidden. This is a quite general phenomenon; for the purposes of this
work we focus on EIT harnessed for quantum memory, where the ‘slow
light’ of general EIT is transformed into ‘stopped light’ via adiabatic atten-
uation of the control field (Fleischhauer and Lukin, 2002).

The pulse sequence for this protocol is as follows: A control field of
duration longer than the signal field (τ ctrl

FWHM > τFWHM) enters the medium
ahead of the signal field in time (�τ ctrl < 0). This opens a spectral trans-
parency window at the signal frequency. This window is then slowly closed
after the signal field enters the medium via attenuation of the control field.
The signal field is thereby compressed and trapped in the medium in a
superposition of the metastable and ground states of the atoms. This pro-
tocol is described in the narrowband regime in Fleischhauer et al. (2005);
Fleischhauer and Lukin (2000, 2002); Phillips et al. (2001); Lvovsky et al.
(2009); Gorshkov et al. (2007c), and in the broadband regime in Rastogi
et al. (2019); Wei et al. (2020b).

Numerous experimental implementations of the EIT protocol for quan-
tum memory exist (a review of most EIT quantum memory implementa-
tions can be found in Heshami et al. (2016); Lvovsky et al. (2009); Ma
et al. (2017); Lei et al. (2022); Novikova et al. (2012)). Efficiencies as
high as 92% have been demonstrated (Hsiao et al., 2018), as well as—
separately—memory lifetimes verging on 1 minute (Dudin et al., 2013;
Heinze et al., 2013). As EIT memory requires adiabatic elimination of the
excited state however, either large optical depths or narrow bandwidths
(relative to the excited state linewidth) are required to fulfill the adiabatic-
ity criterion dτFWHMγ � 1 (Rastogi et al., 2019; Shinbrough et al., 2021).
To date this has limited operation of EIT-based quantum memory to band-
widths of 170 MHz (Wolters et al., 2017) or less.

Noise operation in EIT systems tends to be limited by either four-wave-
mixing (FWM) or control field noise. FWM noise occurs when the strong
control field operates off-resonantly along the

∣∣g〉 → |e〉 transition, generat-
ing a spontaneous Stokes or idler photon along |e〉 → |s〉, before operating
again along the |s〉 → |e〉 transition, generating an anti-Stokes or ‘spuri-
ous signal’ photon along |e〉 → ∣∣g〉, which overlaps with the retrieved signal
photon in all degrees of freedom. Control field noise occurs when there
is a small frequency difference between signal and control field, and thus
spectral isolation of the signal field is difficult to attain. Compared to ATS
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and SR memory protocols (discussed below) at the same bandwidth, EIT
exhibits larger FWM noise due to its comparatively larger requirements
on optical depth and control field Rabi frequency (Rastogi et al., 2022;
Saglamyurek et al., 2021). FWM noise in EIT is very well characterized
(Phillips et al., 2011; Lauk et al., 2013; Geng et al., 2014) and many tech-
nical solutions to both control field and FWM noise exist (Ma et al., 2018;
England et al., 2015; Zhang et al., 2014; Nunn et al., 2017; Dabrowski et
al., 2014; Thomas et al., 2019).

In ladder systems, the EIT protocol is often referred to as fast lad-
der memory (FLAME), and may include a small detuning from resonance
(Finkelstein et al., 2018, 2021; Davidson et al., 2022).

Autler-Townes Splitting (ATS)
The Autler-Townes Splitting (ATS) memory protocol is closely related to
the EIT protocol (Rastogi et al., 2019; Shinbrough et al., 2021), but typ-
ically operates most efficiently at lower optical depths and broader photon
bandwidths, placing it in the non-adiabatic class of quantum memories
(dτFWHMγ ∼ 1). The physical mechanism of ATS quantum storage relies
on dynamic control of the Autler-Townes doublet created in the

∣∣g〉 → |e〉
absorption profile in the presence of a strong control field. By generating
a dynamic Autler-Townes doublet that scans across the full bandwidth of
the signal field (which is typically of the same order as the excited state
linewidth, �) as it propagates through the atomic ensemble, uniform atten-
uation of the signal field in frequency can be achieved that ensures coherent
population transfer to the spin wave state (Saglamyurek et al., 2018).

The pulse sequence used to generate the appropriate dynamical Autler-
Townes splitting consists of a control field pulse of similar duration to the
signal field (τ ctrl

FWHM ∼ τFWHM) that arrives at the atomic ensemble contem-
poraneously with the signal field (�τ ctrl ∼ 0) and possesses net control field
pulse area (overlapping with the signal field) of 2π .

As the bandwidth of the signal field increases, the effective optical depth
of the

∣∣g〉 → |e〉 transition decreases due to increasing necessary Autler-
Townes splitting, and as the bandwidth of the signal field decreases, popula-
tion in the atomic polarization state experiences increased decoherence due
to the increased duration of the protocol (Saglamyurek et al., 2018). Both
of these effects lead to decreased memory efficiency, and therefore lead to
an optimal photon bandwidth for a given ATS memory that is typically
of order BW ∼ � (Saglamyurek et al., 2018; Rastogi et al., 2019; Shin-
brough et al., 2021). This leads to favorable memory bandwidth compared
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to the EIT protocol in the same memory; however, to date ATS memories
have been limited experimentally to bandwidths of 20 MHz (Rastogi et al.,
2019) and below.

Superradiance (SR) mediatedmemory
Superradiance (SR) mediated memory is another on-resonant non-
adiabatic protocol, similar to the ATS protocol, but with distinct char-
acteristics. The protocol (Rastogi et al., 2022) relies on the effect of
superradiance (Rehler and Eberly, 1971), which is characterized by cooper-
ative spontaneous emission in atomic ensembles. The superradiant quantum
memory protocol has three stages: absorption, writing, and retrieval. In the
absorption stage, the signal photon is absorbed linearly along the

∣∣g〉 → |e〉
transition of the ensemble and thereby prepares the ensemble in a timed-
Dicke state (Roof et al., 2016) with a decay time shorter than the bare
atomic excited state lifetime, as the induced ordered spatial phase distribu-
tion encourages the coherent enhancement of radiation in the direction of
the absorbed photon. This short decay time makes SR memory compatible
with photons with bandwidth greater than the bare excited state linewidth,
BW > �. To suppress superradiant emission of the absorbed photon and
realize photon storage, the writing stage starts directly after the absorption
stage, within the superradiant decay time TSR. This process is accomplished
by sending in a control field with π pulse area and duration τ ctrl

FWHM �TSR,
which maps the generated atomic polarization to a collective spin excita-
tion. During the retrieval process, another π-pulse control field is applied
and the photon is superradiantly emitted.

Optimizing the absorption process in SR memory requires shaping the
temporal profile of the signal photon to match the time-reversed superradi-
ant decay. The optimal shape of the photon is therefore exponentially rising
with time constant inversely proportional to the linewidth � and the opti-
cal depth d. Currently, the first demonstration of SR memory has achieved
storage of signal photons with time constants down to 10 ns and 3% mem-
ory efficiency (Rastogi et al., 2022). The lower-than-expected efficiency
is due to a long experimental control pulse duration τ ctrl

FWHM that does not
completely satisfy the condition τ ctrl

FWHM �TSR. When compared with EIT
and ATS protocols, the SR protocol requires less optical depth for the same
memory efficiency at the cost of higher control power. Four-wave mixing
noise in SR memory appears to be on par with EIT but much higher than
ATS memory.
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Absorb-then-transfer (ATT)
Similar to SR memory, the absorb-then-transfer (ATT) memory protocol
(Moiseev and Kröll, 2001; Vivoli et al., 2013; Gorshkov et al., 2007c; Car-
valho et al., 2020) occurs in three physically distinct stages. As the name
suggests, the first two stages correspond to linear absorption along the∣∣g〉 → |e〉 transition in the absence of the control field, then a short delay
later the application of a π-pulse control field along the |e〉 → |s〉 transition
that transfers population from the atomic polarization coherence (

∣∣g〉 ↔ |e〉)
to the spin wave coherence (

∣∣g〉 ↔ |s〉). These two stages implement the stor-
age operation. When retrieval is desired, another control field pulse with π

pulse area is applied to the atomic ensemble, transferring population back
to the atomic polarization coherence, which then emits the stored signal
field through dipolar radiation. This memory protocol is distinct from the
photon-echo protocols discussed below as it relies on homogeneous broad-
ening of the intermediate excited state rather than (reversible or structured)
inhomogeneous broadening.

In order to optimize storage efficiency in the ATT protocol, the storage
control field arrival should be synchronized in time with the first zero of
the complex signal field amplitude evaluated at the middle of the ensemble
(L/2) (Carvalho et al., 2020). This protocol can implement optimal pho-
ton storage (i.e., ηstor = ηopt) for large optical depths, when the adiabaticity
criterion dτFWHMγ � 1 is satisfied (Vivoli et al., 2013). As this protocol is
typically employed when τFWHMγ < 1, this implies d � 1/(τFWHMγ ).

Near-off-resonant memory (NORM) operation of ATT was intro-
duced in Shinbrough et al. (2023) as a means to achieve higher efficiency
than resonant ATT when control field power is constrained. NORM bal-
ances reabsorption loss, which is worst on resonance at large optical depths,
and finite available control field power, which leads to lower efficiency at
larger detuning. NORM operation is not necessary in the ideal case, for
example, investigated in Shinbrough et al. (2021), when all parameters of
the control field are optimized to improve memory efficiency. NORM op-
eration only appears to help in the case when one parameter of the control
field is constrained, as is frequently the case experimentally. Future work is
needed to investigate this behavior theoretically.

The NORM ATT protocol is well-suited for broadband operation, as
was recently demonstrated in Shinbrough et al. (2023) and Shinbrough et
al. (2022) in atomic barium vapor. A storage efficiency of 95.6±0.3% was
reached for ultrashort photons (500 fs), which, as noted in Sec. 1.3, is the
highest attained for bandwidths >10 MHz (see Fig. 9 in Sec. 4.1). The
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total efficiency was measured to be 31±1% at 900 ◦C, limited by control
field power. The lifetime of this memory was measured to be 0.49(1) ns
at 900 ◦C, which, while not long in absolute terms, is significantly better
than the ∼ps level lifetimes that are typical of solid-state THz memories
(see Sec. 4.2), which are usually assumed to be population-lifetime lim-
ited; the bare atomic 0.25 sec population lifetime of the storage state used
in atomic barium leaves large room for improvement. This lifetime corre-
sponds to a time-bandwidth product of TBP = 980 ± 20. In terms of noise
performance, a signal-to-noise ratio of SNR =(8.2±1.3)×103 is measured
for an input of 1 photon per pulse, leading to a single photon fidelity of
F = 0.99988(2). This noise performance is on par with the lowest noise
ladder-type atomic ensemble memory systems (Kaczmarek et al., 2018;
Finkelstein et al., 2018; Thomas et al., 2022; Davidson et al., 2022), as
shown in Sec. 4.3. The exceptional noise performance of this memory is
explained by the ultra-large ground-storage state splitting, which is so large
(∼340 THz) that it eclipses the excited-storage state splitting (∼200 THz),
the transition operated along by the control field. This means that, to first
order, the control field frequency is insufficient to excite four-wave mixing
noise, which is the dominant noise contribution in almost all other �-type
memories. This large ground-storage state splitting also virtually eliminates
noise from thermal population of the storage state, and furthermore allows
for near complete spectral suppression of control field leakage noise into
the signal path.

Off-resonant Raman
The off-resonant Raman memory protocol (Nunn et al., 2007) is well-
suited for storage and retrieval of broadband photons. In a typical �-type
or ladder system, the strong control field, which is off-resonant from the ex-
cited state |e〉 by a detuning � (see Fig. 1), enables a two-photon transition
between the ground state

∣∣g〉 and storage state |s〉. In the storage process,
the signal photon, which is also detuned by � from the

∣∣g〉 → |e〉 transition,
is spatially and temporally overlapped with the control field and is thereby
mapped onto a collective spin-wave excitation. A subsequent retrieval field
(typically the same as the storage field) is then applied to the atomic en-
semble and the stored photon is deterministically released, completing the
retrieval process.

In the off-resonant Raman limit, the detuning is much greater than
the excited state linewidth, the bandwidths of signal and control fields,
and the control field Rabi frequency |�| � �, BW , |�(τ)|. This allows



Broadband quantum memory in atomic ensembles 321

the off-resonant Raman protocol to operate in the adiabatic regime where
the excited state is eliminated. In principle, this may also allow for the
storage and retrieval of photons with arbitrary temporal shapes, and for
arbitrary temporal shaping upon retrieval, depending on the shape of the
control field. The memory efficiency for this protocol is proportional to the
optical depth and control pulse energy and is inversely proportional to the
detuning. The bandwidth of storage is typically only limited by the energy
splitting between ground and storage states, and has therefore exceeded 1
THz in experiment (England et al., 2015; Fisher et al., 2017; England et al.,
2013; Bustard et al., 2013). Due to the large detuning, four-wave mixing
noise is typically dominant over control field leakage noise and other noise
contributions.

In ladder systems, the off-resonant Raman protocol with few modifi-
cations is referred to as off-resonant cascaded absorption (ORCA) (Kacz-
marek et al., 2018; Thomas et al., 2022).

Controlled reversible inhomogeneous broadening (CRIB)
In atomic ensembles that exhibit inhomogeneous broadening of the op-
tical transition, the atomic coherence generated by the absorption of the
incoming signal will begin to rapidly dephase. Controlled reversal of the
inhomogeneous broadening at a time t following absorption leads to time-
reversal of this dephasing and the subsequent re-emission of the signal field
at time 2t (Campbell et al., 2019; Sangouard et al., 2007; Kraus et al., 2006;
Moiseev and Kröll, 2001; Lvovsky et al., 2009; Simon et al., 2010). A re-
view of the equations of motion governing this process can be found in
Sec. 3.1 of this chapter and in the proposal of this protocol, Ref. (San-
gouard et al., 2007). This memory protocol is commonly referred to as
controlled reversible inhomogeneous broadening (CRIB). The bandwidth
for this protocol is set by the inhomogeneous broadening of

∣∣g〉 → |e〉 tran-
sition (Campbell et al., 2019; McAuslan et al., 2011). A subset of these
protocols are the gradient echo memories (GEM) in which the controlled
inhomogeneous broadening is given by a spatial electric or magnetic field
gradient (Campbell et al., 2019).

The efficiency of CRIB is derived in Sangouard et al. (2007); Simon et
al. (2010). For a narrow absorption feature of initial linewidth γ0 that has
been inhomogeneously broadened to γ , the efficiency of CRIB is given
by:

ηCRIB = (1 − e−dγ0/γ )2 (15)
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where d is the optical depth of the unbroadened line. The efficiency goes
as the square of the probability of absorption, as the retrieval process is
given by time-reversed absorption (Simon et al., 2010; Moiseev, 2007).
Additional considerations and expressions for the efficiency are discussed in
Lvovsky et al. (2009); Longdell et al. (2008). To date, the bandwidth and
efficiency of experimental implementations of the CRIB protocol have
been limited to ∼ 0.7 MHz and 69%, respectively (Hedges et al., 2010).

Gradient echomemory (GEM)
Gradient echo memories (GEM) are an implementation of the CRIB pro-
tocol in which the inhomogeneous broadening is given by a (typically
spatial) electric or magnetic field gradient (Campbell et al., 2019; Lvovsky
et al., 2009; Simon et al., 2010). In these schemes, the spatial gradient gives
rise to a spatially dependent detuning that can be reversed by changing the
sign of the gradient. The GEM protocol consequently does not require
backward propagation of the signal for high efficiency (Campbell et al.,
2019). GEM was first implemented at the few-photon level over a decade
ago using light in the telecommunications C-band, at a bandwidth of 5
MHz, with a storage time of several hundred nanoseconds (Lauritzen et al.,
2010). Implementations in cold atomic ensembles have also been demon-
strated over the last decade (Leung et al., 2022b; Sparkes et al., 2013, 2010),
however the bandwidths demonstrated (sub-MHz) tend to be small due to
the difficulty in generating GHz-THz inhomogeneous linewidths.

Atomic frequency comb (AFC)
The atomic frequency comb (AFC) protocol is an inherently multimode

photon echo memory that utilizes many narrow, periodically spaced ab-
sorption features created in a broad inhomogeneous

∣∣g〉 → |e〉 line by optical
pumping (De Riedmatten et al., 2008; Afzelius et al., 2009; Lvovsky et al.,
2009; Campbell et al., 2019; Heshami et al., 2016; Simon et al., 2010).
Contrary to the CRIB and GEM protocols, the periodic structure of this
frequency comb itself leads to periodic rephasing, without the need for ex-
ternal fields to reverse the inhomogeneity. The periodic structure has total
width �, and is composed of narrow comb teeth of linewidth γ evenly
spaced in frequency by �. The finesse of the comb teeth is then F = �/γ .
Since atoms are selectively removed from the inhomogeneous line to form
the comb structure, the optical depth of the transition has been reduced
approximately by a factor of F (De Riedmatten et al., 2008; Afzelius et al.,
2009).
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Figure 5 Schematic of the atomic frequency comb (AFC) memory. A periodic comb
structure of total width � is formed in the inhomogeneous line. The comb teeth have
linewidth γ and are evenly spaced by �. More details can be found in Afzelius et al.
(2009).

Signal bandwidths compatible with the AFC protocol must satisfy � <

BW � �. Upon absorption of the signal field, the periodic structure of the
frequency comb causes the atomic coherence to rephase after a time 2π/�,
leading to subsequent reemission of the signal field. The AFC protocol thus
possesses a fixed, predetermined storage time set by the spacing of the comb
teeth; however, prolonged and arbitrary storage times can be achieved by
mapping the coherence to a third metastable state, |s〉, via optical π-pulses
(Afzelius et al., 2009; Lvovsky et al., 2009; Campbell et al., 2019), as shown
in Fig. 5.

Retrieval of the signal field in the forward direction is limited to a
maximum efficiency of 54% due to reabsorption of the signal field by the
medium (Afzelius et al., 2009; Lvovsky et al., 2009; Campbell et al., 2019),
and is given by the closed form ηAFC ≈ (d/F )2e−7/F2e−d/F . Retrieval of
the signal field in the backward direction is not subject to this constraint,
and is given by ηAFC ≈ (1 − e−d/F )2e−7/F2

(Afzelius et al., 2009).
A distinct advantage of the AFC protocol is that the total number of

temporal modes that can be stored does not depend on the optical depth of
the medium, but rather the total number of comb teeth that are prepared
(Simon et al., 2010). In contrast, the capacity of the EIT protocol to store
N modes scales as

√
d, and for the CRIB protocol, for sufficiently large

optical depth, the number of modes N scales linearly with d (Afzelius et al.,
2009; Simon et al., 2010; Lvovsky et al., 2009).

Out of those protocols employing an inhomogeneously broadened∣∣g〉 → |e〉 transition, the AFC protocol tends to be the most broadband,



324 Kai Shinbrough et al.

where bandwidths up to 50 GHz at an efficiency of 1.8% have been
demonstrated in the literature (Saglamyurek et al., 2016).

Revival of silenced echo (ROSE)
The two-pulse photon echo is a natural candidate for quantum memory in
inhomogeneously broadened media (Ruggiero et al., 2009). In principle,
two-pulse photon echoes do not require any state preparation, and may
utilize the entire inhomogeneous linewidth and optical depth, which may
improve the multimode capacity of such a memory compared to the AFC
protocol (Dajczgewand et al., 2014; Ruggiero et al., 2009; Damon et al.,
2011). Such a protocol can in principle also be extended to a three-level sys-
tem to transfer the inhomogeneous atomic coherence to a longer-lived spin
state (Damon et al., 2011). A two-photon echo on its own is not suitable
for quantum memory, however, as population inversion from the strong
rephasing pulse creates significant and unavoidable spontaneous emission
and free induction decay (FID) noise (Ruggiero et al., 2009; Damon et al.,
2011).

A modification to the two-pulse photon echo protocol, the revival of
silenced echo (ROSE) protocol, is able to suppress some of these inher-
ent noise sources and provide quantum operation. This protocol relies on
phase-mismatching of the incoming signal and the first rephasing pulse. The
atomic polarization in the medium persists regardless of the phasematching
between these two fields, and phasematching with a second rephasing pulse
enables coherent emission of a second photon in the absence of FID noise.
The total storage time for this process is 2(t2 − t1), where t1 and t2 are the ar-
rival times of the first and second rephasing pulses, respectively (Damon et
al., 2011; Bonarota et al., 2012, 2014). The geometry of this scheme is de-
scribed in Damon et al. (2011); Bonarota et al. (2012, 2014) and illustrated
in Fig. 6. If both rephasing pulses are co-linear and counterpropagating rel-
ative to the incoming signal, FID will be emitted in the direction of the
rephasing pulses and not the retrieved echo. Spontaneous emission noise
cannot be eliminated and remains a limitation to the noise performance of
this protocol.

In the limit of an infinite T2 coherence time, and assuming forward
emission of the second echo, the efficiency of ROSE depends solely on the
optical depth as ηROSE = d2e−d. For a finite T2, the efficiency also depends
on T2 and the time difference between the two rephasing pulses as ηROSE =
d2e−de−4(t2−t1)/T2 (Damon et al., 2011; Bonarota et al., 2012).

In the proposal for the ROSE scheme, the authors note that π-pulses
are not optimal for the population inversion (Damon et al., 2011); adiabatic
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Figure 6 Schematic of the ROSE protocol outlined in Bonarota et al. (2012). The rephas-
ing pulses (green) are counterpropagating relative to the input signal. In this geometry,
the free induction decay (blue) will be emitted in the same direction as the rephasing
beams. Spontaneous emission noise (thin red) will still be present and pollute the re-
trieved echo emitted in the forward direction.

passage with chirped pulses is preferable and has been used in several ex-
perimental implementations of ROSE (Dajczgewand et al., 2014; Damon
et al., 2011; Bonarota et al., 2012; Minnegaliev et al., 2022). To date, the
ROSE protocol has been exclusively implemented in rare-earth ion-doped
solids at cryogenic temperatures: Tm3+:YAG (Bonarota et al., 2014, 2012;
Minnegaliev et al., 2018; Gerasimov et al., 2017), Er3+:YSO, (Dajczge-
wand et al., 2014; Minnegaliev et al., 2022), and Tm3+:YSO (Minnegaliev
et al., 2021). Efficiencies as high as 44% have demonstrated in 0.005%
167Er3+:YSO, as well as storage times of up to 16 µs, though memory
bandwidths are typically limited to below 1 MHz (Minnegaliev et al., 2022;
Dajczgewand et al., 2014).

Hybrid photon-echo rephasing (HYPER)
Hybrid photon-echo rephasing (HYPER) is a protocol that combines the
concepts of CRIB with a two-photon echo, thus avoiding the optical
pumping step required for protocols like CRIB and AFC, and reducing
the noise associated with the naïve two-pulse photon echo protocol. In
HYPER, an inhomogeneously broadened atomic ensemble is further in-
homogeneously broadened in a controllable fashion after absorption of the
signal field. The controllable broadening is then turned off, a π-pulse typ-
ical of the two-pulse photon echo scheme is applied, and the controllable
broadening is turned back on. By introducing this controllable broaden-
ing, the standard two-pulse echo is silenced, and after turning off the
controllable broadening a second time, and applying a second π-pulse, fi-
nally the atomic polarization rephases and the signal field is reemitted. This
scheme ultimately reduces the number of atoms that would experience
gain and undergo spontaneous emission, thus reducing the noise inherent
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to two-photon echoes (McAuslan et al., 2011). Analytical treatment of the
protocol, and the first experimental implementation with 0.2 MHz band-
width and ∼10% efficiency, can be found in McAuslan et al. (2011).

2.2 Hardware
We now move on to discuss the various types of hardware used for atomic
ensemble quantum memory. Each type possesses unique advantages and
disadvantages, and may place limits on the memory protocols that are pos-
sible to implement in each system (e.g., rare-earth ions doped in solids with
intrinsic inhomogeneous broadening).

2.2.1 Hot atoms
Hot atomic ensembles have been widely used to establish different quan-
tum memory schemes, thanks to their advantages of room (or near-room)
temperature operation and reduced experimental complexity. Due to their
relatively simple electronic structure, high vapor pressure, and long-lived
spin states, the alkali metals rubidium and cesium have been the atomic
species most widely used for hot atomic ensemble quantum memory. The
recently demonstrated barium memory is an exception, where instead of
spin states, electronic orbitals were used for the memory interaction to en-
able THz-bandwidth storage (Shinbrough et al., 2023, 2022). In addition
to hot atomic species, molecular species in room-temperature gas cells have
also been used for ensemble quantum memory (Bustard et al., 2013, 2017),
where a phononic storage state is used instead of a hyperfine spin level as is
the case for the alkali atoms.

Glass vapor cells have the advantage of widespread commercial availabil-
ity, and are thus one of the most frequently used hardware implementations
for hot atomic ensemble quantum memory. These cells are prepared us-
ing precision scientific glassblowing techniques, in which the atoms are
introduced to the glass cell under vacuum conditions. One disadvantage
of glass vapor cells are the inelastic collisions between atoms inside the
cell and the cell walls, which can limit memory lifetimes in the narrow-
band regime (Jiang et al., 2009) or when the atoms are optically pumped
into the metastable spin state (Guo et al., 2019). These collisions occur
on the microsecond timescale for a typical, centimeter-size cell, and can
further induce spin depolarization, thus reducing the lifetime of any collec-
tive spin state, including those used in ensemble quantum memory. Buffer
gases such as Ar, Ne or N2 are commonly loaded into the vapor cell along
with the atomic species of choice to increase the lifetime of collective spin
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states and to reduce the broadening of certain transitions due to inelas-
tic collisions (Brandt et al., 1997). As it slows atomic diffusion and limits
the absorption of atoms onto the cell walls, the presence of a buffer gas
may also increase the device lifetime of glass vapor cells. Unfortunately, the
presence of buffer gas can also induce additional spin depolarization and
quenching due to collisions between the atoms and buffer gas (Manz et al.,
2007). An optimal buffer gas pressure can be found that balances mitigation
of wall collisions and the increase in atom–buffer-gas collisions (Happer,
1972). Paraffin-coated vapor cells have also been studied as an alternative
method to increase collective spin state lifetimes by inducing elastic in-
stead of inelastic wall collisions (Bouchiat and Brossel, 1966; Jiang et al.,
2009). A disadvantage of paraffin-coated or similar vapor cells is their com-
plex fabrication process, as well as the fact that the coating material may
be incompatible with elevated temperatures. Collisions between atoms and
buffer gas can also be a source of noise due to collision-induced fluores-
cence (Manz et al., 2007; Rousseau et al., 1975). This noise source limits
the fidelity of quantum memory, particularly at or near resonance, and
is greatly reduced when the quantum memory is operated off resonance
and optical filtering is applied. Buffer-gas free vapor cells naturally suppress
collision-induced fluorescence noise (Jiang et al., 2009).

The lifetime of collective spin states is not only influenced by collisions.
Broadband quantum memories using hot atomic ensembles may also suffer
from spin-wave dephasing arising from thermal atomic motion (Zhao et
al., 2009). This atomic motion may result in atoms wandering out of the
effective interaction region defined by the laser fields, or it may result in
scrambling of the spin-wave phase as the constituent atoms move within the
interaction region. The rate of this latter dephasing process is proportional
to ��k · �v with ��k = �ks − �kc representing the wavevector of the spin wave,
where �ks and �kc are the wavevectors of signal and control fields, respec-
tively, and �v representing the thermal velocity of the atoms. In general, it is
desirable generate a spin wave with long wavelength in order to maintain
spin-wave coherence. This can be modified somewhat through experimen-
tal design (Jiang et al., 2009), but in many cases the spin-wave wavelength is
limited by the large detuning of the signal and control fields. One scheme
(Finkelstein et al., 2021) has demonstrated elimination of motional dephas-
ing through dressing of the collective spin state to an auxiliary ‘sensor’ state.
A sensor state corresponds to a state that, when coupled via an optical field
to the storage state, exhibits opposing energy shifts under the same broaden-
ing mechanism. First demonstrated experimentally in a Doppler-broadened
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system (Finkelstein et al., 2021), off-resonant fields couple the storage state
to the sensor state, dressing the collective excitation such that the frequency
shifts due to the dephasing mechanism cancel out. Thus, the dephasing of
the spin wave is protected at the price of one or two additional dressing
fields. Another scheme using velocity-selective optical pumping (Main et
al., 2021b) has been proposed and proved to be effective against motional
dephasing at the cost of reduced optical depth. In this scheme the atoms are
pumped out from ground state to an auxiliary state and then pumped back
to the ground state using a narrowband laser, which selectively narrows the
motional distribution of the atoms. The rate of dephasing is therefore re-
duced owing to the small ��v of the atoms. Other mechanisms that induce
spin wave dephasing include spatial and temporal variation of longitudinal
magnetic field. Note that this is not unique to hot atomic ensembles and
experiments have been performed to show prolonged spin-wave coherence
using hot atomic vapors through magnetic shielding (Appel et al., 2008) or
applying a strong guiding magnetic field (Specht et al., 2011; Tian et al.,
2015).

The heat-pipe oven is an alternative to glass vapor cells, and repre-
sents a more robust, higher-temperature, customizable vapor cell (Vidal and
Cooper, 1969; Vidal and Haller, 1971; Vidal, 1996). Typically heat-pipe
ovens are comprised of a stainless-steel tube covered by a heater with water
cooling at both ends. Inside the tube, the wall is covered by mesh that acts
as wick. Upon heating, atoms from liquid metal evaporate, form a dense
vapor, and diffuse toward both ends of the oven until they condense in the
water-cooled region and return to the center through the wick due to the
capillary effect. The heat-pipe oven can be used to establish a homogeneous
temperature and density distribution oven for a long period of time. It can
handle high temperatures, which is suitable for low-vapor-pressure atomic
species or high-vapor-pressure species at much higher optical depth. The
design of the oven can prevent vapor from condensing on the cell win-
dows, and thus the windows tend to become opaque more slowly than in
equivalent glass vapor cells. The species of atoms and buffer gas can also be
changed more readily than in sealed glass vapor cells.

Many efforts have been made to miniaturize the hot atomic vapor
cell in order to achieve chip-scale operation, enabling compact design and
lower necessary optical power (Kitching, 2018). Early attempts to integrate
hot atoms with optical fibers and silicon platforms include loading hot
atomic vapor near tapered fibers (Hendrickson et al., 2010), into hollow-
core fibers (Ghosh et al., 2006), or near waveguides (Yang et al., 2007).
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These approaches in principle allow long interaction length while main-
taining tight confinement, although to-date only quantum memory in
hollow-core fibers has been implemented experimentally (Sprague et al.,
2014). The large core size of kagome fiber (26 µm) allows for a large op-
tical depth compared to other approaches (Hendrickson et al., 2010). The
achieved memory lifetime of 100 ns could be further extended using buffer
gas or a spin-preserving coating. Light-induced atomic desorption (LIAD)
(Alexandrov et al., 2002; Karaulanov et al., 2009) has been found effective
in increasing optical depth without heating in miniaturized vapor cells and
in kagome fiber (Talker et al., 2021; Ghosh et al., 2006; Sprague et al.,
2014).

2.2.2 Cold atoms
Similar to the case in hot atoms, the alkali metals are the species most com-
monly used for cold atomic ensemble quantum memory. Storage times in
hot atomic vapors are limited by various mechanisms, including Doppler
broadening and transit-time broadening, which are effectively eliminated
in laser-cooled atomic ensembles. However, laser cooling tends to require
large ultra-high vacuum chambers, multiple stabilized lasers for cooling and
trapping, and typically imposes large latency and a non-unity duty cycle
in order to re-cool atoms between shots. The colder the atoms are, the
denser the cloud and the further the reduction in motion-related broad-
ening and dephasing. However, the maximum length of the ensemble is
typically reduced for colder temperatures due to practicalities of the vari-
ous laser fields used for cooling and trapping and the process of evaporative
cooling. As a result, there continue to be quantum memory demonstrations
in cold atomic gasses in magneto-optical traps at ∼ μK temperatures and in
Bose-Einstein condensates at ∼ nK temperatures. Optical depths as high as
∼ 1000 can be achieved (Hsiao et al., 2018). We note that for very long-
lived storage, an optical lattice along the k-vector of the stored spin wave is
required to eliminate residual motional effects, which substantially reduces
the available optical depth and largely precludes broadband storage.

2.2.3 Solids
Optical phononmodes and optically active point defects in diamond
Over the last 10 years the use of optical phonon modes in bulk diamond has
emerged as a platform for fast, broadband quantum memory. Such memo-
ries are attractive due to their THz bandwidth operation across the visible
and near infrared due to the large bandgap of diamond, and room temper-
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ature operation (England et al., 2013; Kalish, 2007; England et al., 2015,
2016; Fisher et al., 2017; Lee et al., 2012). A �-system consisting of the
ground state of diamond, an optical phonon mode storage state, and the
conduction band as the excited state provides a storage bandwidth of up
to 40 THz, limited only by the splitting between the ground state and the
optical phonon mode. The memory lifetime in this platform is ultimately
limited to 3.5 ps by the decay of the phonon mode (England et al., 2013;
Lee et al., 2012).

The first proof-of-principle experiment to demonstrate the suitability of
diamond as a quantum memory yielded a noise floor well below 1 photon
per pulse (England et al., 2013). The primary noise source was FWM noise
intrinsic to most �-type memory schemes, though the authors highlight
that FWM is suppressed due to the large dispersion in diamond (England et
al., 2013). Other sources of noise, such as resonant fluorescence, are greatly
suppressed by operating with a detuning of ∼950 THz from the conduction
band (England et al., 2013, 2015; Fisher et al., 2017).

True single-photon storage was first demonstrated with THz-bandwidth
(260 fs) photons produced from a heralded spontaneous parametric down
conversion (SPDC) source (England et al., 2015). The preservation of
nonclassicality in the retrieved photons was determined by measuring the
second-order correlation function using Hanbury-Brown Twiss interfer-
ometry (England et al., 2013, 2015). Storage of polarization qubits and of
a single photon from a polarization-entangled pair has been demonstrated
with a fidelity of 76% for picosecond-long storage (Fisher et al., 2017).

Optically active point defects in diamond have also been proposed for
broadband optical quantum memory (Poem et al., 2015; Heshami et al.,
2014; Kalachev et al., 2019). Experiments to-date have focused on stor-
age or transduction of photonic quantum information into single diamond
color centers (Yang et al., 2016; Bhaskar et al., 2020) and color center en-
sembles (Li and Cappellaro, 2019), generally through mechanisms outside
of those described in Secs. 1.2 and 3. Broadband single photon storage and
retrieval in diamond color center ensembles has yet to be demonstrated.

Rare-earth ions
Trivalent rare-earth ions doped in solids at cryogenic temperatures have
many properties that make them a promising platform for quantum mem-
ory devices, including long-lived coherence, compatibility with integrated
photonics, lack of motional dephasing, high density of ions, moderate op-
tical depths, and telecommunications wavelength compatibility (Ohlsson
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et al., 2002; Wesenberg et al., 2007; Hizhnyakov et al., 2021; Roos and
Mølmer, 2004; Walther et al., 2015; Ahlefeldt et al., 2020; Grimm et al.,
2021; Thiel et al., 2011; Zhong et al., 2017b). Optical coherence times
can exceed milliseconds (Arcangeli et al., 2015; Böttger et al., 2009) and,
to date, the longest spin coherence time observed is 6 hours (Zhong et al.,
2015).

The long optical and spin coherence properties afforded to the rare
earths is due to their unique electronic structure. The optical transitions of
interest are between their 4f-4f valence electronic levels, which are dipole-
forbidden in the free ion. The 4f valence shell is electronically shielded by
filled 5s and 5p orbitals, which renders the 4f levels largely insensitive to
their environment. Incorporation of the rare-earth ion in a solid introduces
a crystal electric field which acts as a perturbation to the free-ion states.
For sufficiently low site-symmetry of the rare-earth ion, the crystal electric
field mixes in additional states, which weakly allows electronic transitions
(Liu and Jacquier, 2006; Thiel et al., 2011).

The electronic states of the free ion are labeled by Russell-Saunders
term symbols where the electronic spin J and projection mj are considered
good quantum numbers (Thiel et al., 2011; Liu and Jacquier, 2006; Ahle-
feldt et al., 2013). These states are (2J + 1)-degenerate, known as Kramer’s
degeneracy. The addition of the crystal electric field either partially or com-
pletely lifts the degeneracy of these states. For sufficiently low site symmetry
and ions with an even number of electrons—the non-Kramer’s ions—the
degeneracy can be lifted completely. The species with an odd number of
electrons—the Kramer’s ions—require an external field to fully break this
degeneracy. Rare-earth ions can have further splittings of their crystal field
levels from hyperfine structure, the Zeeman effect, and higher order mo-
ments (Thiel et al., 2011; Liu and Jacquier, 2006).

While these electronic levels are largely insensitive to their environ-
ment, it is residual environmental effects that broaden the optical and spin
transitions. Homogeneous broadening is largely due to dynamical processes
within the solid and can be sorted broadly into four categories: ion-phonon
interactions, ion-ion interactions, ion-host lattice interactions, and pure de-
phasing. Optical phonons are suppressed at or below 4 K (Liu and Jacquier,
2006; Thiel et al., 2011; Kunkel and Goldner, 2018). Microwave phonons
can couple the spin transitions and primarily interact with the ion via multi-
phonon processes that scale nonlinearly with temperature (Liu and Jacquier,
2006; Arcangeli et al., 2015; Hastings-Simon et al., 2008). Ion-ion inter-
actions account for a number of interactions such as instantaneous spectral
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diffusion, in which the excitation of one ion shifts the electric dipole of
a neighboring ion (Liu and Jacquier, 2006; Yen et al., 1965; Thiel et al.,
2011; Kunkel and Goldner, 2018; Kinos et al., 2022). The dominant source
of dephasing below 4 K is interactions between the ion and the host lat-
tice, which acts as a spin bath (Thiel et al., 2011). For example, fluctuating
magnetic fields due to nuclear spin flips of Y3+ are the dominant source of
dephasing in YSO (Zhou et al., 2018). This dephasing can be suppressed to
extend the coherence times by application of a moderate external magnetic
field to polarize the spin bath, as well as finding spin transitions that have
zero effective first-order Zeeman shift (Fraval et al., 2004; Longdell et al.,
2006; McAuslan et al., 2012; Zhong et al., 2015), and employing rephas-
ing techniques like dynamical decoupling (Beavan et al., 2009; Hain et al.,
2022; Pascual-Winter et al., 2012; Lovrić et al., 2013; Fraval et al., 2005).

Defects and strain in the crystalline host result in inhomogeneous broad-
ening of both the optical and spin transitions. The local crystal field seen
by the ions varies site-to-site, resulting in a static inhomogeneous shift to
their transition energy. In commercially doped rare-earth materials, the in-
homogeneous broadening of the optical transition can be on the order of
10’s of MHz to 100’s of GHz depending on factors such as (but not limited
to) the host material, doping concentration, and isotopic purity. The in-
homogeneous broadening is always many orders of magnitude larger than
the homogeneous linewidth (Macfarlane et al., 1992; Lafitte-Houssat et al.,
2022; Thiel et al., 2010, 2014; Tiranov et al., 2018; Sun et al., 2012; Liu
and Jacquier, 2006; Thiel et al., 2011; Kunkel and Goldner, 2018; Sellars et
al., 2004). In the case of rare-earth doped solids, where the ions themselves
are substitutional dopants, they may be the primary source of this inho-
mogeneous broadening (Ahlefeldt et al., 2013, 2016; Thiel et al., 2011;
Campbell et al., 2019).

Ions with an even number of electrons—the non-Kramer’s ions (Eu3+,
Pr3+, Tm3+)—have a quenched electronic spin and consequently are more
insensitive to their environment and have longer coherence properties. The
nuclear spin state splittings in these ions are between 10-100 MHz—too
narrow to be optically resolved in many host materials due to the large
inhomogeneous linewidth (Equall et al., 1995; Sun et al., 2012; Karlsson et
al., 2017; Goldner and Guillot-Noël, 2004; Nakamura et al., 2014; Louchet
et al., 2008; Longdell et al., 2006; Fan et al., 2019). The spin coherence
properties of the non-Kramer’s ions can be exploited for long storage times
by utilizing techniques such as spectral holeburning to resolve the nuclear
spin states; however, this comes at the expense of sacrificing optical depth—
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and therefore the storage efficiency—by only using a small subset of the
atoms in the inhomogeneous line (Campbell et al., 2019).

In the Kramer’s ions (Er3+, Yb3+, Nd3+)—the paramagnetic species—
application of an external magnetic field can yield Zeeman splittings large
enough for the Zeeman sublevels to be resolvable in the inhomogeneous
line. These species are of particular interest due to their larger bandwidths,
on the order of hundreds of MHz to GHz, and potential for interfacing
with platforms such as superconducting qubits (Kindem et al., 2018; Probst
et al., 2015; Ortu et al., 2018; Welinski et al., 2019). While their Zeeman
states can be accessible and have the potential for larger memory band-
widths than the non-Kramer’s ions, with state splittings of several hundred
MHz to GHz, their electronic spin has stronger coupling to the environ-
ment due to its larger magnetic moment and thus is more susceptible to
fluctuations and exhibits shorter coherence times. A challenge of utiliz-
ing the Kramers species is the ability to efficiently optically pump them
(Cruzeiro et al., 2018, 2017), which is a prerequisite of many quantum
memory protocols such as AFC and CRIB (Afzelius et al., 2009; Lvovsky
et al., 2009; Campbell et al., 2019). Erbium is one of the most attractive
rare-earths due to its telecom C-band transition at 1.5 µm; however erbium
can be difficult to optically pump since the lifetime of its Zeeman sublevels
is only about an order of magnitude slower than the excited state lifetime
(Hashimoto and Shimizu, 2016; Hastings-Simon et al., 2008). However,
using Kramers isotopes with nuclear spin helps substantially and spin coher-
ence times as long as 1 second have been achieved in 167Er3+:YSO (Rančić
et al., 2018). Progress has been made recently to overcome the limitations
of optical pumping in both Yb3+ and Nd3+ (Cruzeiro et al., 2018; Welinski
et al., 2020; Zhong et al., 2017b).

There have been many proof-of-principle light storage experiments
with both classical light and weak coherent states that show these systems
can operate with the proper SNR to store single photons (Timoney et al.,
2013; Kutluer et al., 2016; Stuart et al., 2021; Zhong et al., 2017a). Stor-
ing single-photon states in a rare-earth-ion-based quantum memory has
also been achieved (Saglamyurek et al., 2011; Seri et al., 2017; Bussières et
al., 2014; Rieländer et al., 2014; Zhu et al., 2022; Seri et al., 2018, 2019;
Gündoğan et al., 2012; Liu et al., 2021; Clausen et al., 2011; Rakonjac et
al., 2021; Lago-Rivera et al., 2022, 2021).

To date, the longest storage time of a bright classical pulse was 53
minutes and for weak coherent states exceeding 1.0 second (Ma et al.,
2021; Hain et al., 2022); however, both were achieved with low storage



334 Kai Shinbrough et al.

efficiencies. On-chip storage of telecommunications C-band light at the
few-photon level has also been demonstrated in a photonic nanoresonator
with isotopically purified Er-167:YSO (Craiciu et al., 2019). Rare-earth
ions have demonstrated quantum memory protocols with bandwidths ex-
ceeding a GHz (Saglamyurek et al., 2011; Liu et al., 2021; Askarani et al.,
2019; Davidson et al., 2020).

3. Theory

3.1 Maxwell-Bloch equations
In this section, we expand upon the three-level Maxwell-Bloch equations
described in Sec. 1.2. Section 3.1.1 provides several approximations to the
Maxwell-Bloch equations relevant for the memory protocols discussed in
Sec. 2.1 that rely on homogeneous broadening, while Sec. 3.1.2 provides
more information on the Maxwell-Bloch equations in the presence of in-
homogeneous broadening.

Each of the protocols in Sec. 2.1 requires or permits a certain type of
line broadening for the intermediate excited state shown in Fig. 1, and the
type of broadening present in a given system limits the possible memory
protocols that can be implemented in that system. The types of excited-
state line broadening are broadly categorized into those with homogeneous
and inhomogeneous mechanisms. Homogeneous broadening mechanisms
affect each atom in the system equally, whereas inhomogeneous mecha-
nisms affect different classes of atoms differently. These classes of atoms may
be distinguished in frequency, spatial position, momentum, or any other
degree of freedom. Homogeneous broadening mechanisms, which typi-
cally apply to cold atoms—but, importantly for broadband operation, are
not restricted to cold atoms—include effects such as natural or lifetime
broadening, resonance broadening, collisional broadening (which is sep-
arated into impact and quasi-static regimes, depending on the timescale
of collisions (Corney, 1978)), and phonon broadening in solids. Inhomo-
geneous broadening mechanisms include Zeeman and Stark broadening
(these are typically considered inhomogeneous due to spatial or temporal
non-uniformity in the magnetic and electric fields, respectively), Doppler
broadening, and crystal-field or impurity-based broadening in solids (Liu
and Jacquier, 2006).
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3.1.1 Homogeneous
Several approximations to Eqs. (1)-(3) from Sec. 1.2 lead to the mathe-
matical descriptions of EIT, ATS, ATT, SR, and Raman protocols, which
we compile here. In addition, we provide representations of the Maxwell-
Bloch equations in the spectral domain and in the temporal domain split
into amplitude and phase. These different forms of the Maxwell-Bloch
equations are useful for both analytical and numerical investigation of quan-
tum memory behavior.

In the case of EIT, the approximations � = 0 (i.e., γ̄ = 1) and BW �
γ (or τFWHMγ � 1) for both the signal and control fields imply that the
time evolution of the atomic polarization in Eq. (2) may be adiabatically
eliminated, and a reduced set of partial differential equations can be found:

∂zA(z, τ ) = −dA(z, τ ) + i
√
d
�(τ)

2
B(z, τ ) (16)

∂τB(z, τ ) = −i
√
d
�∗(τ )

2
A(z, τ ) − |�(τ)|2

4
B(z, τ ), (17)

which are significantly less computationally expensive to simulate.
In the case of ATS, the assumptions � = 0, |�| � γ̄ ,

√
d imply the

elimination of the first two terms on the right-hand-side of Eq. (2), and in
the case of a constant control field (which without loss of generality can be
assumed to be purely imaginary), the simplified coupled partial differential
equations

∂τP(z, τ ) = −i
�(τ)

2
B(z, τ ) (18)

∂τB(z, τ ) = −i
�∗(τ )

2
P(z, τ ), (19)

lead to periodically oscillating atomic polarization and spin wave popula-
tions that are π/2 out of phase:

A(z, τ ) ∝ P(z, τ ) = sin

( |�(τ)|
2

t
)

(20)

B(z, τ ) = cos

( |�(τ)|
2

t
)

. (21)

For ATT, the assumptions � = 0, BW ≥ γ (or τFWHMγ ≤ 1), and d � 1
imply that we can drop the γ̄P(z, τ ) term in Eq. (2). Further assuming a
π-pulse control field that arrives after absorption of the signal field implies
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the terms involving �(τ) are eliminated during the initial absorption stage,
leaving only the simplified equations:

∂zA(z, τ ) = −√
dP(z, τ ) (22)

∂τP(z, τ ) = √
dA(z, τ ), (23)

which has exact solution

A(z, τ ) = et−dz[1 − �(�τ ctrl)] (24)

P(z, τ ) = √
det−dz[1 − �(�τ ctrl)] (25)

during the absorption stage (until the arrival of the control field, τ < �τ ctrl),
where �(�τ ctrl) is the Heaviside step function. The π-pulse control field
then in principle transfers P → B exactly. Applying the definition of stor-
age efficiency, we find ηstor = 1 − e−2d. The treatment of the SR memory
protocol is nearly identical, but operates under the assumption of BW � γ

(or τFWHMγ � 1) and superradiant coupling between atoms in the ensem-
ble. The approximations leading to the Raman protocol are similar to EIT,
but in the far-off-resonant limit, i.e., � � γ (i.e., γ̄ ≈ −i�/γ = −i�̄) and
BW � �. These conditions also imply the adiabatic elimination of the
atomic polarization, leading to the simplified system:

∂zA(z, τ ) = −i
d
�̄
A(z, τ ) −

√
d

�̄

�(τ)

2
B(z, τ ) (26)

∂τB(z, τ ) =
√
d

�̄

�∗(τ )

2
A(z, τ ) − i

|�(τ)|2
4�̄

B(z, τ ). (27)

Several other forms of the Maxwell-Bloch equations are useful both
analytically and numerically. In the spectral domain, we can rewrite the
Maxwell-Bloch equations via application of the Fourier transform as:

∂zÃ(z,ω) = −√
dP̃(z,ω) (28)

iωP̃(z,ω) = −γ̄ P̃(z,ω) + √
dÃ(z,ω) − i√

2π

�̃(ω)

2
∗ B̃(z,ω) (29)

iωB̃(z,ω) = −γBB̃(z,ω) − i√
2π

�̃∗(−ω)

2
∗ P̃(z,ω). (30)

Here we have made use of the convolution theorem for Fourier trans-
forms and the fact that the Fourier transform of a conjugated func-
tion is the conjugate of the function’s Fourier transform reflected about
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ω = 0. We have used “∗” to express the convolution of two functions,
e.g. �̃(ω) ∗ B̃(z,ω) = ∫ ∞

−∞ du �̃(ω − u)B̃(z,u). Here ω represents the differ-
ence from each field’s center frequency. This form of the Maxwell-Bloch
equations can be particularly useful for simulation of broadband quantum
memory. As usual, application of the Fourier transform has converted equa-
tions involving temporal derivatives to simple algebraic equations.

Another useful form of the Maxwell-Bloch equations arises from sep-
arating the amplitude and phase of each field, leading to the following 6
equations of motion:

∂z|A(z, τ )| = −√
d|P(z, τ )| cos[φP(z, τ ) − φA(z, τ )] (31)

∂zφA(z, τ ) = −√
d
|P(z, τ )|
|A(z, τ )| sin[φP(z, τ ) − φA(z, τ )] (32)

∂τ |P(z, τ )| = −γ̄ |P(z, τ )| + √
d|A(z, τ )| cos[φA(z, τ ) − φP(z, τ )]

+ 1
2
Re[�(τ)]|B(z, τ )| sin[φB(z, τ ) − φP(z, τ )] (33)

+ 1
2
Im[�(τ)]|B(z, τ )| cos[φB(z, τ ) − φP(z, τ )]

∂τφP(z, τ ) = � + √
d
|A(z, τ )|
|P(z, τ )| sin[φA(z, τ ) − φP(z, τ )]

− 1
2
Re[�(τ)] |B(z, τ )|

|P(z, τ )| cos[φB(z, τ ) − φP(z, τ )] (34)

+ 1
2
Im[�(τ)] |B(z, τ )|

|P(z, τ )| sin[φB(z, τ ) − φP(z, τ )]

∂τ |B(z, τ )| = −γB|B(z, τ )| + 1
2
Re[�(τ)]|P(z, τ )| sin[φP(z, τ ) − φB(z, τ )]

− 1
2
Im[�(τ)]|P(z, τ )| cos[φP(z, τ ) − φB(z, τ )] (35)

∂τφB(z, τ ) = −1
2
Re[�(τ)] |P(z, τ )|

|B(z, τ )| cos[φP(z, τ ) − φB(z, τ )]

− 1
2
Im[�(τ)] |P(z, τ )|

|B(z, τ )| sin[φP(z, τ ) − φB(z, τ )], (36)

where each field is written X(z, τ ) = |X(z, τ )|eiφX (z,τ ) for X = A,P, and
B, and where Re(·) and Im(·) designate the real and imaginary parts of
the enclosed function, respectively. This form of the equations of motion
is particularly useful for analysis and simulations involving chirped optical
fields or fields with non-trivial temporal/spectral phase.
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3.1.2 Inhomogeneous
Inhomogeneous broadening of the intermediate excited state is treated as a
coherent sum of homogeneous distributions separated in frequency (Gor-
shkov et al., 2007d), leading to the following equations of motion:

∂zA(z, τ ) = −√
dP(z, τ ) (37)

∂τP�(z, τ ) = −(γ̄ − i�)P�(z, τ ) + √
d
√
p�A(z, τ ) − i

�(τ)

2
B�(z, τ ) (38)

∂τB�(z, τ ) = −γBB�(z, τ ) − i
�∗(τ )

2
P�(z, τ ), (39)

where P(z, τ ) = ∫
d�√p�P�(z, τ ) in Eq. (37) and p� represents the nor-

malized fraction of atoms with inhomogeneous detuning � (i.e.,
∫
d�p� =

1). Here we have redefined γ̄ = (γ − i�0)/γ to designate the detuning �0

of the optical fields relative to the atoms with no inhomogeneous shift (i.e.,
for � = 0).

Analytic expressions for memory efficiency and other metrics for each
of the protocols discussed in Sec. 2.1 may be derived from Eqs. (37)-(39) by
assuming the appropriate inhomogeneous spectral profile p� and the appro-
priate pulse sequence [i.e., for most protocols, during storage the control
field is off and terms involving �(τ) in Eqs. (37)-(39) may be neglected].

Again, these equations may be Fourier transformed into the spectral
domain or split into amplitude and phase for ease of computation, just as
in the homogeneous case described above.

3.2 Efficiency optimization
The primary focus of most existing theoretical work dealing with atomic
ensemble quantum memory revolves around the goal of increasing memory
efficiency. In principle, the same or similar tools that have been developed
for efficiency optimization may also be used to improve other metrics, but
efficiency is uniquely important for quantum memory applications and has
accordingly received the majority of theoretical attention. The techniques
described in the following Secs. 3.2.1 and 3.2.2 are most fully described in
Gorshkov et al. (2007b,c,d,a); Nunn (2008).

3.2.1 Signal field shaping
One particularly powerful tool for increasing memory efficiency is opti-
mization of the temporal profile of the signal field in both amplitude and
phase. The idea behind this optimization technique is that every stage of the
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memory process can be treated as a linear integral mapping with a unique
integral kernel fully describing the map. Each kernel can be decomposed
into singular vectors and associated singular values that act as a prefactor
describing the efficiency for each mapping between singular vectors. For
example, the storage process is described by the map

Bout(z) =
∫ ∞

−∞
dτ Kstor(z, τ )Ain(τ ), (40)

where Ain(τ ) is the incident signal field temporal profile, Kstor(z, τ ) is the
integral kernel for the storage operation, and Bout(z) is the long-lived spa-
tially dependent spin wave resulting from the storage process. Singular value
decomposition of this storage kernel takes the form

Kstor(z, τ ) =
∑
j

λjBj(z)A∗
j (τ ), (41)

where Bj(z) and Aj(τ ) are the left-singular and right-singular vectors
(sometimes called the ‘optimal modes’) of Kstor(z, τ ) and λj are its singular
values. The exact form of the storage kernel Kstor(z, τ ) depends on pa-
rameters of the memory such as the optical depth, linewidth, control field
shape, etc. Given Eqs. (40) and (41), it is clear to see that the largest stor-
age efficiency is achieved when Ain(τ ) matches the right-singular vector of
the storage kernel with the largest singular value, Aopt(τ ), as any admixture
of Ain(τ ) with other modes will imply a component of the mapping with
non-optimal λj, or non-optimal efficiency. Thus if it is possible to arbitrar-
ily shape the signal field to be stored, one can optimize memory efficiency
by shaping Ain(τ ) to match Aopt(τ ). One can determine the exact form of
Aopt(τ ) by numerically or analytically constructing Kstor(z, τ ) and comput-
ing its singular value decomposition based on the experimental parameters
at hand, or by an iterative experimental process based on time-reversal de-
scribed in Novikova et al. (2012); Gorshkov et al. (2007c); Phillips et al.
(2008); Novikova et al. (2007).

3.2.2 Control field shaping
Shaping of incident single-photon light pulses that contain sensitive en-
coded quantum information can introduce loss, which is undesirable for
almost every application of quantum memory. It is generally more desir-
able to shape the strong, many-photon control field, where loss can be
easily compensated for by increasing control field power. The approach
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for optimizing memory efficiency through the temporal shape of the con-
trol field then takes on a similar form to the signal-field shaping discussed
above. In the case of quantum storage, instead of matching the signal field
to the right-singular vector of the storage kernel with the largest singular
value, the task becomes to shape the storage kernel itself and thereby shape
its right-singular vector with largest eigenvalue to match the input signal
field. This can be accomplished analytically in several limiting cases, or, in
the general case, this can be accomplished numerically through an iterative
process: First, the storage kernel is constructed numerically for an initial
guess of the control field shape (amplitude and phase), �1(τ ), which is dis-
cretized along a series of spline points. The optimal mode A1

opt(τ ) of this
initial storage kernel is constructed and compared to the target signal field
Ain(τ ). A series of N numeric interpolations between A1

opt(τ ) and Ain(τ )

are constructed, Ak(τ ), where A1(τ ) = A1
opt(τ ) and AN (τ ) = Ain(τ ). For

each Ak(τ ), the control field spline points are optimized, leading to an op-
timal control field shape �k(τ ) that maximizes storage efficiency for each
Ak(τ ) and provides the initial guess for �k+1(τ ). This optimization at each
step can either be implemented by constructing the storage kernel for each
guess and comparing the optimal mode from the SVD of the kernel with
Ak(τ ), or by numerically integrating the single instance of the Maxwell-
Bloch equations with input Ak(τ ) and the control field guess. Assuming
a large enough number of interpolations N , this iterative process slowly
transforms the storage kernel such that its optimal mode overlaps with the
final AN (τ ) (i.e., AN

opt(τ ) =AN (τ ) =Ain(τ ), where the superscript N is just
a label, not a multiplicative power).

In practice, this optimization technique tends to produce similar ef-
ficiencies compared to the signal-field shaping technique, however the
relative strength of each technique for optimizing memory efficiency re-
mains an open question. It is possible that regions of the memory parameter
space exist where control field shaping either outperforms or underper-
forms signal-field shaping, and it is possible that optimization of both fields
together may yield higher efficiencies in some regions than optimization of
either field shape alone.

3.2.3 Gaussian-pulse-shape optimization
In contrast to the two techniques described above, each of which requires
arbitrary shaping of the respective light field temporal envelope, recent
work reported in Shinbrough et al. (2021) addresses the question of how
far memory efficiency can be optimized using a fixed shape of the tem-
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Figure 7 (a) Comparison of signal-field shape-based and Gaussian-pulse-shape opti-
mization techniques for an optical depth of d = 50. The dotted line marks the optimal
storage efficiency, ηopt ≈ 95%. (b) Gaussian-optimized memory efficiency and (c)-(e)
optimized control field parameters in the broadband regime. Adapted from Shinbrough
et al. (2021).

poral envelope, one which is a good approximation for the shape that is
natively produced by modelocked lasers and single-photon sources. The
shape chosen in Shinbrough et al. (2021) is a Gaussian, such that the signal
and control field shapes are

Ain(τ ) = e−τ2/4σ 2
(42)

�(τ) = �0 e−[(τ−�τ ctrl)/2σ ctrl]2, (43)

where again all timescales are normalized by 1/γ , and σ=τFWHM/(2
√

2 ln2),
�0 = θ/(2

√
πσ ctrl), the control-field pulse area is θ = ∫ ∞

−∞ dτ �(τ), the tem-
poral delay of the control field relative to the maximum of the signal field
is �τ ctrl, and the duration of the control field is τ ctrl

FWHM = 2
√

2 ln2σ ctrl.
The approach of Gaussian-pulse-shape optimization has three main

benefits: First, related to the motivation of using the pulse shapes that are
native to many modelocked lasers and single-photon sources, it demon-
strates that over a large range of memory parameter space (for a large range
of optical depths d and signal durations/linewidths τFWHMγ ) very high stor-
age efficiencies very close to the optimal bound discussed in Sec. 1.4 can
be achieved with only these native Gaussian shaped pulses. This elimi-
nates the need in most quantum memories for experimentally complex
and costly pulse shaping methods. Fig. 7(a) shows a comparison of the
storage efficiencies achieved using both signal-field, arbitrary shape-based
optimization and the optimization of Gaussian-shaped control fields for
d = 50. Over a wide range of signal-field pulse durations τFWHMγ , the
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Gaussian-pulse-shape optimization technique produces the same efficiency
as the shape-based technique, within numerical error. For the most broad-
band photons (smallest τFWHMγ ), the shape-based technique outperforms
Gaussian-pulse-shape optimization, but the storage efficiency is far from
the optimal bound in both cases. Additionally, the Gaussian-pulse-shape
optimization technique is significantly less computationally expensive, al-
lowing for a continuous calculation of optimized storage efficiency as a
function of τFWHMγ , whereas the shape-based optimization method is only
computationally tractable in a point-wise fashion.

Second, Gaussian-pulse-shape optimization provides three physically in-
tuitive optimization parameters for the control field — the control-field
pulse area, duration, and delay relative to the signal field — whereas the
shape-based technique relies on arbitrary pulse shaping that is arguably less
physically intuitive. The resulting optimized control field parameters are
shown in Fig. 7(c)-(e). In addition to providing a convenient lookup table
for the optimized control parameters to use experimentally for a quan-
tum memory with a given optical depth, signal duration, and linewidth,
Fig. 7(c)-(e) also agrees with and builds upon the physical intuition for
each quantum memory protocol. In the EIT region, Fig. 7(c)-(e) shows
that control fields with large duration and pulse area should be used that ar-
rive before the signal field; control fields of this type open the well-known
transparency window of EIT and adiabatically close this window as the sig-
nal field enters the medium and is compressed and stored. Similarly the
physical intuition holds in the ATS and ATT regions, where control fields
of 2π and π pulse area, control durations of τFWHM and less than τFWHM,
and delays of 0 and positive delays implying a control field that arrives after
the signal field are used, respectively, as predicted for both of these proto-
cols. These physically intuitive control field parameters are practically useful
when dealing with tunable experiments, but also allow for more sophisti-
cated sensitivity analysis, as detailed in Shinbrough and Lorenz (2022) and
Sec. 3.3.

Third, Gaussian-pulse-shape optimization reveals a continuous mathe-
matical transformation between the three resonant protocols of EIT, ATS,
and ATT. As shown in Fig. 7(b) and (c)-(e), memory efficiency remains
at the optimal bound across a continuous range of memory parameters
M = (d, τFWHMγ ) where the memory protocol behavior changes continu-
ously from EIT to ATS to ATT. As M varies, the control field parameters
G = (

θ,�τ ctrl, τ ctrl
FWHM

)
also vary continuously and monotonically. Naïvely,

one might predict discontinuities in G as one protocol region changes into
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another, but Fig. 7 shows this is not the case, and a continuous transfor-
mation between memory protocols exists and can be exploited to achieve
optimal memory efficiency in the regions of memory parameter space be-
tween protocols, or in the regions of “mixed” memory behavior.

3.2.4 Inhomogeneous profile shaping
While in principle the three optimization techniques above (Sec. 3.2.1-
3.2.3) can be applied to both homogeneous and inhomogeneous systems,
they have primarily been applied in the homogeneous case. In the inho-
mogeneous case another unique degree of freedom is available for opti-
mization, namely the inhomogeneous broadening profile, which can be
straightforwardly manipulated via spectral hole burning and related exper-
imental techniques.

In Gorshkov et al. (2007d), the authors consider several inhomogeneous
profile shapes, including a delta function (identical to the homogeneous
case), a Lorentzian distributed inhomogeneous profile, and a Gaussian dis-
tributed inhomogeneous profile typical of Doppler-broadened gases. The
efficiencies resulting from the three inhomogeneous are compared (where,
unsurprisingly, the delta function profile leads to the highest efficiency),
and a general procedure for calculating the efficiency for different inho-
mogeneous profile shapes is developed. In Bonarota et al. (2010), a similar
analysis is carried out assuming a periodic inhomogeneous frequency pro-
file characteristic of the AFC protocol. The authors show that in this case,
the optimal inhomogeneous profile shape is a square-toothed frequency
comb with an analytically calculable tooth width depending on the achiev-
able peak optical depth. In addition to these techniques, one can imagine
implementing a similar procedure to Sec. 3.2.3 to calculate the optimal in-
homogeneous profile shape in the absence of the assumptions made in the
AFC protocol. Fan et al. (2019), for example, have examined the EIT vis-
ibilities resulting from different inhomogeneous shapes, which may lead to
the discovery of an optimal inhomogeneous shape for the EIT protocol in
inhomogeneously broadened media.

3.3 Sensitivity analysis
Although efficiency optimization has received the lion’s share of theoretical
attention related to atomic ensemble quantum memory, recent work re-
ported in Shinbrough and Lorenz (2022) introduces theoretical tools aimed
at the distinct task of characterizing and comparing the sensitivity of differ-
ent quantum memory protocols to external perturbations.
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Figure 8 Select results from sensitivity analysis of�-type quantummemory in the pres-
ence of (a)-(d) short-timescale fluctuations of thememory parameters (optical depth, d,
and linewidth, γ ), and (e)-(g) long-timescale drift in control field parameters.

Fig. 8 shows a few selected results from Shinbrough and Lorenz
(2022), considering the case of short-timescale, shot-to-shot fluctuations
ζ = (ζd, ζg) in memory parameters M drawn from a normal distribution
P(ζ ) ∼ e−(ζ 2

d g
2+ζ 2

g d
2)/[2(εMdg)2], where g = τFWHMγ [Fig. 8(a)-(d)], and long-

timescale drift in control field parameters Gs for a control field with arbitrary
profile defined by spline points Gs = (ξ1, ..., ξN ) [Fig. 8(e)-(g)]. The situation
in mind addressed by Fig. 8(a)-(d) is frequently encountered in atomic-
ensemble quantum memory using hot atoms, wherein the average optical
depth and excited state linewidth are fixed with minimal long-timescale
drift (typically through setting the vapor cell temperature) but there may
be non-negligible shot-to-shot fluctuations in optical depth and linewidth
arising from density fluctuations in the interaction volume defined by the
optical modes. With this situation in mind, Fig. 8(a) shows average mem-
ory efficiency in the presence of memory parameter fluctuations εM = 5%,
and Fig. 8(b) shows the magnitude of the fluctuations in memory effi-
ciency arising from εM = 5%. First, the average memory efficiency drops
slightly from the case without fluctuations [e.g., compared to Fig. 7(b)], as
expected. Second, we find that the absorb-then-transfer (ATT) region is
most sensitive to these memory parameter fluctuations, as it is this region
that possesses the largest fluctuations in memory efficiency (for the same
fluctuations in memory parameters) shown in Fig. 8(b). The relatively large
sensitivity of the ATT protocol compared to the other resonant memory
protocols (i.e., ATS and EIT) is explained by the overlap fidelity of optimal
control fields neighboring any given point in M = (d, τFWHMγ ), shown in
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Fig. 8(c). Where the overlap fidelity is low, one expects a significant mis-
match between the control field used (which corresponds to the average
optical depth and linewidth) and the optimal control field (correspond-
ing to the optical depth and linewidth modified by a given shot-to-shot
fluctuation), which should result in lower average efficiency and larger effi-
ciency fluctuations. When the overlap fidelity is high, one expects (and we
observe) high average efficiency and lower efficiency fluctuations. Across
several points in the memory parameter space shown by the markers in
Fig. 8(b), sampling over all three resonant memory protocols, we measure
efficiency fluctuations as a function of the memory parameter fluctuation
magnitude, εM , and plot the results in Fig. 8(d). First, we observe efficiency
fluctuations that are smaller, as a percentage, than the memory parameter
fluctuations that cause them (i.e., memory parameter fluctuations of mag-
nitude εM = 5% cause at most memory efficiency fluctuations of 2.5%).
This behavior persists over all reasonable magnitudes of memory parameter
fluctuations, shown in Fig. 8(d), which implies that all three resonant mem-
ory protocols are ‘stable.’ We also note that the EIT and ATS protocols are
significantly less sensitive to memory parameter fluctuations than the ATT
protocol (by about a factor of 3), across all memory parameter fluctuation
magnitudes.

In addition to deviations in memory parameters, we can also consider
the effect of deviations in control field parameters within the same gen-
eral mathematical framework. Typically memory parameters fluctuate over
a short timescale around a fixed center point; control field parameters may
also fluctuate in this manner, but a more common problem experimen-
tally is long timescale drift from an initially optimal setpoint. Investigating
the sensitivity of a memory to this long timescale drift is, coincidentally,
equivalent to probing the difficulty of finding the optimal setpoint for
that memory. Memory protocols that allow for a larger region of con-
trol field parameter space with optimal efficiency, and which therefore lead
to less difficulty in finding the optimal control field setpoint, are less sen-
sitive to control field drift out of that optimal region. The converse is also
true—memory protocols that permit only a small region of control field
parameter space with optimal efficiency lead to more difficulty in find-
ing the optimal control field setpoint and are more sensitive to control
field drift. This situation is explored in Fig. 8(e)-(g) for optimal arbitrary
control field shapes. Fig. 8(e) shows the general approach; the optimal con-
trol field shape for a certain memory protocol is found by the procedure
described in Sec. 3.2.2, and each spline point parameterizing the control
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field shape is allowed to drift by εG = 5% of its optimum. The resulting
change in memory efficiency is recorded and is used to compute a nor-
malized sensitivity relative to the rest of the points along the control field
shape. The results of this procedure are shown for two optimal control
fields in Fig. 8(f) and (g), in the adiabatic [EIT-like, M = (50,1.5)] and
non-adiabatic [ATT-like, M = (50,0.01)] regimes, respectively. Fig. 8(f)
shows that EIT-like control field shapes are most sensitive to drift along
the trailing edge of the control field shape, which overlaps with the signal
field in time and adiabatically closes the transparency window. Importantly,
this result is in agreement with the experimental determination of Guo
et al. (2019). For ATT-like control field shapes, Fig. 8(g) shows that the
most sensitive regions of the control field are those with the largest Rabi
frequency. This agrees with physical intuition for the ATT protocol (see
Sec. 2.1 for a review), as it is these regions of the control field that have
the largest effect on its net pulse area, and therefore have the largest effect
on the efficiency of the atomic-polarization–to–spin-wave transfer process.
The same one-at-a-time sensitivity analysis is performed for Gaussian con-
trol fields in Shinbrough and Lorenz (2022), as well as a more sophisticated
and computationally expensive Sobol’ analysis that probes correlations be-
tween Gaussian control field parameters.

We stress here that the sensitivity analysis performed in Shinbrough and
Lorenz (2022) represents only a small subset of all sensitivity calculations
that can be performed, and which may be relevant and useful for quantum
memory experiments. The general framework developed in Shinbrough
and Lorenz (2022) may also be applied to characterize the sensitivity of
off-resonant memory protocols, or those protocols that make use of in-
homogeneously broadened ensembles. Moreover, Shinbrough and Lorenz
(2022) consider only the case of ‘efficiency sensitivity,’ or how fluctua-
tions and drift in certain parameters affect memory efficiency. The same
approach may straightforwardly be repurposed to evaluate such metrics as
fidelity sensitivity, bandwidth sensitivity, or lifetime sensitivity, to name only
a few. This may be the subject of future work.

4. State of the art
4.1 Efficiency

With the foundation for the quantum memory protocols and theory laid
above, in this section we move on to discuss the state of the art for experi-
mental quantum memory performance in the broadband regime, which we
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consider to be memory bandwidths greater than 10 MHz (defined as the
full width at half-maximum of the signal frequency intensity distribution,
see Sec. 1.4).

Fig. 9(a) shows the state-of-the-art storage efficiencies for atomic en-
semble quantum memories in the broadband regime, as of the writing
of this chapter. Each memory protocol is given a different marker type.
As can be seen, Raman and AFC memories are the most popular types
in the broadband regime, and Raman memories are the only type used
in the THz-bandwidth regime except for Qiu et al. (2019), which most
closely resembles the absorb-then-transfer protocol. Resonant, homoge-
neous atomic ensemble protocols (e.g., EIT, ATS, SR, FLAME) tend to
be limited to bandwidths below 1 GHz, with the exception of Qiu et
al. (2019), due to linewidth-bandwidth mismatch. More details on how
Ref. (Qiu et al., 2019) alleviates the linewidth-bandwidth mismatch prob-
lem can be found in Sec. 1.3. Fig. 9(b) shows the performance of all
quantum memories in the broadband regime, as of the writing of this
chapter, including delay-line and fiber memories, which tend to have high
efficiency independent of bandwidth.

In Fig. 9, we show state-of-the-art storage efficiencies; total efficiency
follows a similar trend, but is always significantly lower, and the trend is
complicated by non-optimal phasematching and reabsorption loss during
retrieval, as well as spin wave decay, which vary depending on the reference
and reduce total efficiency non-uniformly across the bandwidths shown.

4.2 Memory lifetime
Fig. 10 shows the state-of-the-art memory lifetimes for atomic ensemble
quantum memories [Fig. 10(a)] and all quantum memories [Fig. 10(b)]
in the broadband regime. An empirical tradeoff exists between mem-
ory lifetime and bandwidth. We believe this trend primarily arises from
technical considerations, rather than fundamental physical ones — in the
THz-bandwidth regime, for example, the Raman memories shown suffer
from low memory lifetime not due to a fundamental aspect of the Raman
protocol, but because the hardware employed (solids and molecular gases)
have inherently limited storage state lifetimes. Qiu et al. (2019) represent a
unique case in this regard, where the lifetime is instead limited by atomic
motion (sometimes called Doppler broadening) due to the high temper-
atures used, yet the inherent storage state lifetime is long, of order 0.1
seconds (Migdalek and Baylis, 1990). The delay-based memories shown in
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Figure 9 State of the art storage efficiencies for (a) atomic ensemble and (b) all quantum memories (in-
cluding delay-based) in the broadband regime. Delay-line and fiber memories tend to have high efficiency
independent of bandwidth. Citation numbers correspond to: [1] Saglamyurek et al. (2018); [2] Rastogi et al.
(2019); [3] Saglamyurek et al. (2019); [4] Saglamyurek et al. (2021); [5] England et al. (2015); [6] Fisher et al.
(2017); [7] England et al. (2013); [8] Bustard et al. (2013); [9] Saglamyurek et al. (2011); [10] Michelberger et
al. (2015); [11] Sprague et al. (2014); [12] Reim et al. (2010); [13] Reim et al. (2011); [14] Akhmedzhanov et al.
(2016); [15] Zhou et al. (2015); [16] Thomas et al. (2019); [17] Ding et al. (2016); [18] Kaczmarek et al. (2018);
[19] Finkelstein et al. (2018); [20] Saunders et al. (2016); [21] Guo et al. (2019); [22] Wei et al. (2020b); [23]
Finkelstein et al. (2021); [24] Buser et al. (2022); [25] Clausen et al. (2011); [26] Heller et al. (2022); [27] Wolters
et al. (2017); [28] Craiciu et al. (2019); [29] Thomas et al. (2022); [30] Shinbrough et al. (2023); [31] Rastogi
et al. (2022); [32] Sinclair et al. (2014); [33] Zhong et al. (2017a); [34] De Riedmatten et al. (2008); [35] Zhou
et al. (2012); [36] Askarani et al. (2019); [37] Davidson et al. (2020); [38] Businger et al. (2022); [39] Liu et al.
(2021); [40] Choi et al. (2008); [41] Jiang et al. (2022); [42] Main et al. (2021a); [43] Ding et al. (2015); [44] Ding
et al. (2013); [45] Zhang et al. (2016); [46] Davidson et al. (2022); [47] Jin et al. (2015); [48] Saglamyurek et
al. (2016); [49] Bussières et al. (2014); [50] Tang et al. (2015); [51] Tiranov et al. (2016); [52] Wei et al. (2022);
[53] Saglamyurek et al. (2015); [54] Liu et al. (2022); [55] Bustard et al. (2022); [56] Bouillard et al. (2019); [57]
Pittman et al. (2002); [58] Kaneda et al. (2015); [59] Kaneda and Kwiat (2019); [60] Xiong et al. (2016); [61]
Makino et al. (2016); [62] Clemmen et al. (2018); [63] Pittman and Franson (2002); [64] Pang et al. (2020); [65]
Meyer-Scott et al. (2022). Adapted from Shinbrough et al. (2023).
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Figure 10 State of the artmemory lifetimes for (a) atomic ensemble and (b) all quantum
memories (including delay-based) in the broadband regime. See the caption of Fig. 9 for
citation numbers. Adapted from Shinbrough et al. (2022).

Fig. 10(b) break this trend, and all tend to have nanosecond to microsecond
delay times.

4.3 Noise
We plot the state-of-the-art noise performance for broadband atomic en-
semble quantum memories in Fig. 11. We plot the signal-to-noise ratio as
defined in Sec. 1.4 for each broadband memory found in the literature. The
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Figure 11 State-of-the-art noise performance for atomic ensemble and delay-based
quantum memories in the broadband regime. Dark, medium, and light red regions
correspond to the signal to noise ratios necessary for<90%,<99%, and<99.9% single-
photon fidelities. Note that many fiber and delay-line memories do not report a figure
of merit for noise performance, and are therefore not plotted here, as the added noise
is virtually zero; some of those presented here are fiber memories that rely on nonlin-
ear optical interaction with strong laser light, which imparts added noise, and are not
representative of all fiber or delay-line memories. See the caption of Fig. 9 for citation
numbers.

dark, medium, and light red regions represent the signal to noise ratios for
<90%, <99%, and <99.9% single-photon fidelities. Across all bandwidths
shown, only a few quantum memories exceed an SNR of 103; most mem-
ories in this region employ a ladder-type energy level system (ORCA and
FLAME memories, specifically) that is in principle noise-free. Ref. (Qiu
et al., 2019) is the only atomic ensemble memory in this regime that em-
ploys a �-type level structure, and is also in principle noise-free to first
order due to a large ground-state–storage-state splitting compared to the
storage-state–excited-state splitting.

5. Conclusion
In this work we have comprehensively reviewed broadband quan-

tum memory in atomic ensembles, including its motivation, the challenge
posed by linewidth-bandwidth mismatch, the physical protocols applicable
to atomic ensembles, the underlying theory for homogeneous and inhomo-
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geneous systems and application of the theory for efficiency optimization
and sensitivity analysis, and the current state-of-the-art performance of
broadband atomic ensembles relative to delay-line and fiber memories. We
hope this chapter serves as a useful guide to and reference for broadband
atomic ensemble quantum memory.
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