


information. First, we propose graph-based em-

beddings, where we build a full corpus-based char-

acter network accompanied with full book-level

information and then use a graph neural network

to learn character embeddings. Second, we pro-

pose positional embeddings, where we create low-

dimensional embeddings from the occurrence pat-

tern of characters in each novel.

To evaluate the quality of character embeddings,

we construct a new character embedding bench-

mark (CEB) consisting of 12 different tasks. At

training time, one is allowed to learn fixed-length

character embeddings from novels. The learned

embeddings are then tested if the important proper-

ties of characters such as gender can be recovered

solely based on them, similar to recent work on

probing pretrained language models (Hewitt and

Manning, 2019; Voita and Titov, 2020, etc.).

The contribution of this paper can be summa-

rized as follows:

• New methods for character embeddings – We

propose two novel methods for learning char-

acter embeddings leveraging full book-level

information (§4).

• Evaluation of character embeddings – We

create a novel benchmark suite (CEB) for

testing the quality of character embed-

dings, consisting of 12 different tasks (§5).

The dataset and evaluation script are pub-

licly available at https://github.com/

naoya-i/charembench.

Our experiments show that the proposed em-

bedding methods combined with text-based

embeddings leads to the best character embed-

dings, outperforming text-based embeddings

in six CEB tasks (§6.3).

• Corpus-level views of character embeddings

– We show that character embeddings cluster

across large corpora by gender, protagonist

status, profession/role, thus demonstrating the

versatility of the techniques we employ (§7).

Fig. 1 shows the key result, indicating that

similar character representations are assigned

to each cluster of character, even though they

exist in different books.

2 Related work

There is a growing interest in computational nar-

rative analysis, ranging from analyzing the struc-

ture of narratives (Kim et al., 2020, 2021; Pethe

et al., 2020), identifying important events in sto-

ries (Wilmot and Keller, 2020, 2021; Papalampidi

et al., 2020; Otake et al., 2020) to analyzing the

relationship between characters in novels (Iyyer

et al., 2016; Xanthos et al., 2016; Skorinkin, 2017;

Azab et al., 2019; Labatut and Bost, 2019; Ku-

bis, 2021; Brahman et al., 2021). The most rele-

vant work to ours is Azab et al. (2019), who apply

word2vec (Mikolov et al., 2013) to learn character

embeddings from movie scripts. However, they do

not use full document-level information such as

the author of documents for learning character em-

beddings. They also experiment on a small-scale

dataset–18 movie scripts, while we experiment on

17k novels. Brahman et al. (2021) propose two

benchmark tasks for character-centric narrative un-

derstanding, namely character identification and

character description generation. We extend their

benchmark by introducing additional 12 character-

related tasks.

Character embeddings are closely related

to both static word embeddings such as

word2vec (Mikolov et al., 2013) and GloVe (Pen-

nington et al., 2014), and contextualized word

embeddings such as dynamic entity embed-

dings (Kobayashi et al., 2016), ELMo (Peters

et al., 2018) and BERT (Devlin et al., 2019).

As discussed in §1, these methods follow the

Distributional Hypothesis (Harris, 1954), encoding

the local context of words into distributed represen-

tations. We intend to complement this weakness

by taking book-level context into account in the

graph neural network-based embedding methods.

The task setting of CEB shares the similar spirit

to a recent paradigm on probing pretrained lan-

guage models (Hewitt and Manning, 2019; Petroni

et al., 2019; Voita and Titov, 2020; Shin et al.,

2020). The LAMA dataset (Petroni et al., 2019),

for example, creates a sentence with blanks, e.g.

___ was born in, and ask language models to pre-

dict words in the blanks solely based on the learned

model parameters. Our benchmark also follows

this task setting, where one learns character em-

beddings on a particular corpus and is asked to

recover information solely based on the learned

embeddings in 12 different tasks.

3 Baseline text-based methods

3.1 Static embeddings

One simple way to learn character embeddings is

to treat each character name as one unique token
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Task Input Output Source Size

Gender One char Male/Female Heurstics (§5.2) 5,000
Role One char, Four choices of roles Role of a character (e.g. school-

master)
Reference books 484

Protagonist One char Protagonist/Other Frequency 5,000
Identity Two chars from different books Yes/No (if two chars are same) Metadata 5,000

Cloze Sentence w/ blank (e.g. ___ is born
in India), Four choices of chars

A character in the blank Book content 5,000

Speaker Quote, Four choices of chars Speaker of the quote Book content 2,879
Summary Cloze Sentence w/ blank from chapter

summary, Four choices of chars
A character in the blank Literature websites 1,361

Desc Description (e.g. A simple , but hon-
est and loyal black worker...), Four
choices of chars

A character that is best de-
scribed by the given description

Literature websites 551

QA Question (e.g. Who does Mary
Lennox accept an invitation from?),
Four choices of chars

Answer Kočiský et al. (2017);
Angelidis et al. (2019)

587

Author Two chars Yes/No (if two chars are from
the same author’s books)

Metadata 5,000

Book Two chars Yes/No (if two chars are from
the same books)

Metadata 5,000

Genre One char, Genre Yes/No (if the character belongs
to a book with the given genre)

Metadata 44,152

Table 2: Overview of CEB, a benchmark suite for character embeddings.

5 CEB: Character Embedding

Benchmark

To test the quality of character embeddings, we con-

struct a new benchmark suite of character embed-

dings, as summarized in Table 2. The benchmark

probes what kind of character-related information,

ranging from gender to authors, is embedded in

character embeddings. It consists of 12 different

tasks categorized into three levels: (i) character-

level tasks: identifying character attributes (§5.2),

(ii) context-level tasks: identifying the correct char-

acter that best describes a given context (§5.3), and

(iii) book-level tasks: identifying the attributes of

books where characters come from (§5.4).

5.1 Dataset

We extract 17,275 books from Project Gutenberg2,

a publicly available library of free eBooks. We use

Stanford CoreNLP (Manning et al., 2014) for NER

(Named Entity Recognition). We use the named

entities of type PERSON as potential character men-

tions, and follow a rule-based approach similar to

Vala et al. (2015) for clustering variants of the same

name, and obtaining a final list of characters for

each book. To ensure that tested character embed-

dings have sufficient information, we discarded

characters with less than 100 mentions.

2http://www.gutenberg.org/

5.2 Character-level tasks

Gender Identify the gender of a given character

c (female or male). To identify the gold-standard

gender of a character, we count the number of male

and female pronouns referring to each character (as

annotated by CoreNLP), and take a majority vote.

If the male pronoun count outnumbers the female

pronoun count by at least 10%, we consider the

character to be male, and vice versa for female.

Role Identify the role of a given character c. We

extract gold-standard character roles from two ref-

erence books of English literature (Magill, 1968,

1952), where character roles are represented by

simple natural language phrases such as a French

aristocrat. We extract only head nouns by the de-

pendency parse given by Spacy.3

Protagonist Identify whether a given character

c is a protagonist or not. As approximation, we

identify the most frequent characters as the gold-

standard protagonist.

Identity Given two characters c1, c2 from differ-

ent books, identify whether c1 is the same character

as c2 or not. We use characters with the same full

name and the same author as a positive instance.

3https://spacy.io/usage

1012



5.3 Context-level tasks

Cloze Given a sentence S with a blank (e.g. ___

stood up and tried to keep her eyes open while

Mrs. Medlock collected her parcels.) from book b

and four candidate characters from b, choose the

character c that best fits into the blank. To sample

difficult wrong candidates, we sample characters

with similar frequency in all the context-level tasks.

Specifically, we use characters c′ s.t. r(c) − 2 ≤
r(c′) ≤ r(c) + 1, where r is the rank of frequency.

Speaker Given a quote Q (e.g. “Well, it was this

way. I was leaning on the stile...”) from book b

(≥ 50 words) and four candidate characters from b,

choose the character that spoke this quote.

Summary Cloze Similar to Cloze, given a sen-

tence S with a blank from a chapter summary of

book b and four candidate characters from b, choose

the character that best fits into the blank. We ex-

tract chapter summaries from LitCharts, an online

guide for English literature.

Desc Given a character description snippet D

(e.g. A simple , but honest...) and four candidate

characters from the same book, choose the charac-

ter that is best described by D. We extract character

descriptions from five reliable web sources.4

QA Given a question about characters (e.g. Who

brings Mary Lennox the garden tools?) and four

candidate characters from the same book b, choose

the character that best fits as the answer. We extract

character-related questions (Angelidis et al., 2019)

from NarrativeQA (Kočiský et al., 2017).

5.4 Book-level tasks

Author Given two characters from two different

books b1, b2, identify whether the authors of b1 and

b2 are the same or not.

Book Given two characters from two books

b1, b2, identify whether b1 and b2 are the same.

Genre Identify the book genre of a given charac-

ter c. Because one book can belong to more than

one genre, we manually selected 11 frequent sub-

jects from Project Gutenberg’s metadata and turn

them into 11 binary classification tasks5 and report

4GradeSaver, LitCharts, CliffsNotes, Schmoop, Spar-
kNotes.

5Selected subjects are: 19th century, adventure stories,
detective and mystery stories, fiction, historical fiction, humor-
ous stories, juvenile fiction, love stories, science fiction, short
stories, western stories.

an average accuracy.

6 Evaluation

6.1 Setup

We follow recent work on probing word embed-

dings, which report that one should employ less ex-

pressive classifiers in order to prevent the classifier

itself from learning to solve the probe tasks (Voita

and Titov, 2020). At training time, one has ac-

cess to all books and learns fixed-length character

embeddings of each character. At test time, we

freeze the learned character embeddings and train

task-specific linear classifiers using the learned em-

beddings as a feature vector.

To solve classification tasks, we train a linear

classifier that uses learned character embeddings

as a feature vector. For pairwise classification, we

merge two character embeddings by element-wise

multiplication and absolute element-wise differ-

ence, i.e. [c1 � c2; |c1 − c2|]. In our experiments,

we employ Support Vector Machines (Cortes and

Vapnik, 1995). To solve multiple-choice tasks with

context x and characters {ci}
4

i=1
, we train a scorer

f(x, ci) = (Wx + b) · ci with a cross entropy

loss, where W,b is a learned projection from the

embedding space of context to characters. We use

Sentence Transformers (Reimers and Gurevych,

2019)6 to encode x into x.7

The test instances with binary classification tasks

are all balanced. Therefore, we use an accuracy as

evaluation measure for all the tasks. To see over-

all picture, for each task category we calculate a

final score by an average of task accuracies. We

use 5-fold cross validation for evaluation and re-

port an average accuracy. For the task with less

than 2,000 instances (i.e. Role, Summary Cloze,

Desc, QA), we use 10-fold cross validation to se-

cure more training data.

6.2 Hyperparameters

For static embeddings, we use gensim implementa-

tion of word2vec (CBOW) and doc2vec.8 We kept

only top one million words in the vocabulary and

trained 300-dimensional vectors with 5 epochs, 10

context words, and 10 negative examples.

6We use all-MiniLM-L12-v2, a publicly available pre-
trained model of Sentence Transformers at https://www.
sbert.net/docs/pretrained_models.html.

7For the role task, x is a character embedding, and ci is a
Sentence Transformer embedding of a role.

8https://radimrehurek.com/gensim/
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Character-level Context-level Book-level Final score

Model gen role prot id clz spk sclz desc QA auth book genre Ch Co Bk

rand 50.0 25.0 50.0 50.0 25.0 25.0 25.0 25.0 25.0 50.0 50.0 50.0 43.8 25.0 50.0

w2v 88.6 41.9 75.4 92.7 32.9 38.8 37.7 40.7 39.7 70.8 92.1 76.4 74.7 38.0 79.8
d2v 87.2 40.1 71.1 95.3 32.5 32.0 29.3 43.6 33.7 79.1 92.3 78.9 73.4 34.2 83.4
nam 85.9 28.5 54.9 99.9 27.5 27.7 32.6 31.8 30.2 52.7 56.6 57.4 67.3 30.0 55.6

gl_ag 91.3 29.7 69.5 95.9 37.0 32.4 40.6 36.5 37.1 79.9 90.0 80.5 71.6 36.7 83.5
w_ag 91.8 31.8 73.1 96.3 37.3 35.3 40.8 45.9 39.4 79.5 89.2 81.6 73.3 39.7 83.4
rb_ag 96.6 40.5 86.7 96.7 38.5 43.5 48.0 51.2 41.6 75.3 84.8 79.9 80.1 44.6 80.0

gr 98.6 36.1 75.0 96.7 32.5 49.5 40.2 38.1 34.4 85.6 95.5 80.2 76.6 38.9 87.1
pos 52.2 30.8 86.2 74.9 26.0 45.5 40.1 27.6 37.1 54.9 60.5 55.7 61.0 35.3 57.0

rb_ag+
gr+pos

98.1 43.2 92.4 97.8 36.6 48.5 46.5 50.6 42.7 83.9 95.6 81.2 82.9 45.0 86.9

Table 3: Results on CEB. Text-based embeddings capture character-level information better, while graph-based

methods capture book-level information better. Combining these two methods leads to the best embeddings.

For graph-based embeddings, we use the orig-

inal implementation of DeepWalk9 with 100-

dimensional embeddings. We set the length of

random walk path to 50 nodes and the number of

random walks to start at each node to 20, and kept

other hyperparameters as the default values.

We train the multiple-choice classifier for 10

epochs, using AdamW with batch size of 16, learn-

ing rate of 1e-3, and weight decay of 1e-2.

6.3 Results and discussion

The results are shown in Table 3. It shows that text-

based methods perform better on character-level

tasks and context-level tasks, while the graph-based

method performs better on book-level tasks. This

suggests that text-based methods can capture the

local context of characters such as gender better,

but it does not take into account document-level

context discussed in §4.1. Name embeddings

prove effective only at capturing gender.

Despite its simplicity, positional embeddings

show surprisingly good performance on the

character-level tasks (protagonist, identity) and

context-level tasks (QA). This indicates that the

occurrence patterns are deeply related to determin-

ing the importance of characters in books and that

if the same character appears in different books, the

occurrence patterns are also similar to each other.

The good performance of QA indicates that the re-

lationship between two characters are captured to

some extent only by the occurrence patterns.

We then combined the best text-based embed-

ding, rb_ag, with gr and pos (the last row).10

9https://github.com/phanein/deepwalk
10We simply concatenated three embeddings, which yields

The results indicate that they complement each

other’s strength and weakness. For example,

rb_ag’s low performance on the author and book

tasks and gr’s low performance on the protago-

nist and cloze tasks improved. Overall, the pro-

posed methods using book-level information out-

performed the text-based methods in four tasks,

indicating the importance of book-level informa-

tion in character representations.

In order to investigate the effect of introducing

global edges, we ablate author-book edges (a,b) and

character-character edges (c,c) from the proposed

graph embedding method. The results are shown

in Table 4. ‘-(c,c)’ experiences more performance

degradation in context-level tasks and book-level

tasks than ‘-(a,b)’, which indicates that character

interaction provides useful information especially

for these tasks. When both edges are removed,

we observe performance drop in nine tasks, again

indicating their need for character representations.

7 Qualitative analysis

To obtain further insights on the learned character

embeddings, we visualize rb_ag+gr+pos by us-

ing t-SNE (van der Maaten and Hinton, 2008) with

default hyperparameters.

7.1 Universality across books

In Fig. 1, we intend to check the universality of the

learned character embeddings across books. We

sampled characters with the same name and the

same author from different books and plotted 281

samples of their character embeddings. This identi-

fies characters that appear in a series of books, e.g.

908-dimensional (768 + 100 + 40) embeddings.
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