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Abstract—Approximate computing has significant potential to improve the efficiency of a computing system. Numerous techniques have
been proposed in literature. Virtually, all of them require programmers to either experiment with every instance of a specific type of code
region exhaustively to find approximable code regions or annotate such regionsmanually. Both approaches are error-prone and can lead
tomissed opportunities. Therefore, we proposeXMeter to automatically find and quantify approximable code regions. XMeter, first,
analyzes the application code statically using a novel algorithm based onmemory location updates. Also, XMeter provides a deep
learning-based predictor to predict the accuracy of the application when different code regions are approximated. Our proposed scheme
does not require the programmer to experiment exhaustively for all possible error rates and types of approximation techniques. Moreover,
the scheme does not require any domain knowledge and is not specific to any approximation technique. Therefore, it is general enough to
be applicable for any approximation technique.We developed XMeter using LLVMand experimented with 10 applications.We analyzed
43 approximable functions and found 21 to be highly tolerant of errors.We validated our results using 4 well-known approximation
techniques and showed that XMeter can predict an application’s accuracy accurately.

Index Terms—Approximate computing, accuracy, static analysis, machine learning
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1 INTRODUCTION

APPROXIMATE computing is a promising approach to
improve performance and energy efficiency. This style

of computing trades-off accuracy to gain those benefits.
Approximate computing lends itself to many application
domains that have an inherent tolerance towards inaccuracy.
For example, video encoders are designed to give up perfect
accuracy for faster encoding and smaller videos [1]. Machine
learning algorithms are designed to produce probabilistic
models that are not 100 percent accurate. Many scientific
computations (e.g.,n body simulations [2]) are inherently
inaccurate in that they are designed to produce an approxi-
mation to an ideal result.

Different approximation techniques have been proposed
in literature [3]. For example, loop perforation is an approxi-
mation technique to skip (occasionally) some iterations of a
loop in order to speed up the application [4]. Parrot trans-
formation skips an entire function execution and instead,
invokes a hardware neural network with the function’s
parameters to get an approximate result [5]. Paraprox repla-
ces a data parallel kernel with a parameterized approximate
kernel and tunes it at runtime to satisfy some quality met-
ric [6]. There are techniques such as barrier [7] and lock

approximation [8] that aim at reducing synchronization over-
head by relaxing some semantics (e.g.,allowing a long wait-
ing thread to skip a critical section). Besides these, there are
techniques that relax the accuracy of data itself. For example,
load value approximation learns general patterns of values of
some data, generates approximate values using the learned
patterns, and uses those values (instead of the original ones)
in order to speed up the application [9]. Approximate storage
proposes to store data approximately in solid state memories
to reduce the complexity and wear out of the underlying
memory cells [10]. Doppleganger cache groups tags of multi-
ple similar cache lines with a single data block in order to
reduce data storage [11]. Venkatagiri et al. [12] applied soft-
ware approximation techniques for summarizing videos in
unmanned aerial vehicles and showed that such techniques
can have minimal effect on the application’s resiliency to soft
errors (of hardware).

Various approximation techniques differ from each other
substantially. However, they all require the ability to find code
that is amenable to approximation. To find such code, some
existing proposals focus on every code region of a specific
type (e.g.,loop, critical section, barrier etc.) [4], [7], [8], [13].
Others require the programmers to annotate some potential
code based on domain expertise [5], [11], [14]. Programmers
need to experiment with each instance of the potential code
region exhaustively to find out the actual approximable code
regions and their accuracy characteristics. We argue that
such an approach is ad hoc, labor intensive, and not scalable
to larger programs. Moreover, programmers need to repeat
the process entirely for each new approximation technique.
Thus, in order to make approximation techniques practical
and usable, we need an approach that, given an application,
automatically finds code regions amenable to approximation,
can predict those regions’ accuracy characteristics without
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exhaustive experimentation, and does not rely on the details
of any specific type of approximation technique.

Towards the aforementioned goals, we propose XMeter.
XMeter analyzes application code statically to find out
approximable code regions. The static analysis algorithm tra-
verses application’s call graph multiple times to find func-
tions where any approximation technique can be easily
applied. The analysis determines whether a function can be
easily approximated or not by checking thememory locations
that are updated inside the function. In addition, XMeter pro-
vides a deep learning based predictor that can be used to pre-
dict accuracy of the application when different code regions
are approximated. The predictor can predict accuracy based
on how the application behaves during a few (e.g., 3) error
rates at the approximable code region. The application’s
behavior during a few error rates is called theAccuracy Signa-
ture of the approximable code region. Thus, the predictor
does not require the programmer to experiment exhaustively
for all possible error rates and all possible types of approxima-
tion techniques. In other words, XMeter provides a general
predictor that can be used in the context of any approximation
technique. In essence, XMeter provides programmers the abil-
ity to go over a set of approximable code regions and use the
general predictor to determine the accuracy characteristics of
those regions for any error rate (which in turn can help pro-
grammers to decide the most suitable code region to approxi-
mate). Thus, XMetermakes the following contributions:

! Automatic Approach: XMeter can find approxim-
able functions automatically without any domain
knowledge.

! Novel Static Analyzer: XMeter proposes a novel
static analysis algorithm to find approximable func-
tions. The analysis is based on call graph traversals
and memory locations that are updated inside the
functions.

! General Predictor: XMeter provides a novel deep learn-
ing based predictor that can predict accuracy of an
application when a function is approximated. The
predictor takes the Accuracy Signature of the func-
tion and predicts application accuracy at any error
rate. The predictor is not specific to any particular
approximation technique. XMeter is the first tech-
nique to predict accuracy for approximable functions
using deep learning.

We developed XMeter using LLVM [15]. We evaluated it
using a total of 10 applications - seven from AxBench [16]
benchmark suit, Lulesh [17] andMILCmk [18] fromLawrence
Livermore National Lab, and gzip [19]. We analyzed 43 func-
tions in total. Our results showed that 21 functions are highly
tolerant of errors i.e.,the application accuracy does not drop
below 80 percent even at a high error rate in these functions.
We also found 12 functions not to be tolerant of any error at all
i.e.,the application accuracy drops below 50 percent even at a
very low error rate.We validated XMeter’s accuracy predictor
against 4 well known approximation techniques - function
memoization [20], loop perforation [4], task skipping [21],
[22], and precision reduction [23]. Our validation results
showed that XMeter is highly accurate and effective in pre-
dicting accuracy. especially for low to moderate approxima-
tion rates.

The rest of the paper is organized as follows: Section 2
describes some related work; Section 3 explains the main
idea; Section 4 provides implementation details; Section 5
discusses the results, and finally, Section 6 concludes.

2 RELATED WORK

Due to growing interest in the field of approximate comput-
ing, many techniques have been proposed to sacrifice accu-
racy for improved power, performance and scalability.
Loop perforation [4], for example, skips some iterations of a
loop to improve performance. Laurenzano et al. [13] use
canary inputs that are representations of the full inputs and
different approximation techniques to find the best approxi-
mation technique within an accuracy threshold. It does so
automatically.

A number ofwork uses dynamicmonitoring to keep accu-
racy within a limit. For example, SAGE [22] provides trans-
parent automated approximate programs using offline
compilation and run-time monitoring to keep output quality
within a certain limit. In the offline phase, approximate pro-
grams are created using different optimizations targeting
atomic operations, input data packing and thread fusion.
Mitra et al. [24] use tunable approximation levels in approx-
imable blocks of a program to find best performing approxi-
mation setting. But they have to rely on user to identify
approximable blocks. Sui et al. [25] address control problem
of tunable approximate programs, formulate the problem
and use machine learning technique to create error and cost
model and finally use this model to find best approximation
settings that improved performance or power. Rumba [26]
provides runtime detection and recovery modules to keep
output quality in check with performance improvement and
energy efficiency. Programmers have to annotate the code
that will be mapped to approximation accelerator. Mahajan
et al. [27] propose to classify dynamically whether approxi-
mating a function using neural networks can lead to unac-
ceptable output quality. If so, the technique refrains from
approximating the function. For the initial classification, a
tabular predictor or a neural network can be used. Hashim
et al. [28] propose ApproxHPVM, a portable compiler for
accuracy-aware optimizations. The key idea is tomap output
accuracy limit to accuracy limits for individual approxim-
able computations, autotune the code to satisfy the limits
using a combination of approximation techniques and hard-
ware. Our proposed approach could complement the auto-
tuning phase of ApproxHPVM.

Some approximation techniques only target data. For
exampe, Doppelg€anger [11] presents a cache that approxi-
mates similar values across cache to reduce cache size and
energy without performance degradation and too much
accuracy loss. Programmers have to annotate programs to
identify the data to be approximated. Miguel et al. [9] pro-
vide a load value estimator which provides estimated value
when there is a load cache miss for improved performance,
power with acceptable accuracy. Programmers have to
annotate program to mark the data that can be approxi-
mated. Boston et al. [29] provide programming language
support for programmers to specify probability of approxi-
mating a code region for improved performance within out-
put accuracy threshold. EnerJ [14] abandons automation as
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programmers need to specify manually and explicitly which
part of programs can be approximated to gain energy effi-
ciency with inaccurate computations. ExpAX [30] provides
a framework to automate approximate programming by
allowing programmers to implicitly declare which data and
operations of programs are approximable by explicitly
declaring the acceptable output quality. It proposes a static
analysis based on the output expectation to determine safe-
to-approximate operations. ACCEPT [31] provides a com-
piler analysis based on data type annotations about whether
a data needs to be precise or not. The static analysis declares
a code as approximable if no modification to precise data is
visible outside. Thus, XMeter’s static analyzer has resem-
blance with both ACCEPT and ExpAX. However, we argue
that XMeter is more advanced than either of them because
XMeter does not require any prior knowledge about data
preciseness or expectations.

A large number of work target functions for approxima-
tion. Rely [32] requires programmers to manually specify
functions with reliability requirement to be approximated.
Axilog [33] provides a language annotations for designers to
approximate hardwire design for energy efficiency with
acceptable output loss. Esmaeilzadeh et al. [5] and Zhenghao
et al. [34] propose to approximate certain functions of a pro-
gramusing a neural network based hardware. Yazdanbakhsh
et al. [35] propose to use neural accelerator in GPU to approxi-
mate programs in order to gain performance by sacrificing
accuracy. In the last two work, approximable code regions
have to be annotated by programmers.

Approxilyzer [36] and gem5-Approxilyzer [37] are the
closest proposals to our scheme. They provide a framework
to quantify the impact of approximation automatically.
They quantify the effect of a single bit flip in a register oper-
and of an instruction. Different instructions are clustered
together based on their data and control flow. The techni-
ques experiment with one instruction per cluster to quantify
the output quality. Any other instruction from the same
cluster is predicted to have the same output quality. There
are two major differences between these techniques and our
proposed scheme, XMeter. First, both Approxilyzer techni-
ques find approximable instructions, and are, therefore, ISA
and architecture dependent. On the other hand, XMeter
finds approximable functions by statically analyzing the
code. Therefore, XMeter is architecture independent and
provides a higher level insight about approximable func-
tionalities of a program. Second, Approxilyzer techniques

provide a coarse grained prediction about whether an
approximable instruction leads to a detectable or silent data
corruption. In contrast, XMeter can predict the exact output
accuracy for a given error rate (thanks to the machine learn-
ing based accuracy predictor).

3 XMETER: MAIN IDEA

XMeter consists of three major components - Static Ana-
lyzer, Accuracy Signature Generator and Performance Pre-
dictor. The overall system diagram is shown in Fig. 1. Next,
we are going to elaborate on each component.

3.1 Static Analyzer
Static analyzer finds code regions whose computations can
be approximated. Designing such an analyzer requires us to
resolve two issues - (i) what is the granularity of code regions
to analyze, and (ii) what should be the properties of such
regions.

3.1.1 Granularity of Code Regions

A code region can be of different granularities. It can be a
sequence of instructions, basic block, loop, critical section,
function etc.We choose function as the code region granular-
ity because it provides the right balance between scope and
semantic boundary. Moreover, any approximation tech-
nique applicable to a smaller granularity (e.g.,loop, critical
section etc.) can be easily covered by this choice. For exam-
ple, if a particular function is approximable, we can apply
techniques such as loop perforation, barrier approximation,
lock approximation etc. to any loop, barrier or lock inside the
function. If the function has multiples loops, barriers or
locks, we can apply the approximation technique to all of
them or some of them. Similarly, techniques that relax data
accuracy can focus on the data accessed inside the function.

3.1.2 Properties of Code Regions

One of the goals of XMeter is to find functions whose com-
putations can be easily approximated. Let us consider a
function F . An approximation technique essentially repla-
ces F with F0 such that F0 computes similar results. Let us
assume that C is the set of communication points through
which F interacts with the rest of the program. If F is side
effect free (i.e.,it does not modify any non-local data and
communicates with its callers by returning some result),

Fig. 1. System diagram of XMeter.
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then C contains only the return value. If F modifies refer-
ence parameters, then C also includes the reference parame-
ters. If F modifies some arbitrary non-local data (that is not
passed as a reference parameter), then C includes that non-
local data too. If C is a large set containing many arbitrary
non-local data, the effect of approximation can permeate to
the rest of the program through any member of C. Such a
scenario makes it harder to constrain the application’s accu-
racy degradation. Therefore, many techniques (such as par-
rot transformation [5]) approximate F only if C does not
contain arbitrary non-local data. In other words, many tech-
niques choose to approximate F if C contains only return
value (in case of side-effect free function) or reference
parameters of F . Therefore, XMeter also focuses on such
F ’s only.

3.1.3 Detailed Algorithm

The formal algorithm is shown in Algorithm 1. At the high
level, the static analyzer of XMeter works by traversing the
call graph G of a program multiple times. During the first
traversal (Line 1-12), XMeter initializes various flags and
sets. For each function F , it keeps a flag, called Approxim-
able (AF ). If F does any memory allocation, deallocation,
blocking system call or I/O activities, XMeter initializes
AF  FALSE (Line 2-4). However, if F does not do any
such operation, XMeter first populates the communication
set CF (Line 8). CF contains all non-local variables that are
being modified inside F as well as its return value. XMeter
initializes AF  TRUE if F does not write to any non-local
variable other than its reference parameters (Line 10). Oth-
erwise, XMeter initializes AF  FALSE (Line 12). After the
first traversal, other traversals are done in Depth First
Search (DFS) order to reduce the total number of traversals.
During those traversals, XMeter updates AF by doing a log-
ical AND of approximable flags of all the functions called
by F (Line 19). In other words, XMeter keeps a function as
approximable if each of its called functions is also approx-
imable. Otherwise, XMeter updates the flag to make F non-
approximable. Communication set of F is also updated sim-
ilarly to include the communication set of each called func-
tion (Line 20). XMeter continues to traverse the call graph
until there is no change in any approximable flag (Lines 21-
22). A rough sketch to prove that Algorithm 1 is sound and
complete is provided in Section 3.4.

3.2 Accuracy Signature Generator
Static analyzer of XMeter provides a list of approximable
functions. One of the goals of XMeter is to predict applica-
tion accuracy for any arbitrary error rate at an approximable
function F . In order to facilitate the prediction process, we
introduce the notion of Accuracy Signature (ASF ). Intui-
tively, ASF acts as a hint about how approximation of F
impacts application accuracy by providing accuracy corre-
sponding to a few error rates. Accuracy predictor takes ASF
to predict accuracy corresponding to any arbitrary error
rate at F . With this view in mind, we can define ASF as a
vector ½ai#ni¼1, where ai is the application accuracy when F is
approximated at an error rate ei. n is kept sufficiently small
(e.g., n ¼ 3 is found to be adequate in our experiments in
Section 5.4) so that XMeter does not amount to an exhaus-
tive experimentation technique at all possible error rates.

Algorithm 1. Find Approximable Functions of a Program

Input: Call graph G
Output: Approximable functions
1 for Each F in G do
2 if F contains memory (de)allocation, blocking system call or I/

O then
3 AF  FALSE;
4 CF  ;;
5 else
6 PF  Reference parameters of F ;
7 RF  Return value;
8 CF  Variables of non local stores and return value;
9 if CF n ðPF [ RF Þ ¼ f then
10 AF  TRUE;
11 else
12 AF  FALSE;
13 terminate FALSE;
14 while terminate ¼ FALSE do
15 terminate TRUE;
16 for Each F in G in DFS order do
17 CLF  Functions called from F in G;
18 A0F  AF ;
19 AF  AF ^ ð

V
H2CLF AHÞ;

20 CF  CF [ ð
S
H2CLF ðCH n RHÞÞ;

21 ifA0F 6¼ AF then
22 terminate terminate ^ FALSE;
23 return

To generate ASF , XMeter emulates the behavior of an
approximation technique at F . Since F interacts with the
rest of the program with its communication set CF , the effect
of approximation can be emulated by injecting error at each
of the communication points in CF . This emulation tech-
nique makes XMeter a general approach that can be used in
the context of any approximation technique. Error injection
is done by adding some instrumentation code for each
member of CF . Recall that CF contains return value and/or
reference parameters that are modified inside F . In case of
the return value, an error is injected at the return statement
whereas for a reference parameter, an error is injected at the
last update of that parameter. Last update is determined by
the instrumentation code at runtime. To inject error ei at a
value v, XMeter replaces v with v' ð1( eiÞ. The final accu-
racy for ei is taken as the average from both error points. In
our experiments, error rate 1, 50 and 100 percent are found
to generate effective ASF that can boost prediction ability of
Accuracy Predictor. Thus, XMeter records application accu-
racy corresponding to low (1 percent), medium (50 percent),
and high (100 percent) error rate at F to generate ASF .
Finally, to ensure execution of error injection code, software
test fuzzing can be used [38].

3.3 Accuracy Predictor
Accuracy predictor is essentially a deep neural network with
an input layer followed by an embedding layer, h hidden
layers and an output layer (Fig. 2). The predictor takes ASF
and an error rate as inputs. Each input number is passed
through the embedding layer which converts it into a d
dimensional vector. The purpose of the converting each
input number into a d dimensional vector is to place similar
signature (or error rate) into nearby points in a d dimensional
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space. Similar technique has been used in natural language
processing to capture semantic similarity among words [39].
d dimensional vectors are passed through h hidden layers
and finally an output layer. Each hidden layer consists of n
neurons. Since output layer produces a single value (i.e.,
accuracy prediction), it contains a single neuron. Hidden
layer neurons use hyperbolic tangent activation function [40]
while the output layer neuron uses ReLU activation function.
We choose these activation functions because they provided
the best accuracy in our experiments. Since predicting appli-
cation accuracy can be considered as a regression problem,
XMeter uses Mean Squared Error (MSE) as the loss function
for the predictor. Note that the choice of MSE as a loss func-
tion does not imply that an application’s accuracy degrada-
tion needs to be expressed in MSE. In fact, the choice of loss
function is orthogonal to the application’s accuracy metric.
In order to determine the value of h, n, d, we exhaustively
experiment with different combinations of values and pick
the network architecture that provides the best accuracy.
More on this in Section 5.4.

3.4 Proof Sketch
Here, we are going to show that Algorithm 1 is both sound
and complete.

Theorem 1. Algorithm 1 is sound i.e., if a function calls a
non-approximable function directly or indirectly, the
function will be marked as non-approximable.

Proof. We can prove this theorem using proof by contradic-
tion. Suppose, we have a call graph as shown in Fig. 3.
Here, Root represents the main function, and V0 repre-
sents another function that calls function Vn through a
chain of other functions such as V1. For the sake of contra-
diction, let us assume that the Algorithm 1 marks Vn as

non-approximable (i.e., AVn ¼ FALSE) but V0 as approx-
imable (i.e., AV0 ¼ TRUE). Since V0 can be marked as
approximable only if all of its called functions are approx-
imable (Line 17-19 in Algorithm 1), Vi is approximable.
Following the same argument, all of the called functions of
V1 should be marked as approximable. If we follow the
call chain from V1 to Vn and apply the same argument, Vn

should be marked as approximable. However, this contra-
dicts our initial assumption that Vn is non-approximable.
Thus, the algorithm must not mark V0 as approximable if
one of its called functions is non-approximable. In other
words, all the functions marked as non-approximable
by Algorithm 1 are correctly marked so. Therefore, the
remaining functions that are marked approximable are
correctly marked too. tu

Theorem 2. Algorithm 1 is complete i.e., if an approximable
function exists, the algorithm will find it.

Proof. We can prove the completeness of Algorithm 1 using
induction. Let us consider the call graph in Fig. 4. As
before, Root represents the main function. Assume that
for a node, d represents the longest distance (excluding
loop induced repetition) of that node from a leaf node in
the call graph. Thus, for a leaf node V0, we will have
d ¼ 0. Also assume that V1 and Vn have d ¼ 1 and d ¼ n
respectively. tu

Let us consider an arbitrary approximable function. It
could be a leaf or internal node in the call graph. In other
words, an approximable function can have d ¼ 0 or d > 0.
Without loss of generality, let us assume that V0 with d ¼ 0 is
an approximable function. Algorithm 1 will mark V0 as
approximable in Line 6-10 during the initial loop. Since V0 is
a leaf node, it will remain approximable during the iterations
of the second loop. Thus, Algorithm 1will find approximable
function V0.

Now, we will prove that Algorithm 1 can find an approx-
imable function even if its d > 0. Without loss of generality,
assume that both V1 and Vn are approximable (i.e., all of
their called functions are approximable too). During the tra-
versal of the call graph in DFS order, Line 17-19 will check if
the called functions of V1 are approximable. Since d ¼ 1 (i.e.,
V1 calls some leaf functions directly), Algorithm 1 will mark
it as approximable during the first iteration of the second
loop. Following same logic, if an approximable functions
has d ¼ 2, Algorithm 1 will mark it as approximable by at
most 2 iterations of the second loop. Continuing this way,
for the approximable function Vn with d ¼ n, Algorithm 1
will mark it as approximable by at most n iterations of the
second loop. Thus, Algorithm 1 can find an approximable
function for any value of d.

Fig. 2. Accuracy predictor of XMeter.

Fig. 3. An example call graph for Theorem 1.

Fig. 4. An arbitrary call graph with information about leaf node.
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4 IMPLEMENTATION DETAILS

Both the static analyzer and accuracy signature generator of
XMeter are written in C++ using LLVM [15]. Given an
application, the static analyzer provides a list of approxim-
able functions and their communication sets. The accuracy
signature generator iterates over each approximable func-
tion and injects errors at a number of different rates in each
communication point. This results in a number of different
versions of the source code - one for each approximable
function and error rate. XMeter compiles and executes each
such version and records the corresponding output accu-
racy. Thus, XMeter collects accuracy signature data for each
approximable function.

The accuracy predictor is written in Keras [41] with Ten-
sorFlow [42] as the back end. In order to generate training
data for the accuracy predictor, we randomly split all
approximable functions (found by the static analyzer) into
training and testing set. The training set contains 80 percent
approximable functions while the rest are in the testing set.
For each approximable function in the training set, XMeter
injects errors (similar to that of accuracy signature genera-
tor) from 1 to 100 percent with 1 percent increment. XMeter
collects application’s output accuracy corresponding to
each error rate. Thus, if we have x approximable functions
in the training set, we collect 100x accuracy data, which are,
then, used to generate the training data for the predictor.
After the accuracy predictor trains on the training data, vali-
dation is done to asses the prediction accuracy using the
testing set approximable functions. We plan to release our
code in a public repository after the paper is published.

Current implementation of XMeter excludes any func-
tion, F , that modifies arbitrary non-local data such as global
and static data. Such a function can be easily supported by
making the following changes. First, XMeter needs to use
points-to analysis [43] to determine the complete communi-
cation set, CF . Note that, CF will include the non-local com-
munication points of the callee functions too. Lines 5-12 of
Algorithm 1 will no longer be required. Second, XMeter
needs to inject errors at each of the communication points of
CF during the error injection process. The rest of the compo-
nents of XMeter can be applied without any modification.

5 EVALUATION

In this section, we will first outline the experimental setup
followed by the effectiveness of our static analyzer. Finally,
we will show some results related to the accuracy predictor
of XMeter.

5.1 Experimental Setup
We used ten applications for evaluation. Seven of them are
fromAxBench [16] benchmark suite, two applications (Lulesh
and MILCmk) are from Lawrence Livermore National
Lab [17], and the last one, Gzip [19], is an open source applica-
tion. AxBench is widely used in approximate computing
studies [5], [44]. Lulesh and MILCmk are high performance
computing benchmarks used in large supercomputers. Lastly,
Gzip is a large utility application used for compressing files.
Accuracy is calculated by comparing the final results of an
application with its golden results (i.e., results obtained from

the original program). The applications and their accuracy
metrics are shown in Table 1. Similar metrics have been used
in prior work [45]. For each application, we used two inputs
to demonstrate the generality of our findings. Default inputs
of AxBench are referred to as Input1 whereas Input2 refers to
manually generated second set of inputs. For Lulesh, we used
problem size 13 as Input1 and problem size 7 as the Input2. For
MILCmk, we used array lengths from 26 to 28 as Input1 and
from 26 to 211 as Input2. For Gzip, we used two random text
files - small one as Input1 and the other as Input2. All experi-
ments were performed on a 7 node cluster with 100 cores and
345 GBmemory. For training the accuracy predictor, we used
a learning rate of 0.001 with Adam optimizer. We trained up
to 200 epochs.We used 3 hidden layer neural networkwith 20
dimensional embedding layer in the front and an output layer
at the end as our accuracy predictor. Each hidden layer con-
tains 512 neurons. We used 3 error rates to generate accuracy
signatures. These parameters are chosen experimentally as
shown in Section 5.4.

5.2 Effectiveness of Static Analyzer
XMeter found a total of 43 approximable functions in 10
applications. A brief characterization of each application
and its approximable functions is provided below. Since dif-
ferent inputs tend not to affect the characterization much,
we omit input specificity in most cases.

5.2.1 Sobel

XMeter found two approximable functions - convolution
and makeOpMem (Figs. 5a and 5b). convolution is a side
effect free function that calculates the convolution of each
pixel. It shows almost a linear relationship between accuracy
and error. Therefore, this function can tolerate low-to-mod-
erate errors. The other approximable function, makeOpMem,
is not a side effect free function. It makes operational mem-
ory for each pixel using the surrounding pixels. Accuracy for
makeOpMem tends to decrease with increased error rate with
some irregularities. However, the accuracy plot of makeOp-
Mem is steeper than that of convolution. Therefore, make-
OpMem can tolerate less error than convolution.

TABLE 1
Accuracy Metric Used for Applications

Application LOC Description Accuracy Metric

Sobel 325 Sobel edge detector Image difference

Kmeans 495 K-means clustering of Image difference

pixels

Jpeg 1,320 Image encoding Image difference

Blackscholes 378 Financial modeling Mean relative

error

FFT 197 Fast Fourier Transform Mean relative

error

Inversek2j 137 Inverse kinematics Mean relative

error

Jmeint 741 Triangle intersection Miss rate

detection

Lulesh 7,240 Hydrodynamics simulation Mean relative

error

MILCmk 5,000 Quantum lattice Vector difference

Gzip 8,614 Compression algorithm Compression

ratio

1086 IEEE TRANSACTIONS ON COMPUTERS, VOL. 70, NO. 7, JULY 2021

Authorized licensed use limited to: Texas A M University. Downloaded on July 30,2023 at 17:16:07 UTC from IEEE Xplore.  Restrictions apply. 



5.2.2 Kmeans

XMeter found three approximable functions - euclidean-
Distance, assignCluster, and segmentImage (Figs. 5c
and 5d). euclideanDistance calculates euclidean distance

of a pixel from the center of a cluster and suffers no accuracy
loss except at 100 percent error rate. The other two approxim-
able functions call only side effect free functions and modify
their parameters. While assignCluster has high accuracy

Fig. 5. Accuracy versus error graphs for all approximable functions. I1 and I2 indicates input1 and input2, respectively.
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(above 80 percent) for up to 30 percent error rates, segment-
Image suffers from high accuracy loss (up to 40 percent) even
at a low rate. Thus, cluster assignment and euclidean distance
calculation can be approximated to a high degree without
compromising the final accuracy.

5.2.3 Jpeg

XMeter found five approximable functions in Jpeg applica-
tion (Figs. 5e and 5f). Among them, dspDivision is the
only side effect free function. Every function except make-
Grayscale shows almost fixed accuracy across different
error rates. makeGrayscale can cause accuracy degrada-
tion up to 40 percent for input1 and 20 percent for input2.
So, in general, the functions of Jpeg have a high tolerance
towards errors.

5.2.4 Lulesh

XMeter found 14 approximable functions (Figs. 5g, 5h, 5i
and 5j). CalcElemFBHourglassForce is the largest func-
tion (in terms of lines of code). The function calculates hour-
glass force for each element which is then applied to each
node’s forces. Intuitively, such a function should tolerate
inaccuracy. This intuition is supported in the graph also.
The function’s accuracy ranges from 99 to 95 percent across
different error rates. All functions except SumElemFace-
Normal exhibit similar behavior. SumElemFaceNormal

has a drastic drop in accuracy even at a low error rate.
Clearly, this function cannot tolerate any error at all. Among
the 7 approximable functions shown in Figs. 5i and 5j,
SumElemStressesToNodeForces and CalcElemVolu-

meDerivate have high tolerance towards errors. Init-
StressTermsForElems can suffer from up to 20 percent
loss in accuracy for up to 50 percent error rate. Thus, this
function has a moderate tolerance towards errors. Other
functions cannot tolerate error at all and suffer from rapid
degradation in accuracy.

5.2.5 Blackscholes

XMeter found two approximable functions (Figs. 5k and 5l).
CNDF is a side effect free function that calculates cumula-
tive distribution function of the standard normal distribution.
At a low error rate, it has high accuracy i.e., above 80 percent.
At higher error rates, accuracy drops to 20 percent. So, this
function cannot tolerate much error. BlkSchlsEqEuroNo-
Div is another approximable function which calls only side
effect free functions. Accuracy drops linearly for different
error rates. This implies that this function can tolerate only
low error rates.

5.2.6 FFT

XMeter found two approximable functions - fftSinCos
and radix2DitCooleyTykeyFft (Figs. 5m and 5n).
fftSinCos modifies two of its parameters. It calculates
twiddle factor in Fast Fourier Transform algorithm. The
accuracy quickly drops to below 20 percent. This is
true for both inputs. So, this function cannot tolerate any
error without significantly degrading the accuracy. radi-
x2DitCooleyTykeyFft is the second approximable
function that calls side effect free functions and modifies

five of its parameters. Similar to the previous function, this
function also causes a rapid drop of accuracy even at a
very low error rate.

5.2.7 Inversek2j

XMeter found two approximable functions - inversek2j
and forwardk2j (Figs. 5o and 5p). None of them are side
effect free functions. inversek2j calculates starting point
of a joint system based on the given end position. At a low
error rate, it has an accuracy of 90 percent. The accuracy
drops to 0 percent at higher error rates. Accuracy loss is
almost linear. So, this function can tolerate low error rates.
The other approximable function, forwardk2j, quickly
cause an accuracy drop to 0 percent. So, this function is not
tolerant to any error.

5.2.8 Jmeint

XMeter finds four approximable functions - COMPUTE_

INTERVALS, DOT, ISECT, and tri_tri_intersect

(Figs. 5q and 5r). Injecting errors to those functions does not
cause any drop of accuracy except at 100 percent error rate.
So, these functions are highly tolerant to errors.

5.2.9 MILCmk

XMeter finds 5 approximable functions (Figs. 5s and 5t).
Each of the functions are computing sums used in quantum
lattice calculation. Thus, intuitively, they should be able to
tolerate significant inaccuracy. This is clearly demonstrated
in the graphs. Except for sum_v, others are highly error tol-
erant. sum_v can tolerate low to moderate errors.

5.2.10 Gzip

We found 4 approximable functions in Gzip - bi_reverse,
gen_codes, make_table, and updcrc. However, none
of them are error tolerant. Even at a low error rate, Gzip
produces a compressed file which cannot be decom-
pressed. In other words, Gzip’s outputs are completely
corrupted.

Summarized Results

! We found 43 approximable functions.
! Among them, 21 functions are highly error tolerant

(i.e., they have over 80 percent accuracy even at a
high error rate) and 12 functions are not tolerant to
error at all (i.e., they have less than 50 percent accu-
racy even at a low to moderate error rate).

! Different inputs do not have any effect on how an
approximable function impacts application’s accu-
racy. So, approximation behavior is largely input
independent.

5.3 Effectiveness of Accuracy Predictor

5.3.1 Accuracy in Testing Set

Werandomly choose 7 approximable functions (i.e., 20 percent
of all approximable functions) as testing set. After training, we
used accuracy predictor to predict for each of those functions.
Fig. 6 shows the results. Accuracy predictor is quite accurate
for 4 functions - AreaFace, CNDF, Dot, and dspDivision.
The prediction error is 20 percent or less for these functions.
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For fftSinCos and forwardk2j, the predicted graph fol-
lows the actual accuracy graph during lower error rates. At
higher error rates (such as 30 percent ormore), prediction error
is higher (as high as 30 percent). Among the seven functions,
makeOpMem suffers from the largest prediction error (as high
as 70 percent). For all functions, the prediction accuracy
remains unchanged across inputs. This is expected since accu-
racy behavior is largely independent of inputs.

5.3.2 Validation With Approximation Techniques

To validate XMeter’s prediction ability, we experimented
with 4 approximation techniques - function memoiza-
tion [20], loop perforation [4], task skipping [21], [22], and
precision reduction [23]. For each technique, we applied
high, medium, and low rates of approximation to the most
error tolerant approximable function of each application
and calculated the application’s output accuracy. Table 2
shows the selected functions. We compared the calculated
accuracy against XMeter’s predicted accuracy. Although we
experimented with both inputs, we show results only for
Input1 because Input2 produces similar results.

Function Memoization. To memoize a function F at a
rate of r%, we record the return value (or reference parame-
ters’ values, whichever is appropriate) from the last invoca-
tion of F , randomly r% of the times. During the next
invocation of F , the program uses the recorded value(s)
instead of executing the function. We calculate how much
error is injected due to memoization and what the final accu-
racy of the application is. We denote 90, 40, and 10 percent as
high, medium, and low rates of memoization. Figs. 7a, 7b,
and 7c show the results for different memoization rates.
Except for Sobel and Kmeans, XMeter is quite accurate in
predicting accuracy (less than 20 percent prediction error)
for different memoization rates. Prediction is more accurate
at low to moderate memoization rates. Sobel, Kmeans, and
MILCmk suffer from higher prediction error especially at
highmemoization rate.

Loop Perforation. To perforate a loop at a rate of r%,
we randomly drop r% iterations of the loop. We calcu-
late error injected due to the perforation and the corre-
sponding accuracy of the application. Note that loop
perforation is possible only if the approximable function
has a loop. We consider 10, 40, and 90 percent perfora-
tion rates as low, medium, and high respectively. We are
able to perforate loops in the error tolerant functions of
5 applications. Blackscholes, Inversek2j and Jmeint does
not have any loop in the most error tolerant approxim-
able functions. Figs. 7d, 7e, and 7f show the results.
At low and moderate perforation rate, XMeter predicts
fairly accurately (with less than 20 percent error) except
for FFT and Sobel. At high perforation rates, we observe
accurate prediction in 3 applications - Sobel, Kmeans,
and Jpeg.

In summary, XMeter’s prediction is quite accurate at low
and moderate perforation rates.

Fig. 6. Actual and predicted accuracy for testing set functions. I1 and I2 indicates input 1 and 2, respectively.

TABLE 2
Functions Used for Validating XMeter’s Prediction Ability

Application Function

Sobel Convolution
Kmeans euclideanDistance
Jpeg makeGrayScale
Blackscholes BlkSchlsEqEuroNoDiv
FFT fftSinCos
Inversek2j inversek2j
Jmeint DOT
Lulesh VoluDer
MILCmk sum_v
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Fig. 7. Graphs validating XMeter’s prediction against different approximation techniques.

Fig. 8. Mean absolute error in prediction for different neural network and accuracy signature configurations. Each network configuration is shown as
(hidden layers, neurons per hidden layer, dimension).
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Task Skipping. We consider a function as a task. We can
skip a task randomly at a rate of r%. As before, we calculate
error injected due to skipping and the corresponding final
accuracy of the application.We consider 10, 40, and 90 percent
skipping rates as low, medium, and high respectively.
Figs. 7g, 7h, and 7i show the results. At low andmedium rates,
XMeter predicts fairly accurately (with less than 20 percent
difference) except for Sobel, Kmeans and Inversek2j. At high
skipping rate, XMeter predicts three of the applications (i.e.,
Sobel, Jpeg, and Lulesh) quite accurately while others suffer
from a significant prediction error.

Precision Reduction. We experimented by reducing
precision of floating point numbers. More specifically, we
reduce the number of digits after the decimal point. We
denote 9, 4, and 1 digit after the decimal point as low,
medium and high reduction of precision respectively. As
before, we calculate injected error and final accuracy of each
application. Figs. 7j, 7k, and 7l show the results for precision
reduction. Since the error tolerant functions of Sobel and
Jpeg do not return any floating point number, we do not
apply this technique to those two functions. XMeter has a
highly accurate prediction for every program at every reduc-
tion rate except for Jmeint at high reduction rate. For Jmeint,
prediction error is around 25 percent.

Summarized Results

! XMeter predicts quite accurately for low to medium
approximation rates. The results are consistent
across different approximation techniques and
inputs.

! XMeter suffers from high prediction errors at high
approximation rate. As before, this is true regardless
of approximation techniques and inputs.

5.4 Neural Network and Accuracy Signature
To determine the best configuration for our accuracy predic-
tor, we experiment with both the neural network and accu-
racy signature configuration. We vary the hidden layers (h)
from 1 to 5, the neurons per hidden layer (n) from 128 to 512
(with 128 increment) and the embedding layer dimension
(d) from 5 to 20 (with 5 increment). This leads to a total of 80
different network configurations. We vary the number of
error rates in the accuracy signature between 1, 2, 3, 4, and
11. The error rates are (1), (1, 10), (1, 50, 100 percent), (1, 25,
50, 100), and (1, 10, 20, 30, ...,100 percent) respectively. We
trained and tested each configuration with the same train-
ing and testing set used in Section 5.3.1. The mean absolute
error in predicting testing set is shown in Figs. 8a, 8b, 8c, 8d
and 8e. Each network is shown as ðh; n; dÞ. We observe that
more error rates in the accuracy signature leads to higher
prediction accuracy except in smaller networks. This is
because larger networks suffer from overfitting when there
is a lower number of error rates. We should note that more
error rates imply higher number of profiling runs for con-
structing the accuracy signature. Therefore, to strike a bal-
ance between accuracy and profiling, we choose 3 error
rates as our default accuracy signature configuration
(Fig. 8c). In that case, network (3, 512, 20) and (4, 512, 20)
provide the lowest mean absolute error which is 10.2. We

choose (3, 512, 20) as the default configuration of the accu-
racy predictor.

5.5 Approximation Technique Selection
XMeter can be an effective tool in selecting approximation
techniques. To demonstrate such a use, we show the pre-
dicted accuracy for different approximation techniques for
the approximable functions of Kmeans in Fig. 9.Wedraw sev-
eral conclusions. First, function memoization can cause the
least accuracy degradation. Second, euclideanDistance is
the most tolerant of errors irrespective of approximation tech-
niques., given a target accuracy, say at least 80 percent, we
can decide which function should be approximated and how.
For example, segmentImage is the largest function among
the three and it can be approximated using function memo-
ization at a rate as high as 90 percent.

5.6 Time
Training data generation requires collecting accuracy pro-
files from a number of approximable functions at multiple
error rates. Thus, multiple invocations of those functions
are needed. Fortunately, this step is done only once. In our
experiments, this step takes around a day to finish. The
accuracy predictor takes less than 15 minutes to train. After
training is complete, the accuracy predictor can be used just
by generating an approximable function’s accuracy signa-
ture. Accuracy signature generation and accuracy predic-
tion takes less than a minute to finish. Thus, XMeter can be
an effective tool to get a quick estimate about approximation
opportunity in an application.

Fig. 9. XMeter can be used to select an approximation technique.

AKRAM ET AL.: XMETER: FINDING APPROXIMABLE FUNCTIONS AND PREDICTING THEIR ACCURACY 1091

Authorized licensed use limited to: Texas A M University. Downloaded on July 30,2023 at 17:16:07 UTC from IEEE Xplore.  Restrictions apply. 



6 CONCLUSION

Approximate computing has a significant potential to
improve the power, performance, and scalability of a com-
puting system. However, prior work requires exhaustive
experimentation with every instance of a specific type of
code region for each approximation technique or manual
annotation of approximable code regions (which requires
domain expertise). Both approaches pose a non-trivial
impediment in widespread adoption of approximation tech-
niques. Therefore, we proposeXMeter to automatically iden-
tify code sections where approximation can be used and
predict corresponding accuracy. XMeter first identifies
potential approximable functions using a novel static analy-
sis algorithm and provides a deep learning based predictor
to predict accuracy for any arbitrary error rate. We analyzed
43 approximable functions in 10 applications. We found 21
functions to be highly tolerant of errors whereas 12 functions
are found to be not tolerant of any error at all. Other func-
tions have moderate tolerance towards errors. Our valida-
tion results showed that XMeter is accurate in predicting
accuracy especially at low to moderate approximation rates.
Thus, XMeter is a fast, effective and promising approach.We
believe that by relieving programmers the burden of finding
approximable code regions, XMeter can pave the way of
widespread adoption of approximation techniques.
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