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Abstract

In this short exposition, we provide a simplified proof of Buser’s result for Cheeger’s
isoperimetric constant. We also provide a comprehensive approach on how to obtain
volume estimates for smooth hypersurfaces.
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1 Introduction

Let (M", g) be a compact Riemannian manifold without boundary. Then Cheeger’s
constant is defined as

Vol, -1 (%)

h(M) = inf — ,
min{Vol, (A), Vol,, (B)}

where ¥ is a hypersurface which divides M into two disjoint open sets A, B such that
AUB =M and 0A = 0B = X. It is well known that
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J(M) > %h(M)z,

where A1 (M) is the first nonzero eigenvalue of the Laplacian on functions over M.
Conversely, in [1], Buser proved the following result.

Theorem 1.1 (Buser [1]) Suppose that M is a smooth compact manifold with Ricci
curvature bounded below, Ric > —(n — 1)K for some nonnegative constant K. Then

J(M) = C) (VK h(M) + H2())

where C(n) is a constant that depends only on the dimension of the manifold.

Our main goal in this note is to provide a simplified proof of this theorem. Buser
shows this result by proving a lower bound for the isoperimetric constant of Dirichlet
regions (see [1, Lemma 5.1]). Instead, in Lemma 3.1, we will prove a lower bound
for

Vol,,_1(Z N B,(3r))
min(Vol, (A N B, (r)), Vol,(B N By (r)))

whenever ¥ is a smooth hypersurface that splits M into the regions A, B; x € M; and
r > 0 is appropriately chosen. This estimate does not imply a lower bound for the
isoperimetric constant of a geodesic ball B, (r), since in the numerator we intersect
the hypersurface with a ball that is three times larger. As we will see, this more flexible
comparison about the area of the hypersurface in a larger geodesic ball allows us to
avoid having to resort to the consideration of Dirichlet regions which made Buser’s
proof of Theorem 1.1 more complicated in Section 4 of his paper. For an alternative
approach on how to prove Buser’s upper estimate using more analytical methods and
heat kernel estimates, see [3].

We also use this occasion to provide a comprehensive approach on how to obtain
volume estimates for smooth hypersurfaces. In Proposition 2.4, we prove a lower
bound for % whenever M is a manifold with boundary, assuming only an
integrability condition on the Ricci curvature of the manifold and the mean curvature
of the boundary (or equivalently the hypersurface). We note that there is no assumption
on the compactness of either M or the boundary.

We begin with some preliminary facts about the distance function to a hypersurface.
Suppose that X is a smooth oriented hypersurface in M. Let p(x) denote the signed
distance of the point x from X such that

|p(x)] = dist(x, X) :=inf{d(x,y) | y € T }.

It is well known that p is continuous (by appropriately choosing its sign on either
side of ) and |Vp| = 1 except at the focal points of X, the points where the normal
exponential map fails to be an immersion [2].

@ Springer



A Note on Cheeger’s Isoperimetric Constant Page3of14 283

Lemma 1.2 Suppose that ¥ is a smooth oriented hypersurface in a smooth manifold
M. Define

S :={x e M |3y € T such that d(x, y) = dist(x, X),

and the geodesic connecting x, y is unique}.

Then,

1. M\S has zero measure, and
2. S is starlike, in the sense that if x € S and y = y(x) is the unique point in 3 such
that d(x, y(x)) = dist(x, X), then the geodesic xy C S.

By definition, Hess p is the covariant derivative of Vp = dp, the normal direction.
At the same time on a level set p~'(r), Hessp = II corresponds to the second
fundamental form of the level set, and Ap = m is its mean curvature. Note that the
choice of sign for p also affects the sign of the mean curvature of the level set.

In Sect. 2, we provide comparison results for the signed distance function p that
will lead to volume estimates depending on the mean curvature of the hypersurface.
In Sect. 3, we will provide the simplified proof of Theorem 1.1. In this case, the mean
curvature of the hypersurface does not appear in the volume comparison estimates.

2 Comparison Results

In this section, we will review some comparison results for the signed distance func-
tion p, which will lead to volume estimates depending on the mean curvature of the
hypersurface. We use this result to prove a lower bound for Vol,,_1(d M) /Vol,,(M) on
a manifold with boundary. By the Bochner formula,

3AIVp[? = [Hess pI” + (Vp, V(Ap)) + Ric(Vp, V) =

9 (1)
0=+ a—’" + Ric(3p, 3p).
0

The Hessian of the function p has an eigenvalue which is zero, because
(Hessp)dp = 0. By the Cauchy—Schwarz inequality, we have |Hess o2 >

2 h
ﬁ (Ap)? = -+ and we denote %—'g = m’. Then

2

m .
— Ric(dp, dp).
n—1

m < —

Under the assumption of Ric > —(n — 1)K for some K > 0, we have

2
/
m < —

+m—-1DK. )
n—1
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When K = 0, this equation implies that m is nonincreasing. For points where m # 0,

we have
1y 1
- <= 1 +m—-DK.

For constants H, K, we consider the function ¥k y which solves the Riccati equa-
tion:

vy
Vi + -

T (=K =0, yxu©) =H. 3)
We recall the following result for the Riccati equation
Lemma 2.1 If K =0, then

(n—1DH

Yo,H(t) = m

In general, if K > 0, then the solution is given by

(n — VK sinh /Kt + H cosh /Kt
=mn—-DVK -
VkH() =@ —1) (n — VK cosh /Kt + H sinh VK¢t

In particular, whenever (n — 1)«/? —H=0,theny(t)=H
Let T € (0, oo] correspond to the maximal time interval of existence for Y p(t).
IfH >0, then T =o0; if H <0, then

— DVK —1
tanh~! (o WK for K >0 and T = (n )

T=—— R S
VK i A

for K =0.

Lemma 2.2 Suppose that M is a complete manifold with Ric > —(n — 1)K for some
K > 0, and let ¥ be a smooth oriented hypersurface in M. Let y(x) € X such
that |p(x)| = d(x, y) and assume that ¥ has mean curvature H(y(x)) at y. If p is
differentiable at x, then for all x with p(x) > 0

Ap(x) < ¥k m(p(x))
where Yk p is the solution to (3). The above comparison holds within the maximal

interval of existence for Vg f.
Moreover, for all x with p(x) <0,

Ap(x) = ¥k, 1 (p(x))
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provided that whenever H > 0, p(x) satisfies

| (n—=DHVK

1
> — tanh™
p(x) = NS -

In addition, the same inequalities for Ap hold in the sense of distribution.
Proof In the case p(x) > 0, consider a flow line of the mean curvature m(p) along p,
withm(0) = H.By the Bochner inequality, m = Ap(x) satisfies inequality (2). Then,
by the Riccati equation comparison theorem m(r) < ¥x g (r) in S [2, Theorem 4.1].
Eschenburg also proves that the interval of existence for m contains that of ¥ and the
singularities of the equation are only vertical asymptotes.

For the case p(x) < 0, we define p;(x) = —p(x) and observe

Ap1(x) = ¥k —H(p1(x)) = =¥k H(p(X)).

Since Api(x) = —Ap(x), the inequality follows immediately, and the interval for
which the inequality holds is the corresponding maximal interval of existence of

VK, H(p(x)).
To prove the inequality in the sense of distribution, we consider the case p(x) > 0
and let S, C R"~! be a maximal starlike domain such that the exponential map

expy (Sy) > M

is a diffeomorphism onto its image.
Let Q, C expx(S,) be a starshaped domain such that Q, — expx(S,) as ¢ — 0.
Let ¢ > in C3°. By the above inequality,

/¢Ap§/ .
Q Q

Integration by parts gives

a
P

¢A,0=—/ Vo -Vp+
o . a. On

In the classical argument, since €2, is starshaped and ¢ > 0, the last term is
nonnegative. The same should be true here. Therefore, after sending ¢ — 0,

/ PAp = —/ Vo - Vp.
€Xpy (So) €Xpy (So)

Since p is Lipschitz, then it is differentiable almost everywhere, and its derivative
coincides with its weak derivative in the H' sense. By the definition of the H' weak
derivative, we would then get

—/ V¢~Vp=/ ¢ Ap.
M M
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The case for p < 01is done similarly, by considering the positive function p; = —p.
(]

We have the following upper bounds for the solution to the Riccati equation.

Corollary 2.3 Let Yk u (t) denote the solution to the Riccati equation (3). For p(x) >
0, whenever the initial condition is nonpositive, H < 0, then

Ap(x) < (n = DVK,
and whenever the initial condition is positive, H > 0, then
Ap(x) <max{H, (n — 1)«/?}.
For p(x) <0, if the initial condition is nonnegative, H > 0, then
—Ap(x) < (= DVK
and whenever the initial condition is negative, H < 0, then
—Ap(x) < max{—H, (n — HDVK}.

Proof Note that /() = ¥ g (t) forz > 0 can only have singularities of the type —oco
[2, Section 2]. Moreover, since ¥ (¢) satisfies the Riccati equation, we know that at its
extremal points ¥’ (z,) = 0 hence 1//2(1‘0) = (n — 1)2K. Also note that as r — 400
Yk H— (n— 1)\/?. As aresult, whenever H <0, Y g g(t) < (n — 1)«/? for all
¢t > 0 on the interval where the solution exists. ¥ g g (¢) can decrease to —oo, but if it
becomes positive, it cannot go above the nonnegative bound (n — 1)v/K.

On the other hand, whenever H > 0 and very large, then ¥ g g (¢#) must decrease
to (n — 1)\/? fort > 0. In this case, for negative p, taking p; = —p, we get that Ap;
has initial value —H < 0 and by the proof of Lemma 2.2

(n — )V/K sinh /K p; — H cosh VK p;
(n — HV/K cosh /K p; — H sinh \/fpl'

Ap1(x) < Yk —m(p1(x) = (n — DVK -

In this case, the right side decreases to —oo in finite time, while remaining bounded
above by (n — DVK forall p; > 0. O

The above upper bounds illustrate that the Laplacian of p (for p positive) before
the focal points remains bounded, and when it becomes singular at the focal points,
it tends to negative infinity. This behavior is similar to the Laplacian of the distance
function to a point before and at the cut locus.

We are now ready to discuss some volume estimate results related to the signed
distance function p. Consider a set W where p > 0 and Ap < C is bounded. Then

/ |Ap|s/ (|C—Ap|+C>=/(2C—Ap)=2CVo1n(W>+vO1n71<aW).
w w w
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Denote Ay p :={x |0 <a < p(x) <b},and S, := {x | p(x) = a}. Define
V(a, b) = Vol,(Ag,p) and f(a) = Vol,—1(Sq).
Suppose that Ap < C. Then

t
£ — f0) < C/o £(s)ds.

Hence
(e‘c’ /0 t f(s)ds>/ <e ' f(0)
and
e 'V (0,1) < éf(O) = V’;ff)t) > Ce .

By slightly generalizing the above argument, we can now prove the following.

Proposition 2.4 Suppose that M is a complete manifold with smooth boundary o M
such that Ric > —(n — 1)K for some K > 0, and diam(M) < D. Assume that 0 M,
the following quantity is bounded

c, =/ max{H(Q), n— 1)\/E} de.
oM

Then,

Vol,—1(0M) _

= C037CO b
Vol, (M)
Note that M need not be a compact manifold.

Observe that we get the same lower bound for Vol,,_; (¥)/ min{Vol, (A), Vol (B)}
if ¥ is a smooth oriented hypersurface which splits M into two sets A, B.

Proof Let y(x) € dM such that p(x) = d(x,y) and assume that 3 M has mean
curvature H (y(x)) at y. If p(x) is differentiable at x, then

Ap(x) = ¥k 1 (p(x))

along the flow line from x to y(x).
By Corollary 2.3, ¥k p(x) < max {H(y(x)), (n — 1)ﬁ} . As a result

t
£ - FO) < / / max [ H(y(x)). (1 = DVE dbds < C, V(0.1
0 oM
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and

fO e

=Gy

V(,t) —

where D is the diameter of M.

We remark that the above estimate holds on the regions where the exponential map
from dM is a diffeomorphism, but we can extend the comparison result by using
a similar argument as in [4]. In the case of Ricci nonnegative, the assumption of
Proposition 2.4 reduces to faM max {H (y(x)), 0} < C,.

O

3 A Simplified Proof of Buser’s Result

In this section, we provide the proof of Buser’s estimate without resorting to his
consideration of Dirichlet regions. Let ¥ be a smooth hypersurface in M which divides
it into two disjoint open regions A, B. Let

Vol,,_1 (%)
min{Vol, (A), Vol,(B)}’

h:

For simplicity, we will omit the subscript for the dimension of the volume for the rest
of the paper. In addition, we shall use C(n), €(n) to denote a general constant that
depends only on n, but which need not be the same throughout.

The key lemma of this paper that can be used to replace Lemma 5.1 in [1] is the
following.

Lemma 3.1 There is a constant C = C(n) such that for any r > 0 and x € M, we
have

Vol(Z N B, (3r)) > @e—“"—l)*@ min(Vol(A N B, (r)), Vol(B N By (r))).
r

Proof Let A = AN B, (r) and B =Bn B, (r). Note that both A, B may not be
connected in general. For a pair of points p € A, q € Bletw € ¥ be the first point
on the minimizing geodesic from p to ¢ when the geodesic intersects X. It is clear
that w € ¥ N B,(3r), and the geodesic has to be completely contained in By (3r).
Similarly, let w be the first point on the same minimizing geodesic in the opposite
direction (from ¢ to p) when the geodesic intersects £ N B, (3r). Since it is well
known that the set of pairs (p, g) € A x B which do not have a unique geodesic has
measure zero, it follows that for almost all pairs (p, ¢) both w and w are well defined.
Define the following subsets of AxB

Wo ={(p.q) € A x B|d(q,w)>d(p,w)};
Wi ={(p.q) € Ax B |d(p,w) >d(g, W)}
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Then Wy U W, covers A x B up to a set of measure zero. Define the projections
mo:AxB—> A, m:AxB-— B.
Then, without loss of generality, we may assume that
Vol(W;) > %VOI(A) Vol(B).
Let Vy = mo(W)) be the projection of the set Wi on A. Then from

1 . .
Vol(W1)=/ / dv(y) dv(x) > = Vol(A) Vol(B),
Vo S (g conwy) 2

it follows that there exists at least one point z € Asuchthat F = (g ! (2)NWy) C B
satisfies

Vol(F) > / dv > %Vol(f?) > %min{Vol(A), Vol(B)). )
F

Fix any ¢ € F and let gz be the minimizing geodesic from g to z. Let w be the first
point where the geodesic gz intersects X in the direction from ¢ to z. Since (z, ¢) € Wy,
d(z,w) > d(q,w). Leto = d(z, w). Let R be an infinitesimal radial annular sector
defined by zq with center z. Then by volume comparison (see for example [4]), we
have

inh" ' (VK C
Vol(£ N R) = —m WK voirnRry > E o~-0VEe yoi(F A R).
[ sinh"~ (VK1) dt o
Since o < 3r, we have
C
Vol(s A R) = S =36-DVEr \o1(F A R).
r

Adding over all the sectors R that intersect ¥ N B, (3r) (and hence F'), we have
C
Vol( N B,(3r)) > €O —3m-1VEr Vol(F),
r

where C(n) is a constant that depends only on n. The lemma then follows from the
above inequality and (4). O

Note that if we take r = D, the diameter of manifold M, we would get a lower
bound of Cheeger’s constant

nmy = S8 =30-00,
- D
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In the following, we strengthen Lemma 3.1 to prove Theorem 1.1, Buser’s result.

Theorem 3.2 There exists a C(n) > 0 such that

b

AM(M) < C(n) min(K V2, 51}

where A1 (M) is the first eigenvalue of the compact manifold M.
Proof We let
r=e(m min{K "2, 571,

where ¢(n) is a small constant that will be determined later. Using Lemma 3.1 for such
a choice of r we have

Vol(Z N By (3r)) > @ min{Vol(A N By (r)), Vol(B N B, (r))}.

Following Buser, we define the sets

Y = {x € M | Vol(A N By (r)) = Vol(B N By (r))},

and
A ={x € M | Vol(AN B,(r)) > %Vol(Bx(r))},
B ={x e M| Vol(BN B(r)) > %Vol(Bx(r))}.
We define a cover of M by r-balls B, (r) fori = 1, ..., k such that the centers

p; are at least r away from each other. Since r < ¢(n)K —1/2 we can assume that

the balls B, (3r) overlap at most C,(n) times at each point of M (in other words our
cover is a Gromov cover). With respect to ¥, A, B, we can choose the Gromov cover
such that py, ..., ps € ¥ and ¥ is covered by the balls Bpl (r)fori =1, , s; for
i=s+1,....,m, p; €B; and fori =m+1,. k, pi € A.

We clalm that neither A nor B is empty. If, for example, B = ¢, then Vol(A N
By (r)) = Vol(B N By (r)) for all x € M and hence

Vol(Z N By, (3r)) = Cw
.

Vol(B N By, (1))
for any i by Lemma 3.1. Summing over p;, we shall get

k
Vol(Z) = C(n) > Vol(£ N B, (3r)) = Z QV (BN By, (r) > QV 1(B).
i=1 i=1
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But by definition,
Vol(B) > min{Vol(A), Vol(B)} = f)_lVol(Z).

So we get

- C(n)h‘l’

r

which is a contradiction if we choose ¢ (n) sufficiently small, and the claim is proved.
Note that A and B are separated by 3. Therefore, if neither of A, B is empty, then
¥ £ 0.

Let ¢ > 0. Define
={x e M |dist(x, £) < t}.

Then ! is covered by the balls B, (r +1) fori =1, ..., s. By volume comparison,
Vol(Bp,; (4r))/Vol(Bp, (r)) < C(n), hence using the definition of ¥, we have

Vol(£¥) < C(n) ZVOI(Bpi r)) < C(n) ZVO](A N B, (r),
i=1 i=1

since Vol(A N By, (r)) = Vol(B N By, (r)) fori =1,...,s. By Lemma 3.1 we can
bound each term in the right side to get

Vol (53 < C(n) ZVOI(A N B, (1) <Cn)r ZVOI(E N B, (3r)).
i=1 i=1

By our assumption on the Gromov cover, the balls B, (3r) overlap at most C,(n)
times at each point, therefore

ZVOI(E N By, (3r)) < Cp(n)Vol(X).
i=1
By the definition of b, we get
Vol(£%) < C(n)h r min{Vol(A), Vol(B)}. 5)

Ifqg € é\f}’, then B, (r) C E, and q is in the part of the cover for s + 1 <i < m.
Therefore,
Vol(A\Z") > Vol(A N (A\X")) = Vol(A) — Vol(AN (BU "))
u (6)
> Vol(A) — Vol(£") = > Vol(A N B, ().
i=s+1
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Since p; € B, Vol(A N By, (r)) < Vol(B N Bp,(r)). Hence by Lemma 3.1 and
using the maximum overlap of the Gromov cover, we get

> Vol(AN B, (r) < C(n)r Y Vol(Z N By, (3r)) < C(n) rVol(E)
i=s+1 i=s+1
= C(n)hr min{Vol(A), Vol(B)}.

Finally, substituting the above estimate and (5) into the right side of (6), we get
Vol(A\X") > Vol(A) — C(n)h r min{Vol(A), Vol(B)}.
Similarly, we have
Vol(B\ ") > Vol(B) — C(n)bh r min{Vol(A), Vol(B)}.
By taking complements, we also get
Vol(A\Z") — Vol(A) < —(Vol(B\ ") — Vol(B)) < C(n)h r min{Vol(A), Vol(B)},
and as a result,

[VOl(A\E") — Vol(A)| < C(n) r h min{Vol(A), Vol(B)};
[Vol(B\S") — Vol(B)| < C(n) r b min{Vol(A), Vol(B)}.

We let p(x) denote the distance function to ¥ (p is taken to be nonnegative here)
and define the function
Vol(B) if x € A\Z';
o LD \oi(B) ifxeANST:
X) =
— LD \oi(A) if x € BN S
—Vol(A) if x € B\Y'.
Note that even if ¥ is not a smooth hypersurface, the function p is still well defined,

a.e. ci)ntinuous~and its~gradient also gxists a.e.~Let f (x) be defined such that f x) =
Vol(B) if x € A and f(x) = —Vol(A) if x € B. Then

|f(x) = f(x)| = Vol(M)

on " and is 0 otherwise. It is now easy to see that

‘ /M e

< Vol(£") - Vol(M).

_ ‘ / (F() = F)
M
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Moreover,
/ f(x)2 > (1 — C(n)r h) Vol(A) Vol(B) Vol(M).
M

Thus

LOf) o (fo)

> (1 —C'(n)(rb + (rh)z)) Vol(A) Vol(B) Vol(M),

where f = (Vol(M))~! [, f. We also have

/ V£ < i;)Vol(M)z Vol(E").
M r

It is clear from (5) that

Vol(M)Vol(£") < Cyrh
Vol(A) Vol(B) — ’

Finally, we choose ¢(n) even smaller if necessary in the definition of r so that
e(m)C’(n) < zlp where C’(n) is the constant in (7). Then C’(n) (r h +r> §?) < 5. By

the variational principle, we have

v £2
][/\1(1‘4) =< % =Cmh/r.

The theorem is proved. O

Proof (Proof of Theorem 1.1) From the definition of r, we immediately get
(M) = CWK b +b2).

In particular, since we can choose b arbitrarily close to 4(M), Theorem 1.1 follows. O
Remark 1 Define the logarithmic isoperimetric constant,

Vol,—1(Z)
Vol,,(A)|log(Vol, (A))|’

k(M) = inf

where Vol, (A) < Vol, (B). Let py be the optimal constant in the log-Sobolev inequal-
ity. Then by our method, we can prove a similar result to Theorem 1:

po < CO(VEKK(M) + k(M)?).
The above result was first proved by Ledoux [3, Theorem 2].
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After this paper was written, we were informed by Professor G. Wei that a similar
result had been proved in the papers of Dai-Wei-Zhang. In particular, Corollary 4.3
in [5] is very similar to our Lemma 4 (their result is slightly more general in that the
assumption for a lower bound on Ricci curvature is replaced by an almost lower bound
in the integral sense). In [6], they have considered the similar problem over manifolds
with convex boundary. We thank Professor G. Wei for bringing these papers to our
attention.
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