Received: 13 September 2022

Revised: 16 May 2023

W) Check for updates

Accepted: 5 July 2023

DOI: 10.1002/eqe.3976

RESEARCH ARTICLE

WILEY

Modeling uncertainty of specimens employing spines and
force-limiting connections tested at E-defense shake table

Bryam Astudillo’ ©® |
Larry A. Fahnestock* ©® |
Masahiro Kurata®©® |
Yi Qie®

IDepartment of Civil and Environmental
Engineering, Stanford University,
Stanford, California, USA

2School of Civil and Construction
Engineering, Oregon State University,
Corvallis, Oregon, USA

3Department of Civil and Environmental
Engineering, Lehigh University,
Bethlehem, Pennsylvania, USA

4Department of Civil and Environmental
Engineering, University of Illinois
Urbana-Champaign, Urbana, Illinois,
USA

SDisaster Prevention Research Institute,
Kyoto University, Kyoto, Japan

SDivision of Architectural and Structural
Design, Hokkaido University, Sapporo,
Japan

"Hyogo Earthquake Engineering Research
Center, National Research Institute for
Earth Science and Disaster Resilience,
Miki-shi, Japan

Correspondence

Bryam Astudillo, Department of Civil and
Environmental Engineering, Stanford
University, Stanford, California, USA.
Email: bastudil@stanford.edu

Funding information

American Institute of Steel Construction;
National Science Foundation,
Grant/Award Numbers: 1928906, 1926326,
1926365; Disaster Prevention Research
Institute, Kyoto University; Japan Society
for the Promotion of Science,
Grant/Award Number: 20H00269

David Rivera’® |
Richard Sause? |
Taichiro Okazaki® |

Jessica Duke® | Barbara Simpson'® |

James Ricles? |

Yohsuke Kawamata’ | Zhuoqi Tao* |

Abstract

In light of the significant damage observed after earthquakes in Japan and New
Zealand, enhanced performing seismic force-resisting systems and energy dis-
sipation devices are increasingly being utilized in buildings. Numerical models
are needed to estimate the seismic response of these systems for seismic design
or assessment. While there have been studies on modeling uncertainty, select-
ing the model features most important to response can remain ambiguous,
especially if the structure employs less well-established lateral force-resisting sys-
tems and components. Herein, a global sensitivity analysis was used to address
modeling uncertainty in specimens with elastic spines and force-limiting con-
nections (FLCs) physically tested at full-scale at the E-Defense shake table in
Japan. Modeling uncertainty was addressed for both model class and model
parameter uncertainty by varying primary models to develop several secondary
models according to pre-established uncertainty groups. Numerical estimates
of peak story drift ratio and floor acceleration were compared to the results
from the experimental testing program using confidence intervals and root-
mean-square error. Metrics such as the coefficient of variation, variance, linear
Pearson correlation coefficient, and Sobol index were used to gain intuition about
each model feature’s contribution to the dispersion in estimates of the engi-
neering demands. Peak floor acceleration was found to be more sensitive to
modeling uncertainty compared to story drift ratio. Assumptions for the spine-
to-frame connection significantly impacted estimates of peak floor accelerations,
which could influence future design methods for spines and FLC in enhanced
lateral-force resisting systems.
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1 | INTRODUCTION

Numerical models are needed to estimate structural response, develop rational and practical engineering design solu-
tions, and reduce reliance on experimental testing. However, numerical models are subject to modeling uncertainty." For
example, blind prediction contests have shown that modeling uncertainty can considerably affect estimates of dynamic
response,’ influencing simulated behavior modes and demand estimates used for design. Although the behavior of
many traditional seismic force-resisting systems is well-documented and characterized,’ numerical models of lateral
force-resisting systems are still subject to appreciable modeling uncertainty.'"!3

Modeling uncertainty can be even greater when estimating the response of less well-established structural systems
and components. If not codified, new lateral-force resisting systems are subject to designs using alternative methods,'*
which are often based on performance-based design philosophies. In performance-based design, the trustworthiness of
the structural design relies on the fidelity of the numerical model.>?° Many performance assessment methodologies,
such as FEMA P-695*! and FEMA P-58,%? consider modeling uncertainty by categorizing the fidelity of the numerical
model and adjusting the fragility function accordingly. However, the seismic demands estimated for the structural and
nonstructural components can be affected by the use of a unique numerical model that does not directly account for
modeling uncertainty.*?*

Often, the model features most important to estimating response are ambiguous, making it difficult to represent the full
range of potential structural demands using a unique numerical model. Story drifts are often used in collapse assessment
or to characterize structural and drift-sensitive nonstructural damage.'*'*'® On the other hand, floor accelerations charac-
terize the forces in structural systems and the demands on acceleration-sensitive nonstructural components."> However,
changing the properties of the numerical model can change the estimates of the drifts and accelerations; for example, as
observed for reinforced concrete shear-wall buildings, particularly at low ground motion intensity levels.'” Assumptions
for viscous damping have been found to affect acceleration response.'” Increases in story drifts due to modeling uncer-
tainty can also result in an increased mean annual frequency of collapse, for example, as observed for reinforced concrete
buildings.'®

Because the relative importance of a model feature to the estimated response depends on the structural system, ground
motion intensity, and available data, blind predictions prior to an experiment remain especially challenging. Since esti-
mates of drifts and floor accelerations for shake-table tests depend on the adopted model assumptions, post-test numerical
models are often adjusted to improve estimates of shake-table response, as in Grange et al.!! For example, blind predic-
tions of a near single-degree-of-freedom concrete column tested at the University of California, San Diego shake table
were biased by 5%-35% for drifts and from 25 to 118% for accelerations.* Dispersion would be expected to be larger for
more complex structural systems, where there are more sources of uncertainty.

The modeling assumptions used in a unique model can result in estimated demands that do not represent the range
of possible response of a test specimen. For example, in a blind prediction study of fixed-base and base-isolated five-
story steel moment resisting frames (MRF), floor accelerations were overestimated in the high-frequency range by the
pretest numerical model, even though the models well represented accelerations in the low-frequency range.>* For
the same experiments, modeling the composite floor action was found to be important in representing the specimen’s
stiffness.”* Assumptions for damping in the higher modes influenced estimates of the peak acceleration response.’* Other
studies have found that smooth force-deformation relations produce smaller peak accelerations compared to bilinear
force-deformation relations,” while material softening little affects estimates of floor accelerations in special MRE.%

For less well-characterized structural systems, modeling uncertainty could be even larger than for traditional lateral
force-resisting systems, because the structural behavior is less well known. For example, the numerical response of steel
rocking braced frames has been found to depend on modeling of the energy dissipators, frame components, and gravity
loading, depending on the performance level.’’ Enhanced performing structural systems and energy dissipating devices
will continue to be developed,”®~?® motivated by efforts to enhance post-earthquake re-occupancy and recovery time-to-
functionality.”’>! Moreover, reliance on numerical models will increase with the industry’s adoption of performance-
based design and nonlinear analysis of structures,’>** which is often needed for the design of new or novel structural
systems. The sources of modeling uncertainty for these new types of structural systems still need to be identified and
characterized to better understand their behavior and performance and to, ultimately, facilitate their adoption in industry.

Efforts to address modeling uncertainty need to be extended to assess the response of new structural systems and com-
ponents. Although it is important to explicitly address modeling uncertainty to estimate demands on drift-sensitive and
acceleration-sensitive components, incorporation of modeling uncertainty results in substantial amounts of data, which
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then need to be analyzed to determine the model features and decisions most relevant to the seismic response. Under-
standing the results of such analyses require extensive post-processing and modeling expertise. Thus, metrics need to
be selected to ease the interpretation of the resulting data from the uncertainty analysis and to identify the most salient
model features.

Herein, the effects of modeling uncertainty are studied for a relatively new steel system consisting of a traditional MRF,
elastic steel spines, and force-limiting connections (FLC). The combined Frame-Spine-FLC system was tested at the E-
Defense shake table facility in Japan.***’ In these systems, vertical elastic spines impose a more uniform drift distribution
over the building height to mitigate story mechanisms.***! Additionally, FLC with yielding elements, placed between the
spine and MRF, control the magnitude of the forces transferred between the spine and MRF,*>~*° thereby limiting higher-
mode accelerations and force demands that tend to develop in systems with elastic spines.*® Due to the presence of the
spine and FLC, designs of these types of enhanced lateral-force resisting systems can be highly affected by estimates of
story drifts and floor accelerations, which are also affected by modeling uncertainty.?’ In including modeling uncertainty,
this study identified the model features of greatest influence to the response of the test specimens and illustrates the
variability in drifts and acceleration demands for different sources of modeling uncertainty, particularly for the spine-to-
frame connection.

Global sensitivity analyses were used to characterize the effects of modeling uncertainty in the shake-table testing pro-
gram. Sources of modeling uncertainty were identified for pretest numerical models accompanying the full-scale testing
program.*”*’ Two ground motions with different spectral characteristics used in the experimental testing program were
used to assess the sensitivity of select Engineering Demand Parameters (EDPs) to variations of the numerical model.
Sources of modeling uncertainty were categorized into five uncertainty groups, including uncertainty in modeling the:
[i] beam, [ii] panel zone, [iii] damping, [iv] mass, and [v] spine-to-frame connection (either bolted connection or FLC
depending on the test specimen). The EDP estimates (i.e., peak story drifts 6 and peak floor accelerations PFA), includ-
ing modeling uncertainty, were analyzed and compared to the experimental results*®” using confidence intervals and
root-mean-square error egpp. Results from the suite of analyses were interpreted using the coefficient of variation COV,
variance o2, linear Pearson correlation coefficient 0, and the Sobol Index,*® which combined are useful in interpreting
numerical results incorporating modeling uncertainty. In particular, the total Sobol index St measures the influence of
one model parameter to the EDP variance, while incorporating its interactions with variations in other model parameters.

Beyond the experimental testing program, the modeling uncertainty approach used herein could be adapted to inform
post-test modeling calibrations, other experimental testing programs, and future design methods, such as placement
and strength of the FLC based on floor acceleration response, among other design considerations. Ultimately, directly
accounting for modeling uncertainty can provide more information about expected structural behavior and, therefore,
aid decision-makers in considering a greater set of possible design solutions and variations in structural response.

2 | TREATMENT OF MODELING UNCERTAINTY

Modeling uncertainty arises from limited knowledge of choosing between modeling alternatives and formulations, or
model classes (i.e., epistemic uncertainty) and from randomness in material mechanical properties, geometric or dimen-
sional properties, loads, and so forth (i.e., aleatory variability). Varying the deterministic model class"® and continuous
model parameters'® can lead to smaller or larger departures in the estimated response, depending on the sensitivity of
the response to that model feature. Herein, the sensitivity of the output EDP to each model input X; was assessed using
global sensitivity analysis via Sobol indices*® and correlation coefficients. The resulting EDPs and their dispersion due
to the presence of modeling uncertainty were used to systematically estimate the anticipated specimen response prior
to the shake table testing program, to interpret the data and determine which model features most influence each EDP,
and to gain an intuition of how the model classes and parameters affect the peak EDPs (e.g., those corresponding to the
spine-to-frame connection).

2.1 | Random variables for deterministic model classes and continuous model
parameters

The dynamic response of the shake-table test specimens was explored using sets of numerical models, referred to as pri-
mary and secondary models. The primary models were developed with best-estimate, or nominal, model classes and model
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parameters chosen prior to the experiment. The secondary models were developed from the primary models by varying the
model classes and model parameters according to random variables in five uncertainty groups representing the following
components: [i] beam, [ii] panel zone, [iii] damping, [iv] mass, and [v] spine-to-frame connection. To address epistemic
uncertainty, the model class was deterministically varied from a set of preselected options according to a categorical ran-
dom variable; for example, the spine-to-frame connection was modeled using four different model classes (each class
having a similar probability of occurrence), to generate secondary models. To address aleatory variability, model param-
eters were considered continuous (i.e., with values lying in an interval of real numbers) and represented by continuous
random variables following pre-established probability density functions (PDF).

The Frame, Frame-Spine, and Frame-Spine-FLC models have 12, 13, and 16 random variables, respectively, which are
detailed in the next section. Although others have found that correlation between random variables can lead to further
dispersion in the estimated response*~! and have proposed methods to inform correlation values for the model inputs,>>>
uncorrelated input random variables were used here to gain intuition in the separate effect of each variable and to assess
the contribution of each independent random variable to the output variance (i.e., without results being driven by the
changes in other variables).

The sampling for the global sensitivity analysis was generated in quoFEM>*** using the Dakota uncertainty quantifica-
tion engine> and Latin hypercube sampling.® On the backend, the sampling scheme, in agreement with the formulation
of the Sobol index**"*% described next, involved generating two sets of independent samples for each of the random vari-
ables associated with a numerical model (e.g., two matrices A and B of size n X d, where n is the number of samples for
one random variable, d is the number of random variables, and collectively the values of each row k are the inputs needed
in one model for one simulation); then, additional sets of samples were obtained by systematically combining the columns

of the two original sets to form Ag) (random variables with samples from A, except for X; which has the samples from B).
Combined, the samples from A, B, and Ag) lead to a total of n X (d + 2) simulations per specimen.

2.2 | Data processing

The relative dispersion of the estimated EDPs was represented by the coefficient of variation, COV'y = oy /uy, where oy is
the standard deviation and uy is the mean of the quantity of interest Y'; herein, the EDPs correspond to peak story drift ratio
0; and peak floor acceleration PF A at story/floor j. Some model classes and parameters had a more pronounced influence
on the dispersion of the EDP (measured by the variance aé pp)s the influence was addressed using a global sensitivity study
with a variance-based approach, which allows a full exploration of the input space as opposed to local sensitivity studies.
To characterize the effects of modeling uncertainty, the variances of the maximum responses, GJZEDP’ were decomposed
via Sobol indices*® to assess the contributions of each random variable to the overall variance. The total Sobol indices Sy
were used to account for the contribution to the variance attributed to each variable X; and its interactions with the rest
of the random variables X _; (Equation 13°7). The estimator for the total sensitivity index is indicated in Equation (2).°® A
larger S; indicates a greater sensitivity of Y to a particular random variable X;, and, therefore, the uncertainty contained
in X; becomes a larger contribution to the uncertainty of Y (i.e., contribution of modeling uncertainty to the dispersion
of the EDP estimates 6 and PFA).

B (X)) V(B (V1K) o
ne V(Y) T V()

. L Y A - FAYRY
Sti = )

<ﬁ Ziil(f(C)ky) _ <i Ziil f(C)k)2

where V and E denote the variance and expectation operator, respectively; f(.), corresponds to one value of the output Y
resulting from one simulation with the sample inputs from the kth row in the matrix (.); and, C concatenates the samples
from A and B.

In addition, the relationship between the input random variable X; and the output EDP; was represented by the linear
Pearson correlation coefficient p(X;, EDP;), ranging from +1 to gain insight on the effects of a particular model parameter;
—1 indicates a perfect negative correlation, O indicates no correlation, and +1 indicates a perfect positive correlation.

ASUADIT suowwo)) dAnea1) s[qesrjdde oyy Aq POUIdAOS dIB SI[OILIE () O8N JO SO 10§ AIRIQIT AUI[UQ AJ[IAL UO (SUOIIPUOI-PUB-SULIA} W0 AS[IM KIRIqI[aul[uo//:sdpy) suonipuoy) pue suLd | oyl 298 *[£707/L0/1¢] uo Areiqi aurjuQ Ad[ip ‘usteduwrey)) eueqin) 1y siour[[] JO ANSIOAIUN £q 9/6¢0ba/z001°01/10p/wiod Ko[im* Kreiqiouruo//:sdpy woxy papeo[umo( ‘0 ‘SH869601



ASTUDILLO ET AL. Wl LEY J_s

— A section B-B

secondary

/locatio
floor 3 ofboits ¢ beam
earin
plate.g AN ]' l MRF beam
and tie: —— )
X spine | stiffener
U-shape yieldin "
z elemeFr)\t u g ©) ggg%lng
_ section A-A S ——
" beam
| floor 1 ¢
bearing
plate ~ ]
and tie
I>X
z

FIGURE 1 Schematic of: (A) full-scale specimen at E-Defense, (B) Floor 1 spine-to-frame connection, and (C) Floor 3 spine-to-frame
connection.

These types of metrics (e.g., St; and p(X;, EDP;)) can then be used to select the model features that most affect the
variability of the numerical estimates and to gain intuition on their effects, for example, to enhance numerical simulations
or design methods.

3 | EXPERIMENT TESTING PROGRAM

The EDP estimates, including modeling uncertainty, were studied for a shake-table testing program at E-Defense. As
a relatively new structural system, the Frame-Spine-FLC system used less well-established structural components and
energy dissipators compared to traditional lateral-force-resisting systems. Thus, modeling uncertainty was paramount to
estimating the range of possible response and to gaining intuition on the effects of the model components.

3.1 | Testspecimens

The testing program was comprised of three test specimens: (a) Frame, (b) Frame-Spine, and (c) Frame-Spine-FLC. The
full-scale specimens consisted of a four-story steel building containing acceleration-sensitive medical equipment repre-
sentative of a hospital facility; see Figure 1A. The shaking was applied in the direction of the x-axis; more details of the
testing program can be found in Refs. [34-37, 47].

The Frame specimen consisted of an MRF-only specimen, which was studied numerically but not experimentally. The
MRF with pinned base was susceptible to forming a severe story mechanism in the first story.””>> As the specimen uti-
lized an existing three-story specimen designed for another testing program, the first three stories of the Frame specimen
included details consistent with Japanese practice with hollow square sections for the columns and wide-flange beams.
The fourth story, added later for this testing program, included details consistent with U.S. practice for MRF panel zone
and column sections. Yielding was expected to occur in the panel zones rather than the beams during the shake-table
testing. To add mass to achieve reasonable dynamic properties, a thick concrete slab of 610 mm was located on the third
floor, and steel plates were fastened to the roof. Shear studs were placed every 300 mm to connect the concrete slab to the
steel beams. A clearance of 25 mm was expected between the slab and column faces.

The Frame-Spine specimen consisted of elastic spines attached to the pinned-base MRF. The spines were attached to
the exterior of the MRF specimen via stiffening beams and slip-critical bolted connections; see the location of the bolts
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FIGURE 2 Response spectra: (A) pseudo-acceleration S, and (B) spectral displacement S, of the Northridge and JMA Kobe record
records.

highlighted in Figure 1B,C. At each connection to the stiffening beam in the loading plane, the spine was restrained from
translation in the x- and y-axes, and partially restrained to rotate about the z-axis.

The Frame-Spine-FLC specimen consisted of elastic spines attached to the pinned-base MRF using the FLC. The spines
were attached to the exterior of the MRF specimen via stiffening beams and FLC. The Floor 1 FLC consisted of the tension
ties, bearing plates, and two T-shape yielding elements in Figure 1B; the Floor 2 FLC consisted of tension ties and bearing
plates; and the Floor 3 FLC consisted of the tension ties, bearing plates, and U-shape yielding elements in Figure 1C. The
spine-to-frame connection at Floor 4 consisted of the same slip-critical bolted connection utilized in the Frame-Spine
specimen. For testing purposes, the bolted connection and FLC were assembled using the same MRF specimen, as shown
in Figure 1, and the bolted connections were unbolted to release the FLC for the Frame-Spine-FLC specimen.

3.2 | Ground motion records

Two ground motion records were used for the experimental testing program, isolating the effects of record-to-record
variability from the modeling uncertainty. The ground motions had different spectral characteristics, as highlighted in
Figure 2; the first two modal periods of the models are indicated for reference. The unscaled Sepulveda Valley Hospital
record from the 1994 Northridge earthquake had large pseudo-accelerations near the second-mode period of the spec-
imens. The unscaled JMA-NS Kobe record from the 1995 Kobe earthquake had large spectral displacements near the
first-mode period of the specimens. For subsequent comparisons, the two ground motion records were replaced by the
measured acceleration of the E-Defense shake table. The selection of the ground motions and the effects of record-to-record
variability are described in Refs. [36, 37].

4 | NUMERICAL MODELS

Two-dimensional numerical models of the test specimens were developed in OpenSees®’; see Figure 3A. Three primary
models were developed to represent the initial estimate of the Frame, Frame-Spine, and Frame-Spine-FLC specimen
properties and were used to benchmark the specimens’ behavior prior to testing.*” Modeling uncertainty was addressed
via a global sensitivity study using the methods outlined in Section 2 and a set of secondary models derived from varying
the primary models according to predetermined uncertainty groups.

4.1 | Primary models
The primary models were developed to simulate the test specimens, estimate nominal natural periods, and characterize

general behavior under a suite of ground motions and amplitude scaling factors.?” As the “best guess” prior to experimental
testing, these models were used as a starting point to incorporate modeling uncertainty.

9SULIIT suowo)) aANeaI) d[qedrjdde oy £q pausoaoS are saonIE Y 9sn Jo AN 10§ A1eIqIT duljuQ) AJ[IA\ UO (SUOHIPUOD-PUB-SULIA)/W0Y" KA1 KIeIqi[our[uo//:sdiy) suonipuo)) pue suid I, 9y 998 [£207/L0/1¢] uo Areiqry aurjuQ £aqip ‘uSredwey)) eueqin 1y stoulf[] JO ANsIOAIUN £q 926¢°0ba/z001°0 1 /10p/wod Kojim  Krerqrjourjuoy/:sdyy wolj papeojumo( ‘0 ‘s+869601



ASTUDILLO ET AL. WI LEY J_7

Elr%%rf)zl [— base frame ~Z~ spine_~
| —spine {*‘ “ )
floor 3 WYL, ~
T force-limiting- :puedasr
7connectlons
0——¢ *—— ¢
foor 2 e e ]
e e Al Nl MRF
slab and 2 a I stiffening beam
| ___shear studs @ node beam
floor 1 [ ] ©) rotational spring
translational spring
y () spine-to-frame connection
@ fixed connection
© pinned connection
grounda A A X “ mass located at slab nodes
(A)

FIGURE 3 Schematic of: (A) overall numerical model and (B) details of panel zone, composite beam, and spine-to-frame connection
models.”’

TABLE 1 Sections and components used in Frame, Frame-Spine, and Frame-Spine-FLC specimens.

Story Spine-to-frame connection
heights Stiffening Frame-
Story/floor [mm] Columns Beams t,j[mm] beam Spine Frame-Spine Spine-FLC
4th 3500 ‘W10x100* W16x40* 150 W10x68* W30x148*  Bolted! Bolted!
3rd 3500 1250 X 250x9°  H400%200 X 8x13° 610 W10x68* W30x148*  Bolted! Floor 3 FLC®
2nd 3500 1250 x 250x9°  H400%200 X 8x13¢ 150 W10x68* W30x148*  Bolted! Floor 2 FLC!
1st 3281 1250 x 250x9°  H400%200 X 8x13¢ 150 W10x68* W30x148*  Bolted! Floor 1 FLC?

Nominal yield stress, F:

380.2 N/mm? (A992);

©364.9 N/mm? (BCR295),

©344.7 N/mm? (SN490B).

Spine-to-frame connection:

dslip-critical bolted connection;

€U-shape yielding element, tension tie, bearing plates;
ftension tie, bearing plates;

8T-shape yielding element, tension tie, bearing plates.
t,j = slab thickness. Bay width = 5000 mm.

To account for the small damping associated with the bare frame test specimen, the primary model for all specimens
used Rayleigh damping with a target damping ratio of 0.5% at an elongated first-mode period, 1.5T, and third-mode period,
T3. The beams and columns were modeled using force-based beam-column elements with five integration points, a Gauss—
Lobatto integration scheme, and multiple fibers across the section (5 across the W/H web depth and flange thickness
and HSS wall thickness and depth) based on a sensitivity study.*® The integration points at the ends of the beams and
columns were shifted away from the faces of the beam-column connections using an additional node at a distance of
half the element depth. The beams and columns were modeled with Corotational and P-Delta geometric transformations,
respectively. As the spine was expected to remain elastic, the spine was modeled with elastic beam-column elements;
post-processing of the data using the primary models confirmed that the spine remained in the elastic range. The analyses
used Newmark’s constant average acceleration integrator starting with the Newton-Krylov algorithm. The time step was
adaptive, with a maximum time step of half the ground motion sampling time.

Figure 3B illustrates an exploded view of the components of the numerical model. These primary models accounted
for composite-beam action, panel zone yielding, and influence of the stiffening beams, as indicated in the subsequent
description of the model components and uncertainty groups. Material properties, model classes, and model parameters
were defined a priori based on engineering judgment, data from coupon testing, testing of the FLC yielding elements, and
supplemental experiments of beam-column connections,**3>47:01:62 a5 summarized in Tables 1 and 2. Uniaxial materials
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TABLE 2 Nominal values used in Frame, Frame-Spine, and Frame-Spine-FLC models.

Panel zones Frame-Spine Frame-Spine-FLC
Story/ Weights, Vydy, Vpdy,
floor m;g [kN] b, j [mm] 7y, [radx1072] [kN-m] [kN-m] Bolted K [kN/mm] P [kN]
4th 548 410 0.313 433.4 572.4 - -
3rd 534 410 0.321 338.6 410.8 2 3.4° 540
2nd 175 410 0.321 338.6 410.8 a - -
Ist 264 410 0.321 338.6 410.8 2 22.9° 261°

m; = mass of floor j; b,= slab effective width, y,= panel zone shear deformation at yield, V,, = panel zone shear strength, V', = panel zone ultimate strength,
d, = beam depth.

2See bolted connection assumptions in Figure 4.

®Value for two yielding elements.

K = initial stiffness of the yielding elements, P = strength of the yielding elements.

TABLE 3 Random variables used in the generation of the secondary models clustered by uncertainty group.

Modeling uncertainty group #* Random variables” Description
i. Beam composite action 4 X ie ~ U(400,650)mm  Continuous model parameters for b, j
ii. Panel zone 3 X,.x, ~ U(0.90,1.10) Continuous model parameter for the panel zone K,, V,,, and V,

Xpzy, ~ U(0.90,1.10)
Xpzy, ~ U(0.80,1.20)
iii. Damping 1 X, ~U(0.1,2.5) % Continuous model parameter for ¢
iv. Mass 4 Xi;1 ~ U(0.95,1.05) Continuous model parameters for m;
v. Spine-to-frame connection
Bolted connection 1 Xpe ~{C1,C2,C3,C4}  Deterministic bolted connection model classes
FLC 4 X}< ~ U(0.50,0.80) Continuous model parameters for the Floor 1 FLC and Floor 3 FLC
stiffness and strength, based on K, Pr, K, and Py,
X} ~ U(0.80,1.20)
X; ~ U(0.80,1.20)
X; ~ U(0.80,1.20)
2Number of random variables related to the uncertainty group; the Frame, Frame-Spine, and Frame-Spine-FLC secondary models have 12, 13, and 16 random
variables, respectively. One hundred samples were used per random variable, leading to 1400, 1500, and 1800 secondary models for the Frame, Frame-Spine, and
Frame-Spine-FLC specimens.

bX ~ U(a, b) indicates that the random variable X follows a uniform distribution with values between a and b.
“The deterministic model classes are indicated in Figure 4.

included: (a) the beams’ and columns’ structural steel and FLC properties modeled with a Menegotto-Pinto relationship;
(b) the slab, which had significant steel reinforcement, was idealized with a bilinear relationship to represent a reinforced
concrete slab assuming a strength of 21 MPa (3000 psi); and (c) the panel zone force-deformation behavior used a trilinear
relationship, described in more detail subsequently.

4.2 | Secondary models

The secondary models were derived from the primary models within each uncertainty group, defined by the: [i] beam, [ii]
panel zone, [iii] damping, [iv] mass, and [v] spine-to-frame connection models (either bolted connection or FLC depend-
ing on the test specimen). The Frame, Frame-Spine, and Frame-Spine-FLC models have 12, 13, and 16 random variables
(with 100 samples per random variable), respectively. The total number of secondary models to conduct the global sensi-
tivity analysis of the Frame, Frame-Spine, and Frame-Spine-FLC models were 1400, 1500, and 1800 secondary models,
respectively. The uncertainty groups and random variables employed in the secondary models are highlighted in Table 3
and discussed in greater detail in the next section. To summarize the uncertainty groups and random variables:

(i) In the beam uncertainty group, the continuous model parameters Xi defined the effective width b, of the concrete
slab at floor j. ’
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(i) In the panel zone uncertainty group, the continuous model parameters X, ¢ , X pzVy X P2V, defined the elastic
stiffness, yielding, and plastic shear strength of the panel zones based on their nominal values K,,V, and V',
respectively.

(iii) In the damping uncertainty group, a continuous model parameter X, ¢ defined the target damping ratio ¢

(iv) In the mass uncertainty group, continuous model parameters X7, defined the mass at floor j based on m -

(v) In the spine-to-frame connection uncertainty group, models for the Frame-Spine and Frame-Spine-FLC specimens
were defined separately. For the Frame-Spine specimen, four deterministic model classes were defined by X, to
define the modeling representation of the bolt patterns in Figure 1B,C. For the Frame-Spine-FLC specimen, contin-
uous model parameters, X}< and X}), defined the stiffness and strength, respectively, of the Floor 1 FLC based on the
stiffness and strength of the T-shape yielding element (K and Pr). Similarly, continuous model parameters, X 13< and
Xf;, defined the stiffness and strength of the Floor 3 FLC based on the stiffness and strength of the U-shape yielding
element (Ky; and Py).

5 | MODELING UNCERTAINTY GROUPS

Each of the five uncertainty groups addressed the sources of modeling uncertainty associated with a specific component
of the numerical model; more details can be found in Refs. [36, 37].

5.1 | Beam composite action model

The effect of the beam composite action in the experiment was uncertain in terms of the effective width of the one-sided
slabs adjacent to the lateral-force resisting system, particularly due to the use of an unusual 610-mm-thick concrete slab
to add mass (Table 1). Common methods of estimating the slab effective width b, for composite beams may over-estimate
the beam stiffness with one-sided slabs (e.g., beams located on the exterior of the building as in the specimens).®® Values
for b, were estimated from b, = 0.13L — 0.16s = 410 mm®* (where L = beam span length, and s = spacing to neighboring
beam in the transverse direction) and b, = L/8 = 625 mm.% The composite beam model was modeled with separate
sections and elements for the steel beam and concrete slab members connected at the shear stud locations every 300 mm,
as shown in Figure 3. To investigate the influence of the slab on the model response, the concrete slab was modeled by
stochastically varying the effective width of the slab at each floor j according to a random variable X} /' defined by a uniform
distribution between 400 and 650 mm. The mass was located at the nodes of the slab elements. Shear stud flexibility, slip,
and curvature incompatibilities between shear studs were neglected.

5.2 | Panel zone model

Panel zone yielding was expected for the test specimens. The panel zone was modeled with the Krawinkler parallelogram
configuration® and a trilinear moment-rotation spring; see Figure 3. The trilinear moment-rotation spring was based on
a combination of Japanese® "% and U.S. literature.”~7* Larger or smaller estimates of panel zone strength could result in
force redistributions to the beam or surrounding column elements after panel zone yielding.

Nominal yield and plastic moment strengths of the rotational spring, M, and M,, were based on the panel zone
shear strength, vy and Vo, multiplied by the depth of the beam, dj; see values in Table 2. The rotation of the rota-
tional spring represents the panel shear distortion, y. The plastic shear deformation was modeled as y, = 4y,, and a
post-plastic stiffness was adopted as 3% of the initial stiffness.” To investigate the influence of the panel zone on the esti-
mated response, uncertainty was addressed by changing the elastic stiffness, yielding, and post-yielding strength to within
+10%, +10%, and +20% of the nominal stiffness K, and strength vy and V,, respectively, via uniform random variables
Xpzk,» X pz vy X pz,vp)- More details on the panel zone calculations can be found in Refs. [36, 37].

5.3 | Damping model

Inherent damping of the bare steel specimens during the shake-table testing was expected to be smaller than that of
typical buildings; still, the level of inherent damping was considered uncertain. To investigate the influence of the
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FIGURE 4 Spine-to-frame bolted connection model classes for the Frame-Spine specimen with: (A) constraints in translation only, C1;
(B) constraints in translation and rotation, C2; (C) moment-rotation based on the stiffening beam capacity, C3; and (D) moment-rotation
relations based on assumed limit states, C4; (E) M — 6 relation of bolted connection.

damping ratio on the model response, { was set equal to a random variable X following a uniform distribution with
values ranging from ¢ = 0.1%-2.5%, given the bare steel frame and lack of partition walls or soil-structure interaction.” "’
All models used Rayleigh damping with the same target periods as the primary model, as differences between damp-
ing models, like modal damping, were previously found to have little effect on the selected EDPs for the specimens
herein.*®

5.4 | Mass model

The specimen’s dynamic properties depend on estimates of the mass, m. Although the nominal weight of the materials
and building dimensions were known prior to testing, the actual mass per floor j was uncertain and treated as a random
variable X?,. The mass per floor in the structural model was assumed to follow a uniform distribution with a mean equal
to the nominal estimate of the primary model in Table 1 and limits of +5% of the mean. This is a simplification of values
proposed by Ellingwood*’ (i.e., normal distribution with COV equal to 10%), given that the specimens were constructed
under controlled conditions for laboratory testing.

5.5 | Spine-to-frame bolted connection model

In the Frame-Spine specimen, the spines were attached to the perimeter of the MRF through slip-critical bolted connec-
tions. The Frame-Spine specimen had the bolt configuration shown in Figure 1B,C. The figure shows the eccentricity
of the bolt pattern from the centroid, which can produce partially restrained moment-rotation behavior. At Floor 1, this
eccentricity was larger than that of the other floors to allow for the placement of the T-shape yielding elements that
were tested subsequently in the Frame-Spine-FLC test. Although relative translation between the spines and the frame
was expected to be small, the moment-rotation behavior of the spine-to-frame connection, in particular the stiffness and
strength, was uncertain.

To account for uncertainty in the connection, four models of the spine-to-frame connections were developed for the
Frame-Spine specimen; see Figure 4A-D: (a) constrained translation only with free relative rotation and no moment
transfer; that is, pinned connections; (b) constrained translation at each floor with constrained rotation at Floor 1 and
full moment transfer at Floor 1 (C2); (c) constrained translation at each floor with moment-rotation behavior limited by
the stiffening beam capacity at Floor 1 (C3); and (d) constrained translation at each floor with moment-rotation behavior
based on slip and yielding behavior estimated for the bolts at each floor level (C4).

For C3, the strength of the connection was assumed to be 80% of the yield moment of the stiffening beam with a yield
rotation for partially restrained connections per ASCE 417%; see the corresponding moment-rotation (M — 6) relation [1]
in Figure 4E. For C4, limit states based on the bolt pattern were assumed based on initiation of bolt slip, followed by restiff-
ening after the bolts have slipped along the slotted holes, and finally yielding of the bolts in shear; see the corresponding
M — 6 relations [2] and [3] in Figure 4E.
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FIGURE 5 FLC models: (A) spine-to-frame connection models for Frame-Spine-FLC specimen, force-deformation relation for (B)
T-shape yielding element and (C) U-shape yielding element, adapted from Refs. [35, 37, 62]. FLC, force-limiting connection.

5.6 | Spine-to-frame force-limiting connection (FLC) model

In the Frame-Spine-FLC specimen, the spine was connected to the frame using an FLC with T-shape yielding elements
at Floor 1 and an FLC with U-shape yielding elements at Floor 3, see Figure 1C; the connection at Floor 2 did not contain
a yielding element, and the connection at the Floor 4 was bolted. Floors 1 and 3 FLC were modeled with zero-length
elements connecting the spine to the stiffening beams (see Figures 3B and 5A); no connection was modeled at Floor 2,
and the connection at Floor 4 duplicated the pinned condition for the bolted connection of the Frame-Spine specimen.
The U-shape yielding elements at Floor 3 can be affected by out-of-plane and other loading conditions arising from the
placement eccentricity, which was neglected in the zero-length elements as the Floor 3 FLC was modeled in the lateral
translational direction only.

In addition to the T-shape and U-shape yielding elements, the Floor 1 FLC and Floor 3 FLC included a stiffening beam
attached to the MRF beam, bearing plates, and ties; see Figure 1B,C. The Floor 3 FLC also included stiffeners at the con-
nections of the U-shape yielding element. Due to a lack of experimental data on the effects of the other FLC components
outside of the yielding elements, the force-deformation relationship of the Floor 1 and Floor 3 FLC was uncertain, because
the stiffness and strength of the modeled Floor 1 FLC and Floor 3 FLC were estimated from the results of isolated tests
of the corresponding yielding elements only.>>®* The Floor 1 FLC was assumed to have 65% of the stiffness and 100% of
the strength of the T-shape yielding elements (i.e., 0.65K and 1.00P7, respectively) to account for an expected increased
flexibility of the connection due to the flexibility of the stiffening beam and the existing boundary conditions. The Floor
3 FLC was assumed to have the same stiffness and strength as the U-shape yielding element (i.e., 1.00K;; and 1.00Py,
respectively).

To account for uncertainty in the connection, variations of the force-deformation for the FLC assembly were generated
from the force-deformation relationship of the yielding elements via four random variables: X L X}J, X 13< X f,. The stiffness
and strength of the Floor 1 FLC were determined by X Il< Krand X}D Pr. The stiffness and strength of the Floor 3 FLC were
determined by XI3<K v and X ;PU; see Figure 5B,C. The as-built Floor 1 FLC differed from boundary conditions used to test
the T-shape yielding element; thus, the stiffness factor X Il< was assumed to vary between 0.50 and 0.80, and the strength
factor X }, was assumed to vary between 0.80 and 1.20 for the Floor 1 FLC. The as-built Floor 3 FLC better matched the
setup of the test for the U-shape yielding element; however, for consistency with the assumed range of variations in the
Floor 1 FLC, Xz and Xf, were assumed to vary between 0.80 and 1.20 as well.

6 | RESULTS AND DISCUSSION

The effects of modeling uncertainty were studied using the uncertainty groups from Table 3. The sensitivity of the EDPs,
in terms of peak story drift ratio 6; and peak absolute floor acceleration PFA; at floor j, were analyzed for the determin-
istic model classes and continuous model parameters. The contributions of the uncertain inputs to the variance of the
maximum EDP over all floor/stories EDP,,,, (i.e., GED Pmax) were summarized via the total Sobol index St. To visualize
trends across the models and to study the particularities of the specimens, the many realizations of the spine-to-frame

connection uncertainty group in the Frame-Spine and Frame-Spine-FLC specimens are then illustrated in greater detail.
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TABLE 4 Modal periods computed from the numerical models and experiments.

System Source T1 (s) T2 (s) T3 (s) T4 (s)
Frame Numerical® 1.50 0.32 0.17 0.11
Frame-Spine Numerical® 1.07 0.18 0.08 0.04
[Experimental ] [1.19] [0.20] [0.10] [0.06]
Frame-Spine-FLC Numerical® 1.28 0.23 0.16 0.11
[Experimental ] [1.33] [0.23] [0.16] [0.12]

2Values correspond to the mean periods computed from the set of secondary models.

Comparisons with experimental results were used to assess the overall quality of the models. The overlapped experi-
mental results corresponded to the filtered measurements of the two lateral force-resisting bays on opposite sides of the
specimen floor plan; response histories of sensors on the same floor were averaged and zeroed out at the beginning of
each test run to determine the peak response values from the experiment.** Although considered in other studies,*’ the
numerical results presented herein did not account for residual damage or consecutive shaking of the specimens, as would
be present in the experiment.

6.1 | Estimated EDP; considering modeling uncertainty

The mean of the modal periods T, from eigenvalue analyses of the secondary models were compared to the modal periods
calculated via sensor measurements and pink noise excitation of the physical test specimens, as tabulated in Table 4. The
eigenvalue analyses were conducted in the elastic range, even though the Frame-Spine-FLC physical specimen exhibited
some yielding due to previous excitations during the sequential testing program.** Despite this inconsistency, estimates of
the mean modal periods from the numerical models agreed with calculations from the experimental measurements. In the
case of the Frame-Spine models, the consideration of a near-rigid spine-to-frame moment connection (i.e., C2 in Figure 4)
had lower mean estimates of T;; the more flexible connections showed a better agreement with T; from the experiment.

The estimated EDP; (i.e., 6; and PFA;) for the Northridge and JMA Kobe records using the modeling variations
were also compared to the peak experimental results. Fitted PDFs using the Generalized Extreme Value Distribution
in MATLAB”® were used to illustrate the variability of the EDP ;j due to the modeling uncertainty for each specimen;
see Figure 6 (specimens are indicated by color: gray for the Frame, blue for the Frame-Spine, and red for the Frame-
Spine-FLC). Recall, the spectral characteristics of the two ground motion records are different; that is, the Northridge
record tends to excite the higher-mode accelerations, while the JMA Kobe record tends to induce large first-mode
displacements.

Overall, the numerically simulated peak response generally aligned with the experimental results. Due to the spine, the
Frame-Spine models distributed 6; more uniformly and developed smaller 6, than the models of the Frame, which formed
a first-story mechanism, and Frame-Spine-FLC, which employed yielding elements in the FLC to reduce accelerations
at the cost of minor increases in story drift. The estimated peak story drifts 6; for the Northridge and JMA Kobe records
are shown in Figure 6A,B. For the Frame specimen, 0, larger than 5% is not shown, because these drift levels exceeded
the valid range of the numerical models and indicated the collapse vulnerability of the base MRF without spines. For both
records, the Frame-Spine and Frame-Spine-FLC models avoided story mechanisms. Due to the FLC, the Frame-Spine-
FLC models had less drift uniformity (i.e., 6; increased at Story 1 and decreased at Story 4) compared to the Frame-Spine
models. The estimated peak floor accelerations PF A for the Northridge and JMA Kobe records are shown in Figure 6C,D.
For the Northridge record (Figure 6C), which produced large demands in the higher modes, the Frame-Spine-FLC mod-
els reduced PFA; compared to the Frame-Spine models (particularly at Floor 2 and Floor 4); for the JMA Kobe record
(Figure 6D), PFA; remained closer to the PGA. PFA; of the Frame models remained the smallest for the Northridge
record, due to the first-story mechanism and the higher-mode accelerations exhibited by the other two specimens with
spines (i.e., S4(T,) for the Northridge record).

Although considered acceptable as pretest estimates, some discrepancies between the numerical and experimental
results were observed. For story drifts (Figure 6A,B), the 95% confidence interval of the estimates from the Frame-Spine
models represented the peak experimental data at all stories, while the Frame-Spine-FLC models represented the drifts
at the first story and underestimated the drifts at the upper stories. For floor accelerations (Figure 6C,D), the 95% confi-
dence interval of the estimates from the Frame-Spine and Frame-Spine-FLC models represented the peak results from
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TABLE 5 Mean root square error for drifts and accelerations (eg and epp, ) comparing results from numerical models and the experiment.

mean e, min ey mean eppy min eppp
System Record [rad] [rad] [g] [g]
Frame-Spine Northridge 0.0021 0.0016 0.26 0.10
Frame-Spine-FLC Northridge 0.0032 0.0018 0.21 0.04
Frame-Spine-FLC JMA Kobe 0.0037 0.0019 0.11 0.02

the experiments, although improvements could still be made after collecting the test data and refining the models based
on the response histories.

The accuracy (i.e., how close the numerical simulations were to the measured values) of the 6; and PFA; estimates
compared to the experimental results depended on the ground motion characteristics and specimen. The root-mean-
square error egpp between the estimates of the numerical models and experiments is summarized in Table 5 and allows
one to condense the errors across all stories/floors into one metric per simulation. On average, the drift estimates for the
Frame-Spine specimen excited by the Northridge record and the floor accelerations for the Frame-Spine-FLC excited by
the IMA Kobe record had the least drift and acceleration error, respectively; the first (i.e., the least drift error) corresponded
to the experiment with no previous damage in the structure, and the second (i.e., the least acceleration error) corresponded
to the experiment with the record that did not produce large excitations in the higher modes. Also, Table 5 illustrates how
considering modeling uncertainty can be beneficial in estimating possible outcome scenarios for a particular event, with
errors as low as 0.0016 rad and 0.02 g using a set of stochastically generated—but feasibly realistic—secondary models.
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FIGURE 7 PDFof(A)®6,,, and (D) PFA,,,,; mean and COV values are noted next to the distributions. Contribution of the
Frame-Spine random variables to the uncertainty of (B) 6,,,, and (E) PFA,,,, via total Sobol indices S;. Contribution of the
Frame-Spine-FLC random variables to the uncertainty of (C) 6,,,,,. and (F) PFA,,,, via total Sobol indices S;. COV, coefficient of variation;
FLC, force-limiting connection.

Although this paper focuses on the propagation of modeling uncertainty, Bayesian updates of the stochastically generated
models could ease modeling calibration to reproduce the experimental results by minimizing the error metrics from Table 5
(e.g., as in Muto and Beck®’).

6.2 | Variation of EDP,,,, considering modeling uncertainty

The addition of modeling uncertainty leads to variations in the estimates of the EDP. As incorporating modeling uncer-
tainty can lead to large amounts of data, the coefficient of variation COVgpp = ogpp/MEpp can be used to interpret
variations in the estimated EDP due to changes in the numerical model. The distribution of the peak results for the spec-
imens with spines (i.e., for the Frame-Spine and Frame-Spine-FLC models) are summarized in Figure 7A,D; the mean
and the COV are noted next to the PDFs. The COVs were around two times larger for estimates of PFA,,,, compared to
Omax- Thus, if considering modeling uncertainty only (not record-to-record variability), acceleration demands exhibited
more variability than drift demands.

The decomposition of o}ZEDPmax and the contributions of each random variable to that variance (i.e., the total Sobol
indices) are shown in Figure 7B,C,E,F for drifts and accelerations. In the plots, each stacked bar represents the total Sobol
index St of the random variables associated with an uncertainty group of the Frame—-Spine and Frame-Spine-FLC models
for the Northridge or the IMA Kobe records.

The contributions of each random variable to the 6,,,, variance are shown in Figure 7B,C for the Frame-Spine and
Frame-Spine-FLC models, respectively. Notably, varying X;, had little effect on the variance of drift. Except for the Frame-
Spine models excited by the Northridge record, the panel zone random variables produced the largest variations of 6,,,,,
because energy dissipation was primarily due to panel zone yielding. From the panel zone variables, the yielding strength
and plastic strength (X v, and XVp) contributed more to the variance than the elastic stiffness (Xx,). Changes in damping
X¢ and mass X, m; had little effect on the variance of 8,,,,.. The spine-to-frame connection, represented by the deterministic
model classes of the bolted connection Xj,. in the Frame-Spine models and by the continuous model parameters of the

Frame-Spine-FLC models, was also a large contributor to aé . In particular, in the Frame-Spine-FLC, the Floor 1 FLC
stiffness and strength (X }< and X 11,) were larger contributors to the 2 than the Floor 3 FLC stiffness and strength (X I3<

emax

and X3); that is, 6,,,,, Was sensitive to variations of X} and X}..
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FIGURE 8 Effect of bolted connection model classes (A) story drifts (B) floor accelerations in the Frame-Spine model. The condensed
box plots summarize the median, 25th and 75th percentiles, minimum, maximum, and outliers of the estimates.

The contributions of each random variable to the PFA,,,, variance are shown in Figure 7E,F for the Frame-Spine and
Frame-Spine-FLC models, respectively. Similar to drifts, X;,, had a negligible effect on the variance of accelerations. The

panel zone strength random variables contributed to the a%,F A but with less proportion than for drifts; instead, the

damping X, random variable played a major role in the GI%F - Generally, the mass X, showed a smaller contribu-

tion to GI%F compared to the other random variables; however, recall the mass was only changed to within +5% the

Ama
nominal estimate. The spine-to-frame connection remained a large contributor to of,F s the model classes of the bolted
connection were the largest contributor to the variance of the acceleration in the Frame-Spine models, while the Floor
1 FLC stiffness and strength (X Il< and X },) were important in the variance of the acceleration in the Frame-Spine-FLC

models.

6.3 | Effects of the spine-to-frame model classes in the Frame-Spine model

The effects of modeling uncertainty are illustrated in detail for the spine-to-frame (bolted) connection of the Frame—Spine
model, which was one of the less well-characterized parts of the seismic force-resisting system. The story/floor response
corresponding to each model class is illustrated in the box plots in Figure 8; the marker colors indicate the input record. For
drifts (Figure 8A), model C2 resulted in the smallest median 6, C3 resulted in a similar median 6; to C1, and C4 resulted
in a smaller 6 j than C1 when excited by the Northridge record. Additionally, C3 has more outliers than the other model
classes for the Northridge record, meaning that larger 6; could occur if the Floor 1 bolted connection experiences nonlinear
behavior but the bolted connections at other floors do not (i.e., C3); such outliers are not present if nonlinear behavior is
also allowed at the other bolted connections (i.e., C4). For accelerations (Figure 8B), typically, model C2 resulted in the
largest median PF A, C3 resulted in a similar median PFA; to C1, and C4 resulted in the smallest PFA;. The near-rigid
moment connection also shows the largest outliers, particularly in PFA, when excited by the Northridge record, where
some estimates almost reached 2.5 g. Additionally, if nonlinear response occurred in the bolted connection at all stories
(i.e., C4), peak floor accelerations are expected to be less than if the bolted connection was modeled as pinned (i.e., C1).
In summary, if the bolted connection was modeled as near-rigid in flexure (i.e., C2), the peak drifts and floor accel-
erations would be smaller or larger, respectively, than if the bolted connection was modeled as pinned or as partially
restrained. The numerical simulations suggest that the idealizations of the moment transfer between the spine and the
frame could significantly impact estimates of both drifts and accelerations for systems employing spines. Note, however,
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FIGURE 9 Effect of FLC model parameters on (A) the first-story drift ratio 8, and (B) the first-floor accelerations PFA, of the
Frame-Spine-FLC model. The mean 6, and PFA; were subtracted from the realizations and noted as A8; and APFA,. The overlapped lines
have a slope equal to Px, EDP,9EDP, /0ox,- FLC, force-limiting connection.

that the results are only applicable to the specimens under study. Further studies are needed to then explore the detailing
of the spine-to-frame bolted connection for designing and modeling purposes based on this finding.

6.4 | Effects of the spine-to-frame model parameters in the Frame-Spine-FLC model

Uncertainty due to the spine-to-frame (force-limiting) connection was also characterized in more detail in the Frame-
Spine-FLC models. The p coefficient is used to represent the relation between the FLC model parameters and the EDPs
using all the samples. The sensitivity of the EDPs to the spine-to-frame model parameters was analyzed using uncorrelated
input random variables, which allows the analysis to illustrate the effect of each variable separately to gain intuition on
its characteristic effect on the EDPs; results still account for the interaction of random variables, but results attributed to
one variable are not being driven by the changes in other variables because of their independence.

Correlation between the numerical model inputs and outputs can be observed by the spread of the data scatter in
Figure 9; the x-axis corresponds to the spine-to-frame FLC random variables (X;, X}, X3, X;), the y-axis to the first
story/floor EDPs (6, and PFA ), and the overlapped lines have a slope equal to Px,,EDP;9EDP, /0x,. To focus on changes
in the EDPs due to each variable, the mean estimate of the EDP; was subtracted from all the realizations and denoted by
AEDP; (in this case, Af; in Figure 9A and APF A in Figure 9B). From these plots, the larger the X Il<, the smaller the 6; for
both records (i.e., negatively correlated), the larger the PF A, for the Northridge record and the smaller the PFA; for the
JMA Kobe record (i.e., positively and negatively correlated, respectively). These results suggest that a stiffer Floor 1 FLC
results in reduced first-story drift, but the relation with the first-story acceleration may be ground-motion-dependent.
For strength, the larger the X},, the smaller the 8; and the larger the PF A, for both records; suggesting a weaker FLC
would reduce PF A; at the cost of increasing ;. In addition, 8; and PFA; exhibited smaller correlations with X 13< and Xf,,
indicating that the first floor/story response was less related to the model parameters of the Floor 3 FLC compared to the
Floor 1 FLC.

Figure 10 expands the analysis of correlations to other stories/floors (i.e., 6; and PFA;). X11< exhibited a negative cor-
relation with 6; and positive correlation with 8, for both records; additionally, Xll< exhibited a positive correlation with
PFA; for the Northridge record, and a negative correlations with PFA j for the JMA Kobe record. Thus, a softer Floor 1
FLC results in increased drifts at the bottom stories and reduced drifts at the upper stories (expected due to the loss of drift
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FLC, X}l,; (C) stiffness of Floor 3 FLC, X3 ; (D) strength of Floor 3 FLC, Xf,. EDP, Engineering Demand Parameter; FLC, force-limiting
connection.

uniformity), along with reduced peak floor accelerations for the Northridge record (expected due to higher-mode miti-
gation). X}, exhibited a negative correlation with 8; and a positive correlation with 8, for both records. Additionally, X },
exhibited a positive correlation with PFA; for both records, particularly at the lower floor and roof levels. Thus, a weaker
Floor 1 FLC results in a loss of drift uniformity but also reduced PFA, , 4 compared to the mean EDP estimates (which
are again associated with higher-mode accelerations). Regarding the Floor 3 FLC, X 13< did not exhibit a strong correlation
with any EDP, while X ;’ exhibited a strong positive correlation with 8,4, particularly for the JMA Kobe record; thus, the
Floor 3 stiffness is not of particular interest (in the domain of study) and a weaker Floor 3 FLC would reduce 6, with little
influence on PF A.

The numerical simulations suggest that the stiffness, strength, and placement of the FLC between the spine and the
frame affect both drift and acceleration estimates. Although the results are specific to these specimens, further studies can
explore the optimal location and design of FLC for a larger set of design archetypes and ground motion records (including
records that produce similar large higher-mode effects like the Northridge record).

7 | CONCLUSIONS

Numerical models provide insights into the dynamic response of structures. However, modeling uncertainties can lead
to variability in the numerical response, particularly for less well-established structural systems or components, affecting
estimates of the seismic demands needed for design and performance assessments. Herein, sources of modeling uncer-
tainty were identified for three test specimens, namely the Frame, Frame-Spine, and Frame-Spine-FLC specimens, where
the latter two were physically tested at the E-Defense shake table in Japan. The inelastic response of the MRF Frame
specimen was expected to concentrate in the panel zones. Modeling variations using deterministic model classes and con-
tinuous model parameters were used to explicitly address uncertainties in modeling the beam composite action, panel
zone behavior, target damping ratio, mass, and spine-to-frame connections. Dispersion of the EDP estimates (i.e., peak
story drifts and peak floor accelerations) were illustrated using the coefficient of variation, variance, and Sobol Index to
identify which model features most affect the numerical response. Correlations of the EDP to the model parameters were
then used to gain an intuition of the effects of those model parameters. Explicitly incorporating modeling uncertainty
enabled more robust estimates of the range of possible structural response in support of the shake-table testing program
and can be used to identify important model features for future numerical studies.
Observations and conclusions are summarized below:

* The trends of the peak story drifts were similar for all the models; the Frame models exhibited a tendency to form a
first-story mechanism, and the addition of the spines distributed drifts more uniformly, avoided excessive drift concen-
trations, and mitigated a story mechanism, regardless of the spine-to-frame connection detail (i.e., bolted connection or
FLC). In comparing the systems with spines, the Frame-Spine models tended to have more uniform story drifts, with
reduced story drifts at the lower stories and increased story drifts at the upper stories, compared to the Frame-Spine-
FLC models. Upon comparison with the experimental results using the 95% Confidence Interval and root-mean-square
error, the story drifts from the secondary Frame-Spine models aligned with the experimental results, while the

ASUADIT suowwo)) dAnea1) s[qesrjdde oyy Aq POUIdAOS dIB SI[OILIE () O8N JO SO 10§ AIRIQIT AUI[UQ AJ[IAL UO (SUOIIPUOI-PUB-SULIA} W0 AS[IM KIRIqI[aul[uo//:sdpy) suonipuoy) pue suLd | oyl 298 *[£707/L0/1¢] uo Areiqi aurjuQ Ad[ip ‘usteduwrey)) eueqin) 1y siour[[] JO ANSIOAIUN £q 9/6¢0ba/z001°01/10p/wiod Ko[im* Kreiqiouruo//:sdpy woxy papeo[umo( ‘0 ‘SH869601



il_ ASTUDILLO ET AL.

WILEY
secondary Frame-Spine-FLC models were able to represent the first-story drift but typically underestimated the upper
story drifts. Models can now be refined post-test to better represent the upper story response.

* Unlike story drift ratio, the trends of the peak floor accelerations differed depending on the ground motion record. With
the Northridge record, the addition of spines resulted in increased accelerations above the PGA for the Frame-Spine and
Frame-Spine-FLC models compared to the Frame model due to large spectral content near the higher-mode periods
and near-elastic higher-mode effects.*® On average, the maximum floor acceleration was smaller for the Frame-Spine-
FLC models than for the Frame-Spine models; using the FLC in the Frame-Spine-FLC models aided in reducing the
large floor acceleration at the second floor of the Frame-Spine models, although many models resulted in increased
accelerations at the first floor depending on the parameters used to model the FLC. With the JMA Kobe record, floor
accelerations tended to be smaller than for the Northridge record and closer to the PGA for all the models, because the
JMA Kobe record had less spectral content near the higher-mode periods. Overall, the numerically simulated behavior
using the models aligned with the experimental results for the peak floor accelerations in terms of the 95% confidence
interval and root-mean-square error, with the largest errors occurring for the Northridge record.

* Metrics like the coefficient of variation (COV), variance, and Sobol Index can be used to succinctly identify model
features most affecting the numerical response quantities of interest. Generally, the COV for the estimates of story drift
was smaller than for floor accelerations using the secondary models. In assessing modeling uncertainty with the Sobol
Index, models of the spine-to-frame connection and panel zone strength had the largest effect on the dispersion of
the story drifts, while models of the spine-to-frame connection, target damping ratio, and panel zone had the largest
effect on the dispersion of the floor accelerations. The dependency of the building response to the spine-to-frame bolted
connection and FLC suggests that the model of the attachment between the spines and the frame may need to be
carefully considered in future studies of systems employing spines and FLC.

* The Linear Pearson correlation coefficient, p, can be used to correlate variations in the modeling parameters to varia-
tions in the EDP estimates. For example, for the Frame-Spine-FLC models, the Floor 1 FLC had a stronger correlation
with the EDP estimates at all floors than the Floor 3 FLC. Increased stiffness of the Floor 1 FLC resulted in smaller
lower-story drifts and larger upper-story drifts for both records; the effect on floor accelerations was ground-motion-
dependent. Increased strength in the Floor 1 FLC resulted in similar trends as increased stiffness for story drifts, but
increased strength also resulted in larger floor accelerations at all floors, regardless of the record. Modeling of the Floor
3 FLC stiffness had little influence on drifts or accelerations, and increased strength of the Floor 3 FLC resulted in
decreased upper story drifts with little influence on floor accelerations. Thus, the placement and design of the FLC
could be optimized to meet a certain target response.

Identifying sources of modeling uncertainty and assessing their effects on EDPs is important to the assessment of new
lateral force-resisting systems and their devices. The observations presented herein used a reduced number of simulations
and are limited to the particular specimens built for testing purposes; however, the methods of interpreting data presented
herein contribute to the performance-based design and assessment of new systems including modeling uncertainty, espe-
cially those employing spines and FLC. Results can be used to initially select those model features most important to
estimates of the response of systems employing spines and FLC, potentially informing future design methodologies in
conjunction with a larger set of design prototypes, increased numerical simulations, and incorporation of record-to-record
variability. The approach used herein to address modeling uncertainty can also be used to enable more robust estimates
of structural response, for example, to inform the design and preparation of future experiments. Further studies could
propagate modeling uncertainty in a similar manner for other structural systems, using different uncertainty groups and
including more refined PDFs and informed correlations for the input random variables based on a larger set of test data.
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