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Plant phenology modulates water and energy exchanges between the biosphere 

and the atmosphere and therefore influences planetary boundary layer (PBL) dynamics. 

Here we conduct a modeling experiment using the Community Earth System Model 

version 2, where plant phenology is prescribed based on satellite climatology in the 

control experiment. We then shift the timing of vegetation green-up and senescence in 

North America by one month earlier and later and investigate how shifting phenology 

could influence land-atmosphere interactions. Altering plant phenology modifies 

boundary layer fluxes through both direct influences on evapotranspiration and absorbed 

solar radiation and indirect effects through changes in low cloud fraction. The prescribed 

shift in phenology has significant but different influences on PBL height in the spring and 

fall in the Great Plains and Eastern United States. In the spring, earlier plant phenology 

significantly decreases PBL height in the Great Plains by more than 100 meters. In the 

autumn, the Great Plains experience a significant increase in PBL height of over 100m in 

the early fall while Eastern US exhibits a significant increase in the late fall when 

prescribed senescence is shifted earlier. As shifts in plant phenology alone can cause 

significant changes in PBL conditions at the seasonal timescale in the Great Plains and 

Eastern US, our experiments can help infer the potential location and magnitude of 

phenology-induced changes and provide useful information for observation-based 

analysis and model evaluation. 
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1. Introduction 

Simulating the climate system with Earth system models is an essential way to 

predict climate conditions in the future (IPCC, 2021). Simulating land-atmosphere 

interactions and coupling is critical to understanding and improving predictions of the 

Earth’s climate and yet challenging due to the non-linear processes and complex 

feedback (Santanello et al., 2013). Therefore, the influence of soil moisture on land 

surface fluxes and precipitation has been investigated through a range of studies from 

local (e.g., Santanello et al., 2011; Dirmeyer et al., 2018) to global (e.g., Koster et al. 

2004; Taylor et al., 2012) scales. Accurate representation of terrestrial plant phenology is 

also important for the accuracy of climate model simulations across models and spatial 

scales (e.g., Bounoua et al., 2000; Guillevic et al., 2002; Lawrence and Slingo, 2004; 

Rechid and Jacob, 2006; Barbu et al., 2011; McCarthy et al., 2012; Lorenz et al., 2013; 

Koster and Walker, 2015; Fox et al., 2018). Specifically, because plant phenophase 

changes modulate land-atmosphere coupling (e.g., Schwartz, 1992; Richardson et al., 

2013), shifting phenology also changes land surface states and fluxes (e.g., Fitzjarrald et 

al., 2001; Guillevic et al., 2002; Levis and Bonan, 2004; Lorenz et al., 2013; Puma et al, 

2013; Xu et al., 2020) and may therefore alter planetary boundary layer (PBL) heights.  

Large disagreement exists between modeled and observed spring onset as well as 

growing season length (e.g., Richardson et al., 2012; Mahowald et al., 2016; Scholze et 

al., 2017; Peano et al., 2021; Li et al., 2022). Peano et al. (2021) found a 0.6-month 

average delay globally in the timing of spring onset between land surface model 

simulations and remote sensing estimates. A range of model development efforts has 

been made to better represent plant phenology in land surface models, with a focus on 



drought/stress deciduous phenology (e.g., Dahlin et al., 2015; Kim et al., 2015; Birch et 

al., 2021) and data assimilation approaches (e.g., Sabater et al., 2008; Barbu et al. 2011; 

Albergel et al., 2017; Scholze et al., 2017; Fox et al., 2018). However, it is unclear how 

the delayed phenology in the current generation of models would influence the simulated 

land-atmosphere interactions, or how big the associated biases in land surface fluxes and 

PBL height might be. 

The timing of spring onset has been occurring earlier over the past few decades as 

seen in ground observations (e.g., Schwartz and Reiter, 2000; Parmesan and Yohe, 2003; 

Cook et al., 2012), indicator models (e.g., Jolly et al., 2005; Schwartz et al., 2006; 

Schwartz et al., 2013; Ault et al., 2015), and satellite imagery (e.g., White et al., 2009; 

Karkauskaite et al., 2017). A series of studies using the spring indices models found a 1.5 

days per decade trend of earlier spring onset over the past few decades in the Northern 

Hemisphere and interannual variability as large as 60 days in spring onset (Schwartz et 

al., 2006; Schwartz et al., 2013; Ault et al., 2015). Although they disagree on the 

magnitude of the earlier trend, studies based on different species and scales agree that 

plant phenology is responding to the recent warming and other stresses (Parmesan and 

Yohe, 2003; Root et al., 2003). Autumn phenology is also changing due to variations in 

both spring phenology and environmental factors (Keenan and Richardson, 2015; Liu et 

al., 2016; Fu et al., 2018; Piao et al., 2019). As variations in the timing of plant 

phenophase change would influence both land-atmosphere coupling and the carbon cycle 

(e.g., Schwartz, 1992; Richardson et al., 2013; Scholze et al., 2017), it is also critical to 

investigate how the advancing trends in plant phenology influence the other components 

of the Earth’s system. 



While plant phenology significantly influences land-atmosphere coupling, the 

explicit role of the timing of plant phenophase change has received relatively little 

attention. Because phenology is closely linked to its environment, it is hard to separate its 

influences from the environmental factors driving the change in observational records 

(Findell et al., 2015; Green et al., 2017). Therefore, studies have used climate or weather 

models to conduct controlled experiments to explore phenology impacts on land surface 

states and land-atmosphere interactions (e.g., Guillevic et al., 2002; Levis and Bonan, 

2004; Lorenz et al., 2013; Bali and Collins, 2015; Xu et al., 2020). These experiments 

mostly focus on the influence of the variations of or disagreement in the leaf area index 

(LAI) values (e.g., Bounoua et al., 2000; Lorenz et al., 2013; Puma et al, 2013) or the 

changes in both spring onset timing and growing season length (e.g., Xu et al., 2020). 

However, as large disagreements are present between modeled and observed phenology 

and plant phenology exhibits earlier trends across different measurements, it is critical to 

examine how the timing of plant phenophase change alone impacts land-atmosphere 

coupling. 

Therefore, in this project, we conduct experiments using the Community Earth 

System Model (CESM) to explore how shifting plant phenology would influence land-

atmosphere coupling, especially land surface states and fluxes. Shifting phenology would 

influence the timing of modeled plant activity such as photosynthesis and 

evapotranspiration, and therefore further influence surface albedo, latent and sensible 

heat fluxes to the atmosphere, and potentially humidity and cloud fraction in the lower 

atmosphere. Particularly, we focus on: (1) How would shifting phenology influence PBL 

height in the CESM? (2) How do these influences vary seasonally? 



 

2. Material and methods 

2.1 Experimental design 

We use a coupled land-atmosphere component configuration (the ‘F2000Climo’ 

component set) of the Community Earth System Model version 2 (CESM2). In this 

configuration, CESM2 is forced with climatological ocean conditions and non-evolving 

glaciers. We use the 1995-2005 climatological sea surface temperature and sea ice 

boundary dataset (Hurrell et al., 2008) to be consistent with the year 2000 initial 

conditions. The atmospheric component of CESM, the Community Atmosphere Model 

version 6 (CAM6; Neale et al., 2010) has 32 vertical layers and is set to a 1° horizontal 

resolution with the finite-volume dynamical core. The land component of CESM2, the 

Community Terrestrial Systems Model version 5.0 (CTSM5.0; Lawrence et al., 2019) 

uses a satellite phenology (SP) mode to specify leaf area index (LAI), stem area index 

(SAI), and vegetation height and modulates plant phenology in the control experiment. 

LAI and SAI are calculated based on MODIS MCD15A2 version 5 8-day LAI 

composites from 2003 to 2015 (Lawrence and Chase, 2007) and the canopy height of tree 

plant functional types (PFTs) is derived from the ICESat canopy height mapping (Simard 

et al., 2011). The monthly averaged phenology data is then interpolated into daily when 

the model runs. To test changing phenology, we then shift plant phenology for the full 

growing season (e.g., both onset and offset) in North America (Figure 1a) one month 

earlier or one month later for the shifted phenology experiments (see Figure 1b for a 

demonstration of LAI shifts and Figure S1 for PFT area weights).  



We first run 40-year global simulations of control and shifted phenology 

experiments for early and late North American phenology. Because phenology-induced 

changes at the interannual timescale are not statistically significant in the original 40-year 

simulations, we run additional simulations of 70 years to eliminate the possibility that this 

non-significance is due to insufficient simulation length. We discard the first 10 years of 

each simulation for spin-up and adopt and combine the later 90 years for comparison.  

 

Figure 1 (a) Regions where plant phenology is shifted in the experiments (North America) and (b) 

demonstration of leaf area index (LAI) shifts of one PFT at an illustrative grid point. LAI, stem area index 

(SAI), and vegetation height of each plant functional type are shifted at each grid cell.  

 

2.2 Methods 

We analyze changes in planetary boundary layer (PBL) dynamics including PBL 

height and energy and water fluxes between the shifted phenology and control 

simulations. We also compare the surface energy balance from the three runs. Because 

these are satellite phenology runs, biogeochemical cycles in CLM are not enabled, so we 

cannot evaluate the influences on vegetation growth or the carbon cycle. We use the two-



sample t-test to compare the difference between the experiments. We also adopt a 5% 

significance level and adjust for false discovery by recalculating the significance level to 

control the expectation of falsely rejected hypotheses (Benjamini and Hochberg, 1995).  

2.3 Energy versus moisture control on land-atmosphere coupling 

We also adopted the critical soil moisture (Denissen et al., 2020; 2022) 

framework to test the limiting factor of land-atmosphere coupling in the simulations. We 

calculated Kendall's rank correlations between monthly total evapotranspiration (ET, 

canopy evaporation + canopy transportation + ground evaporation, equals latent heat flux 

in CLM) and surface temperature/soil moisture for each month with a mean temperature 

over 283K. We used soil moisture in the top 10cm of soil as it measures the soil moisture 

available to plants and removed the seasonal cycle in each variable by subtracting the 

monthly mean over all simulation years. We then calculated the difference between 

temperature and soil moisture correlations with ET [i.e. corr(ET,T) - corr(ET,SM)] and 

used the correlation difference to determine when land surface changes from energy-

limited to soil moisture-limited states.  

 

3. Results 

Shifting plant phenology influences both absorbed solar radiation and 

evapotranspiration and therefore has the potential to modify PBL states and fluxes as well 

as PBL height. As our focus is on how phenology influences land-atmosphere coupling in 

the PBL, here we first analyze phenology-induced changes in PBL states and fluxes such 

as land surface temperature, latent and sensible heat fluxes, and radiation. We then 

characterize the impacts of varying phenology on PBL height. We also show the limiting 



factors of evapotranspiration, when the land changes from energy-limited to moisture-

limited states, and how shifting phenology modifies that transition. We then demonstrate 

changes in surface energy balances in the Great Plains and Eastern United States where 

the most significant changes are present.  

 

3.1 Changes in PBL conditions and dynamics 

Land surface states and fluxes within the boundary layer exhibit significant 

changes at the seasonal scale in response to the shifted phenology. Latent heat fluxes 

(LE) increase in the spring and decrease in the fall when the growing season is shifted 

earlier (Figure S2ef). Over North America, LE is on average 1.3W/m2 higher in the 

spring and 1.8W/m2 lower in the fall in the early phenology vs. control simulations while 

1.8W/m2 higher in the spring and 1.5W/m2 lower in the fall in the control vs. late 

phenology experiments (Figure S2f). Largest changes in LE are present over the Great 

Plains and Eastern US, with significant increases of more than 20W/m2 in the Great 

Plains and Pacific coast in the spring and around 20W/m2 decreases in the fall in the 

Great Plains and Eastern US in the earlier phenology experiments (different from zero at 

p < 0.05; Figure S3). Sensible heat fluxes (H) show opposite and smaller changes than 

LE. The difference between the early phenology and control runs over North America is -

0.8W/m2 in the spring and 1.3W/m2 in the fall and a difference of -1.4 W/m2 in the spring 

and 1W/m2 in the fall is present between the control and late phenology simulations 

(Figure S2h). Spatially, H can be more than 15W/m2 lower in earlier phenology runs over 

the Great Plains and part of Eastern US in the spring and more than 10W/m2 higher in the 

fall (Figure S4). Notably, H can be on average 2W/m2 significantly higher around the 



Hudson Bay regions in both spring and fall in the early phenology simulation than in both 

the control and late phenology runs (Figure S4). At annual to interannual scales, LE and 

H mostly show small and non-significant changes except for a few regions in the 

Northern Great Plains or around the Hudson Bay (Figures S5a-f).  

Along with changes in latent heat fluxes and evapotranspiration from the land 

surface, there are also significant changes in low cloud fraction and convective 

precipitation rate at the seasonal timescale (Figures 2 and S6). Significantly higher 

vertically-integrated low cloud fraction is present over the Great Plains in the early spring 

and in Eastern US in the late spring in earlier phenology simulations while both regions 

show significantly lower low cloud fraction in the fall in earlier phenology runs (Figure 

2). On average, the low cloud fraction is 1.4% higher in the spring and 1.9% lower in the 

fall over North America in the early vs. control and control vs. late phenology 

comparisons (Figure S2ij). Convective precipitation rates also increase significantly in 

the spring and decrease in the fall over the Great Plains in the earlier phenology runs 

(Figure S6). At the interannual timescales, changes in vertically-integrated low cloud 

fraction are small and non-significant except for a significant but small increase in the 

early vs. late phenology experiments around the Hudson Bay (Figure S7a-c). Convective 

precipitation rates only exhibit small and mostly non-significant changes at the 

interannual timescale (Figure S7d-f). Meanwhile, only small and mostly non-significant 

changes are present in vertically-integrated mid and high cloud fractions as well as large-

scale precipitation rates, which suggests that synoptic weather patterns dominate these 

variables. 



 

 

Figure 2 Monthly differences in vertically-integrated low cloud fraction (Low cloud) between the three 

simulations. Grid points with a significant difference after false positive adjustment are marked with black 

crosses. First row: maps showing low cloud fraction differences between the early phenology run and the 

control experiment in May, June, August, and September in North America. Second row, maps showing 

low cloud fraction differences between the control run and the late phenology experiment in May, June, 

August, and September. Third row: maps showing low cloud fraction differences between the early 

phenology run and the late phenology experiment in May, June, August, and September. 

 

Changes in other components of the energy balance are consistent with the 

changes in land surface states and fluxes. Net solar flux decreases significantly in the 

spring in earlier phenology runs over the Great Plains and increases significantly in the 

fall in Eastern US partially due to the changes in shortwave cloud forcing, though early 

melting of snowpack in regions around the Hudson Bay causes net solar flux at the 



surface to increase in the earlier phenology experiments in both spring and fall (Figure 

S8). The same pattern is observed at the top of the atmosphere (Figure S9). Except for the 

Hudson Bay regions, only small and non-significant differences are present at the 

interannual timescales (Figures S5g-l). In regions around the Hudson Bay, water 

equivalent snow depth also decreases significantly in the earlier phenology runs in the 

spring due to early melting (Figure S10). 

Changes in surface temperature are also significant at the seasonal scale due to the 

combined influences of land surface states and fluxes within the boundary layer in 

response to the shifted phenology. In the spring, the surface temperature is significantly 

lower in the Great Plains and part of Eastern US when plant phenology is earlier (Figure 

3). Compared to the late phenology simulations, the spring surface temperature is 2K 

lower in the control run and more than 3K lower in the early phenology run over the 

Great Plains (different from zero at p < 0.05; Figure 3). However, positive changes in 

temperature are also associated with earlier phenology in regions around the Hudson Bay. 

In the fall, a warmer surface temperature is present across North America with earlier 

phenology simulations, with 2K warming in the Great Plains in early fall and 1.5K 

warming in Eastern US in the late fall for the early-control comparison. Compared to the 

control simulation, the early phenology experiment is 0.18K cooler in the spring and 

0.23K warmer in the fall while the late phenology run is 0.19K warmer in the spring and 

0.14K cooler in the fall in North America (Figure S2d). Note because plant phenology is 

prescribed in the experiments, these changes in surface temperature do not trigger further 

changes in phenology that might be expected as a result of temperature changes. 

Interannual changes between simulations are small and non-significant, except for some 



of the permafrost region northwest of the Hudson Bay in the early vs. late phenology 

comparison (Figure S7g-i). Seasonal changes at the surface also influence temperature in 

the upper layers of the atmosphere, though significant changes are only present below 

700hPa (see Figure S11 for 850hPa). Seasonal amplitude of temperature variation 

decreases as the height increases (Figure S12) and the spatial pattern is consistent with 

the surface temperature below 700hPa. At or above 700hPa, mostly small and non-

significant changes are present between simulations, and the spatial patterns differ from 

surface temperature as they experience more impacts from large-scale circulations. 

 

Figure 3. Monthly differences in surface temperature (T, radiative, unit: K) between the three simulations. 

Grid points with a significant difference after false positive adjustment are marked with black crosses. First 

row: maps showing surface temperature differences between the early phenology run and the control 

experiment in May, June, August, and September in North America. Second row, maps showing surface 

temperature differences between the control run and the late phenology experiment in May, June, August, 



and September. Third row: maps showing surface temperature differences between the early phenology run 

and the late phenology experiment in May, June, August, and September. 

 

Changes in plant phenology also modify relative humidity (RH) variability in and 

near the surface layer. Relative humidity exhibits decreasing seasonal amplitude as the 

height increases (Figure S13). Over North America, at the surface level, RH is close to 

90% in the winter and gradually decreases to around 75% in the summer as the 

temperature rises and the growing season starts (Figure S13i). When phenology is shifted 

earlier, RH is 0.6% and 0.8% higher in the early-control and control-late phenology runs 

in the spring, respectively, and 1.3% and 1% lower in the fall. These change to 0.7% and 

0.9% at 850hPa in the spring and -1.2% and -1% in the fall and 0.12% and 0.03% at 

700hPa in the spring and -0.14% and -0.32% in the fall (Figure S13fhj). The spatial 

pattern in RH differences is similar to those in latent heat fluxes. In the earlier phenology 

simulations, the Great Plains and Eastern US exhibit a significant increase in surface RH 

in the spring and a significant decrease in surface RH in the fall (Figure S14). At or above 

700hPa, mostly small and non-significant changes are present, even in the transition 

seasons (Figure S15). Therefore, in addition to small interannual changes, little changes 

in RH are present at or above 700hPa. 

 

3.2 PBL heights 

In North America where we directly shift plant phenology, planetary boundary 

layer heights change significantly at seasonal scales, but exhibit small and mostly non-

significant changes annually (Figures 4, S2ab, and S7j-l). In the spring, earlier leaf-out 



causes PBL height in the Great Plains to drop more than 100m (different from zero at p < 

0.05; Figure 4). Fall PBL height significantly increases by more than 100m when 

senescence is earlier in the Great Plains in the early fall and in the Eastern US in the late 

fall (different from zero at p < 0.05). Summer and winter exhibit smaller changes except 

for an increase in PBL height in the earlier phenology runs during the summer in the 

permafrost region around the Hudson Bay, especially in the early versus late phenology 

comparison. Over North America, PBL height is on average 6.6m lower in earlier 

phenology simulations (i.e. early vs. control, control vs. late, and early vs. late) in the 

spring and early summer and 5.3m higher in the fall (Figure S2b). Notably, changes in 

PBL height have larger variations in the spring but last longer in the fall. Significant 

changes in PBL heights are only present in North America where we have shifted 

phenology. At the interannual timescale, the changes in spring and fall cancel out and 

PBL heights show no large or significant changes in and outside North America, except 

for regions northwest of the Hudson Bay (Figure S7j-l). 



 

 

Figure 4 Monthly differences in PBL height (PBLH, unit: m) between the three simulations. Grid points 

with a significant difference after false-positive adjustment are marked with black crosses. First row: PBL 

height differences between the early phenology and the control experiment in May, June, August, and 

September in North America. The second row shows PBL height differences between the control and the 

late phenology experiment in May, June, August, and September. Third row: maps showing PBL height 

differences between the early phenology and the late phenology experiment in May, June, August, and 

September. 

 

3.3 Energy and moisture control over the land surface 

The timing when the land surface changes from energy-limited states to moisture-

limited states differs geographically and between simulations (Figure 5). Temperature 

dominates evapotranspiration at the beginning of the growing season (Figure S16). As 

plants emerge and canopy transpiration and evaporation increase, soil moisture becomes 

more limiting and starts to control evapotranspiration (Figure S17). The Great Plains is 



mostly moisture-controlled (Figure 5ghi) and the change from an energy-limited to a 

moisture-limited state happens early (April or earlier) in the year (Figure 5abc). Regions 

at mid-latitudes and in Eastern US enter moisture-limited states in June or even later 

(Figure 5abd) and the land surface in half or more of the growing season is temperature-

controlled in Eastern US (Figure 5ghi). Changes in transition timing between simulations 

are relatively small (Figure 5def). When plant phenology is shifted earlier, more arid 

regions like the Great Plains and some locations in Alaska enter the moisture-controlled 

state earlier while more humid places like Northeastern US changes into the moisture-

controlled state later possibly due to the decreased surface temperature. We also note, 

even though significant seasonal changes are present in evapotranspiration, changes in 

soil moisture are small and mostly non-significant possibly due to decreased surface 

temperature and increased convective precipitation.   

 



Figure 5 Energy and moisture control over the land surface. (a-c) The month when the land surface 

changes into a soil moisture-controlled state from a temperature-controlled state. (d-f) difference between 

simulations in when the land surface changes into a soil moisture-controlled state from a temperature-

controlled state. (g-i) proportion of the year when the land surface is controlled by temperature rather than 

soil moisture.  

 

3.4 Changes in surface energy balance 

Surface energy fluxes are also examined to investigate why the Great Plains and 

Eastern US exhibit the most significant phenology-derived changes and why their 

seasonal patterns differ (Figure 6). Earlier spring onset in the early vs. control and control 

vs. late phenology simulations increases evapotranspiration and causes latent heat fluxes 

to increase and net shortwave radiation to decrease in the spring, resulting in a lower 

surface temperature and decreases in both sensible heat fluxes and net longwave 

radiation. The opposite occurs during the fall. Compared to the Great Plains, changes in 

the energy balance start earlier and last longer into the fall season in the Eastern US, 

though the absolute amplitude of the variation is lower, especially in the spring. In 

addition, compared to changes in the spring, fall differences are usually smaller in their 

amplitude but last longer, especially in the Great Plains. Both the Bowen ratio and the 

amplitude of the change are larger over the Great Plains than Eastern US. For Eastern 

US, the Bowen ratio exhibits a larger spring change in the late phenology simulation and 

a larger fall change in the early phenology simulation.  



   
Figure 6 Mean and differences of surface energy fluxes averaged over regions showing the largest and 

most significant changes in the Great Plains (shown by the orange box on the map) and Eastern US (green 

box). (a) and (e): stacked bar diagram showing the balance between net shortwave radiation at the surface 

(red, starts from zero) and the sum of surface latent heat fluxes (blue, starts from zero), surface sensible 

heat fluxes (magenta, stacked), and net longwave radiation at the surface (cyan, stacked) in the control 

simulation in (a) the Great Plains and (d) Eastern US. (b), (c), (f), and (g): differences between the surface 

energy fluxes in the early vs. control and control vs. late phenology simulations (unit: W/m2). (d) and (h): 

monthly mean Bowen ratio in the three simulations. 

 



4. Discussion 

Shifting terrestrial plant phenology influences PBL height and other land surface 

states and fluxes significantly and asymmetrically at seasonal timescales in CESM2. 

Studies have shown that an earlier leaf out and longer growing season length would cause 

more total net solar radiation and warmer land surface (Xu et al., 2020). However, our 

work shows that in an ideal experiment where influences of earlier spring may be offset 

by earlier fall and growing season length does not change, shifting plant phenology alone 

would not cause significant changes at the annual to interannual timescales except in the 

Hudson Bay region where earlier melting of snowpack is triggered. Shifts in autumn 

phenology correspond to spring phenology variability, but effects vary spatially (Keenan 

and Richardson, 2015; Liu et al., 2016; Fu et al., 2018; Piao et al., 2019). Therefore, it is 

critical to consider the independent as well as aggregate impacts of shifts in spring and 

fall phenology when examining the influence of phenology on land-atmosphere coupling 

and other components of the Earth’s system.   

Modifying plant phenology influences both land surface state and fluxes directly 

through changing the Bowen ratio and indirectly through changes in low cloud fraction 

(Figure 7). While studies using observations as well as land surface models similar to or 

different from CTSM5.0 have also suggested that changing plant phenology impacts 

surface energy balance and Bowen ratio (e.g., Bounoua et al., 2000; Fitzjarrald et al., 

2001; Guillevic et al., 2002; Levis and Bonan, 2004; Puma et al., 2013; Bali and Collins, 

2015; Green et al., 2017), our study highlights that changes in low cloud fraction can also 

be important due to their impacts on both shortwave cloud forcing and convective 

precipitation. Earlier phenology in the spring decreases the Bowen ratio through 



increasing evapotranspiration, decreasing surface temperature, and changing the energy 

distribution between sensible and latent heat fluxes, as well as increases low cloud 

fraction and therefore increases reflected shortwave solar radiation by clouds and 

increases convective precipitation rate, further causing surface temperature and net solar 

radiation to decrease (Figure 7). As surface temperature decreases and convective 

precipitation increases, even though significant increases in canopy evapotranspiration 

and latent heat flux are present, changes in soil moisture can be small if the growing 

season length or maximum LAI value remains unchanged, especially in the top soil 

layers. These processes can further cause changes in PBL height and structure, triggering 

changes in atmospheric circulation. Though phenology-induced changes in large-scale 

circulations are not significant in our experiments due to the constant growing season 

length and maximum LAI value, other studies have shown that phenology can influence 

cloud fraction and precipitation significantly in regions with relatively high vegetation 

coverage including the Great Plains and Eastern US (Van Heerwaarden et al., 2009; 

Findell et al., 2011; Xu et al., 2020). Although there are large uncertainties in cloud 

simulations in climate models, the potential negative feedback loop caused by 

phenological changes through changes in cloud fraction and reflected shortwave solar 

radiation can be critical to understanding the future climate. 



Figure 7 Conceptual diagram showing the relationships between key PBL states and fluxes. 

 

Our study also reveals large potential influences of snow-melt timing in the 

permafrost regions around the Hudson Bay associated with variability in the timing of 

plant phenophase change. Studies have found large permafrost degradation risks in the 

coastal regions of the Hudson Bay under future climate scenarios, but models disagree on 

the magnitude of changes (e.g., Gough and Leung, 2002; Gagnon and Gough, 2005; 

Zhang, 2013). Our experiments suggest that, in addition to a direct influence of the 

warming temperatures, changes in plant phenology may further accelerate the process by 

modifying land surface fluxes and cloud fraction. In addition, changes in plant phenology 

may occur at different rates from variation in snow melting/accumulation (e.g., Creed et 

al., 2015; Contosta et al., 2017; Grogan et al., 2020), resulting in complex feedback and 

uncertainties in assessing phenology impact on land-atmosphere coupling. Therefore, 

controlled experiments using climate models can be a useful way to understand these 

feedback and uncertainties.     



Influences of phenology shifts depend on both the location of the region and the 

season of interest. Aside from the Hudson Bay, our experiments show that the Great 

Plains and Eastern US experience the largest influences of changes in plant phenology, 

but the amplitude and duration of the impacts are different between the two regions and 

between seasons. Studies have identified these regions as “hot-spots” for land-

atmosphere coupling (e.g., Koster et al., 2004; Findell et al., 2011; Bali and Collins, 

2015; Williams and Torn, 2015). Particularly, the Eastern US exhibits relatively weak 

land-atmosphere coupling in soil moisture-based analysis (e.g., Koster et al., 2004), but 

vegetation can alter evapotranspiration to modify land-atmosphere coupling strength 

(Findell et al., 2011; Williams and Torn, 2015). Our results also show that while earlier 

plant phenology shifts increase canopy evapotranspiration and cause moisture control 

over land-atmosphere coupling to increase in arid regions, the combined cloud and 

temperature feedback may further enhance temperature control in regions with abundant 

soil moisture. Although the overall influence of phenology shifts is small at the 

interannual timescale, at seasonal timescales, changes in phenology alone can have large 

and significant impacts on land surface fluxes. In addition, while phenology is set to a 

specific (pre-defined) function in SP mode, the rate at which spring “green up” occurs in 

real plants is likely to be sensitive to the variations in local weather conditions during this 

stage of plant phenophase. It is therefore possible that as-of-yet-undiscovered feedback 

can enable plants to modify PBL dynamics and in return to further influence (e.g., 

accelerate) LAI in spring. As a large disagreement is present between plant phenology 

simulated by land surface models and derived from observational records (e.g., Scholze 

et al., 2017; Peano et al., 2021; Li et al., 2022) and the influences of changes in spring 



phenology on the variability of autumn phenology and growing season length are 

uncertain (e.g., Keenan and Richardson, 2015; Liu et al., 2016; Piao et al., 2019), it is 

important to study these seasonal scale influences as well. 

Controlled experiments using Earth system models allow us to separate 

phenology impacts due to plant phenophase change alone from the changes induced by 

phenology responding to its environment. That is, phenology changes as a response to the 

changing climate, and these changes further alter PBL conditions and land-atmosphere 

coupling. Conducting controlled experiments allows us to separate the roles of different 

processes like phenology shifts and the feedback loop induced by phenological changes 

in land-atmosphere coupling. However, as models differ in the processes they include and 

their parameterization, the feedback can be model specific and therefore experiments 

evolving more models and more experimental settings need to be done to explore the full 

scope of phenology-induced changes in land-atmosphere interactions. As spring onset 

timing is advancing (Schwartz et al., 2013; Ault et al., 2015) and models vary in their 

phenology simulations (Peano et al., 2021), investigating and disentangling phenology 

influences on land-atmosphere interactions is critical for understanding future climate 

changes. Our work also shows statistically significant changes at the seasonal timescale 

due to variations in the timing of plant phenophase changes alone, and similar changes 

are anticipated in the observations as well when phenology varies (e.g. Green et al., 2017; 

Rey‐Sanchez et al., 2021). Therefore, this work may also help identify regions where 

large changes in the PBL due to phenology variability may occur and the processes that 

dominate the changes.  

 



5. Conclusion 

Shifting the timing of plant phenology modifies land surface states and fluxes as 

well as planetary boundary layer height significantly at seasonal timescales. Earlier 

spring phenology decreases PBL height significantly by more than 100 meters (different 

from zero at p < 0.05) in the Great Plains while earlier fall phenology increases PBL 

height in the Great Plains in the early fall and in the Eastern US in the late fall by over 

100m (different from zero at p < 0.05). Earlier phenology in the spring decreases the 

Bowen ratio through increasing evapotranspiration and latent heat fluxes and decreasing 

surface temperature and sensible heat fluxes. Earlier green-up also increases low cloud 

fraction and therefore increases reflected shortwave solar radiation and convective 

precipitation rate, further causing surface temperature and net solar radiation to decrease. 

The opposite occurs during the fall. Controlled experiments using Earth system models 

provide an approach to separate roles of phenology-related processes in land-atmosphere 

coupling. Without changes in growing season length or overall leaf coverage, phenology-

induced influences on land surface and PBL conditions are small at annual to interannual 

timescales except in the Hudson Bay region, but they are still significant at seasonal 

scales over the Great Plains and Eastern United States. Significant future changes in 

phenology are anticipated due to climate change, but the large biases between simulated 

and observed plant phenology at present-day induce considerable uncertainty in the 

simulation of the coupled system. As shifts in plant phenology alone can cause significant 

changes in PBL conditions at the seasonal timescale, our experiments can further help 

infer where the most significant changes are expected and provide useful information for 



observation-based analysis and intercomparison between model simulations and 

observations. 
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