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ARTICLE INFO ABSTRACT
Keywords: Hair follicles (HFs) are stem-cell-rich mammalian mini-organs that can undergo cyclic regenerations over
Hair follicle the life span of the organism. The cycle of a HF consists of three consecutive phases: anagen—the active

Cell differentiation model
Growth and regeneration
Radio-therapy

proliferation phase, catagen—the degeneration phase, and telogen—the resting phase. While HFs undergo
irreversible degeneration during catagen, recent experimental research on mice shows that when anagen
. HFs are subject to ionizing radiation (IR), they undergo a transient degeneration, followed by a nearly full
Dynamical system R A A i .
Stability analysis regeneration that makes the HFs return to homeostatic state. The mechanisms underlying these IR-induced HF
Bifurcation analysis regenerative dynamics and the catagen degenerative dynamics, remain unknown. In this work, we develop
an ODE type cell differentiation population model to study the control mechanisms of HF regeneration. The
model is built based on current theoretical knowledge in biology and mathematically formulated using feedback
mechanisms. Model parameters are calibrated to IR experimental data, and we then provide modeling results
with both deterministic ODE simulations and corresponding stochastic simulations. We perform stability and
bifurcation analyses on the ODE model, which reveal that for anagen HFs, a low spontaneous apoptosis rate
secures the stability of the HF homeostatic steady state, allowing the HF to regenerate even when subject to
strong IR. On the other hand, the irreversible degeneration during catagen results from both strong spontaneous
apoptosis rate and strong apoptosis feedback. Lastly, we perform sensitivity analysis to identify key parameters
in the model to validate these hypotheses.

1. Introduction and initiate hair growth. At the beginning of anagen, HG cells give rise
to fast-dividing epithelial hair matrix (Mx) cells (Fig. 1B). Mx cells are

Hair follicles (HFs) are mammalian skin mini-organs which are transient-amplifying (TA) cells that have limited mitotic potential (Hsu
rich in stem cells. Unlike many other tissues and organs, HFs undergo et al., 2014) yet show a fast cell cycle time of only 12-13 h in mice and
cycles of regeneration throughout the lifetime of the organism. Each HF 24 h in humans (Van Scott et al., 1963; Malkinson and Keane, 1978).
growth cycle consists of three phases: anagen, the active proliferation Meanwhile, the bulge stem cells also become activated and contribute
phase; catagen, the degeneration phase; and telogen, the quiescent to the formation of the outer root sheath (ORS) which forms the outer

phase. The dynamics of a HF growth cycle are briefly summarized epithelial layer of the HF. Mx cells surround the DP and also connect

below. . o to the lower ORS (Fig. 1B)

Durln'g telogen, a HF rests in its sma'llest possible size made up of As Mx continues to grow, its cells start to differentiate to several
thre.(ilmaln compgrtments. lt}he]latilge,. hair ge}im (?E)’ an(iithe fit;rrﬁai types of terminally differentiated (TD) cells, including the hair shaft
papillae (DP). (Fig. 1A). The bu ge 1s a miche 9 ona fide epi ?la (HS) and the inner root sheath (IRS). ORS cell proliferation is the
stem cells. Underneath the bulge lies the HG, which houses short-lived . .. . .

main driving force of the downward HF growth, and it occurs in

epithelial progenitors derived from bulge stem cells. The DP marks the response to various signaling factors, including Sonic Hedgehog (Shh)

bottom of the HF, it contains specialized fibroblasts and serves as the i R R i
. o ; . and Wingless/Integrated (Wnt) signaling ligands (Van Mater et al., 2003;

signaling “command center”. The cells of a telogen HF are relatively :
Celso et al., 2004; Zhang et al., 2016; Vidal et al., 2005; Wang et al.,

biochemically and proliferatively quiescent (Stenn and Paus, 2001;
2000; Sato et al., 1999; Huelsken et al., 2001). When a HF grows to

Paus and Foitzik, 2004).
a certain length, further downward growth stops, and the HF reaches

During late telogen, DP cells become activated and this marks the ] o o ;
onset of anagen. Once activated, DP cells produce various signaling a dynamic equilibrium that can be maintained for an extended period

factors, which cooperatively activate proliferation of HF epithelial cells of time. Despite the relatively constant and stable HF length, its lower
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Fig. 1. Illustration of a hair follicle (HF) in telogen (A) and anagen (B).

compartments (including DP, Mx and lower ORS) remain active, in the
way that: (1) cells actively participate in signaling dynamics, and (2)
epithelial cells actively divide in response to various signals. In contrast,
in the upper HF, as DP and Mx move downward away from the bulge,
the signaling source disappears, thus bulge stem cells and upper ORS
cells return to quiescence.

Throughout anagen there are only very few apoptotic cells
(Van Scott et al., 1963; Malkinson and Keane, 1978). However, upon
transition to early catagen, a coordinated apoptotic wave originates
in the Mx and propagates upward through the rest of epithelial HF
compartments (Lindner et al., 1997; Miiller-Rover et al., 1999; Straile
et al., 1961; Haake and Polakowska, 1993; Paus et al., 1993; Po-
lakowska et al., 1994; Weedon and Strutton, 1981; Botchkareva et al.,
2006; Matsuo et al., 1998). During catagen, distinct HF compartments
produce factors that either activate or inhibit apoptosis (Lindner et al.,
1997; Miiller-Rover et al., 1999; Botchkareva et al., 2006; Miiller-Rover
et al., 2000; Riickert et al., 2000), as well as factors that terminate pro-
proliferation signaling (Hsu et al., 2011; Botchkareva et al., 2006). For
example, cells could exchange apoptosis-activating signals, including
the Tumor Necrosis Factor (Tnf) which contributes to its wave-like
propagation (Eroglu and Derry, 2016; Pérez-Garijo et al., 2013). On
the other hand, DP cells do not undergo apoptosis, but move upward
following the shrinking epithelium until the HF returns to its minimal
structure, marking the entering of telogen. (Hsu and Fuchs, 2012;
Botchkareva et al., 2006; Matsuo et al., 1998; Stenn et al., 1994; Stenn,
1998; Soma et al., 1998; Heitman et al., 2020; Martino et al., 2021).
Catagen typically lasts for about 2-3 weeks in humans and for 3 days
in mice (Straile et al., 1961; Kligman, 1959; Parakkal, 1970).

While the anagen-to-catagen degeneration is irreversible, recent
experimental studies revealed that HFs exhibit regenerative dynamics
when follicle damage is induced by ionizing radiation (IR) at the mature
anagen stage (Huang et al., 2017, 2019). It is observed that when weak
IR is applied, a HF experiences minor length shrinkage then returns
to its homeostatic state, compared to application of strong radiation
where a major HF involution accompanied by a high level of apoptosis
occurs, yet the HF is still able to regenerate and return to its normal
homeostatic state. Both regenerative dynamics — after weak and strong
IR - are essentially different from the normal progressive, irreversible
degeneration during catagen. This gives rise to critical questions re-
lated to HF regeneration control: while both degenerative dynamics
start with massive apoptosis, why is the degeneration during catagen
irreversible while the IR induced (anagen) degeneration is transient
and followed by regeneration? Are the mechanisms underlying these
degenerative dynamics essentially different?

In recent years, the HF system has caught the interests of many
modeling groups, and there are several modeling works dedicated
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to the study of HF growth control mechanisms and cell fate regula-
tions (Halloy et al., 2000; Plikus et al., 2011; Al-Nuaimi et al., 2012;
Murray et al., 2012; Wang et al., 2017; Zamil et al., 2021; Dinh and
Wang, 2022). We also refer the reader to Painter et al. (2012, 2021) for
a recent review of modeling studies in HF morphogenesis. The goal of
this paper is to develop a HF cell differentiation population model, and
use it to investigate the underlying mechanisms behind the IR induced
HF regenerative dynamics and compare to those that drive the catagen
degenerative dynamics. That is, we focus on the instant dynamic be-
haviors after a one-time application of IR or at the anagen-to-catagen
transition. This paper is organized as follows. In Section 2, we develop
the HF model following the classic cell differentiation population model
framework and based on currently known HF biology from literature. In
Section 3, we first calibrate the model parameters using experimental
data, then in Section 4 we apply stability, bifurcation and sensitivity
analyses to the system to identify the key factors that regulate IR-
induced HF regeneration or anagen-to-catagen degeneration (Sections
4.1, 4.2).

2. A cell differentiation population ODE model of hair follicle
dynamics

We first develop a new ODE model that focuses on the local dy-
namics of the bottom part of the HF, which is the dynamic portion
of the HF during anagen. While some biological details of the HF
growth cycle have been presented in the Introduction section, here we
briefly reiterate them, and expand upon additional mechanisms based
on which we develop the model.

2.1. Summarized HF biology and model assumptions

During anagen, the bottom part of a HF mainly consists of three
functional components: the DP, the Mx and the active portion of ORS
(Fig. 1B) ; apoptosis cells may arise from the two latter epithelial
compartments.

» The DP is a cluster of specialized fibroblasts that actively partici-
pate in the HF signaling dynamics. It interacts with Mx and active
ORS (see explanations below for ORS) through various signaling
pathways that help regulate Mx and ORS cell division and differ-
entiation. In our model we consider these signals as background
regulators and, since DP cells do not divide or undergo cell death,
we do not explicitly include the DP in the dynamics of our model.
Instead, we consider the DP as dynamically stable.

ORS are epithelial cells derived mostly from the bulge stem cells;
they form the outer epithelial layer of the HF. At the base of the
HF, ORS cells connect with and can differentiate into Mx cells.
In our model, we roughly divide ORS into two sub-parts: the
dynamic part of ORS at the bottom of the HF, referred to as the
active ORS (denoted as ORS, in our model), and the rest of the
ORS referred to as the quiescent ORS (denoted as ORS,), which
are away from the DP signaling center and do not actively divide
during most of anagen.

Mx cells are a group of epithelial transient amplifying cells, they
divide fast and give rise to several types of terminally differ-
entiated cells including HS and IRS. When Mx cells run out of
dividing potential, they start apoptotic death. During anagen, Mx
cells produce signals such as Wnt and Shh that activate ORS
cell divisions —in the model we denote these signals as signal
B (Fig. 2A).

During anagen there are only very few apoptotic cells, yet upon
the anagen-to-catagen transition, a coordinated apoptotic wave
originates in the Mx and propagates upward thanks to the ex-
change of apoptosis-activating signals, such as Tnf. We model
these signaling dynamics in a way that cells undergoing apoptosis,
represented as Apop cells, produce an apoptosis-activating signal
A to activate further apoptosis in neighboring Mx and ORS cells.
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A HF cell differentiation diagram.
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Fig. 2. A HF cell differentiation diagram during anagen, with green arrows indicating
the feedback controls. B HF cell differentiation diagram with IR exposure: upon IR
exposure, all current Mx cells turn into Mx™® cells, after that, Mx'R cells either return
to normal Mx cells or start apoptosis.

Mx 'R

The cell differentiation relations and the feedback controls at the
bottom part of a HF in our model are illustrated in Fig. 2.

2.2. HF cell differentiation population model

We develop a new cell population model for HF regeneration follow-
ing the classic cell differentiation population ODE modeling framework
(Lo et al., 2009; Lander et al., 2009; Doumic et al., 2011; Marciniak-
Czochra et al., 2009), shown by Eq. (1) and described in detail as
follows as well as in Appendix A.

d[ORS
% = —f ([ORS,]) (1a)
d[ORS,]
T = f ([ORS,,]) + (ZPI(J)RS - 1) VORS[ORSa] (1b)
dM

BT = 2fsvons, IORS, 1+ (274, = 1) oM a0
d[Apop] _ p
% = PSpsVors, [ORS, ] + p% vx [Mx] — d[Apop] ad

where ORS, and ORS, denote quiescent and active ORS cells, respe-
ctively, Mx denotes hair matrix cells and Apop represents cells under-
going apoptosis. In Egs. (1), [-] denotes the size of a certain type of cell.
Since we do not consider spatial information in the HF system, [-] can
be equivalently considered as the cell concentration, which is the usual
meaning in cell population models.

The expressions p’c’)Rs, piﬂx denote the proliferation rates of ORS and
Mx cells, respectively; deRS, p;’/[x denote the differentiation rates of ORS
and Mx cells, respectively; and pORS’ Py, the apoptosis rates of ORS and
Mx cells, respectively. Notice that pM does not explicitly appear in the
system, rather it plays an implicit role since we impose that these rate
functions should satisfy the following constraints:

Pors * Pors + Pors = | (22)
P + Phae + Phae = | (2b)

Vorss Vmx are the dividing frequencies of ORS and Mx cells, which relate
to the cell cycle time T by the relation v = In2/T. The average cell cycle
time of Mx cells in mice is ~ 12 h (Stenn and Paus, 2001; Malkinson
and Keane, 1978), in our model we take this as 1 computational time
unit, i.e., T =1 is equivalent to 12 h, and we have vy, = In2. d is the
degradation rate of apoptosis cells, that is, the rate at which they exit
the system. The function f ([ORSa]) describes the transition between
the quiescent ORS and active ORS cells, and we assume the following

simple form of f:
f (IORS,]) =

hors (Cors — [ORS,]) (&)

Journal of Theoretical Biology 555 (2022) 111283

where Cqpg stands for the equilibrium size of active ORS cells, and Aggg
is the transition rate.

The feedback controls are modeled as follows. Apop cells may
produce signals to activate apoptosis in ORS, and Mx cells, we assume
that the apoptosis rates of ORS and Mx cells p¢¢. py,, depend on the

size of Apop cells via the following Hill-function type of controls:

[Apop]"™

Pogs ([ApopD) = py [52 + %] (4a)
Apop]™

Py (IApop]) = py [53 + 1 isé S\Ifjpm ] (4b)

Mx cells may produce signal A that activates ORS, cells’ prolifera-
tion, thus we assume that the ORS,, proliferation rate, p[CJ)RS depends on
the size of Mx cells:

PgRs (IMx], [Apop], [ORS ]) =
o [Mx]™M

x g([ORS,)p, T+ o M

where we include an additional control function g to describe the con-

trol of the HF length. The functional forms of Egs. (4a) (4b) and (5) are

illustrated in Fig. E.15 using calibrated parameter values (Table E.2).

Finally, all probability functions (p’s) in our model are forced to be
bounded between 0 and 1.

(1 - pi s (TAPODY))
©)

On the control function g. HFs grow during the early stage of anagen un-
til they reach their maximum length, then they stop further downward
growth but keep producing hair shaft. Up to date, the mechanisms that
determine the HFs’ maximum length and maintain their homeostasis
are still unclear. An intuitive guess would be that there might be some
signal X produced by Mx cells that inhibits ORS cell proliferation, so
that when the HF reaches its maximum size, the ORS cell proliferation
is greatly inhibited by this signal, allowing the HF to stay at that length.
However, to our knowledge, no such signal X has been identified. Due
to the lack of further evidence on the HF length control mechanism,
in our model, we include this control as a function g in the ORS cell
proliferation rate pf)Rs' Moreover, we would like to emphasize that the
feedback mechanism from Mx to ORS cells through signal B serves to
activate instead of to inhibit ORS cell proliferation.

We use the size of quiescent ORS as a rough measure of the
HF length, and phenomenologically model the length control in the
following way:

&([ORS,]) = (6)

[ORS ]

where E, represents the equilibrium size of quiescent ORS cells [ORS,].
We point out that without the HF length control, i.e. g = 1, Egs. (1b)
(1c) (1d) will form a closed system of [ORS,], [Mx], [Apop], while
[ORS,] can be considered as an output of the subsystem (Egs. (1b) (1c)
(1d)) by Eq. (1a). In this case, it is easy to see the following:

Lemma 1. If ([ORS,].[ORS, ], [Mx], [Apop)) is an equilibrium state of
the system (1) with g = 1, then for any c¢ such that [ORS,] +¢ 2 0,
([ORS,] + ¢,[ORS, 1, [Mx], [Apop]) is also an equilibrium state.

Proof. With g = 1, the equation system (1) can be written as

@ = ¢, (IORS,)) o
@ = ¢, (IORS,], [Mx], [Apop]) 7
% = ¢5 (IORS, ], [Mx], [Apop]) o
@ = ¢, ([ORS, ], [Mx], [Apop]) 7o

If ([ORS,1,[ORS,,], [Mx], [Apop]) is an equilibrium state of the system
(7), then

®([ORS, ], [ORS, ], [Mx], [Apop]) = 0 ®
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Fig. 3. Parameter calibration of the IR induced HF regeneration model. Red lines show simulation results, blue boxes show experimental data. ABC show simulations/experimental
observations with 2 Gy IR, and A’B’C’ show simulations/experimental observations with 5.5 Gy IR. Parameters are calibrated to apoptotic Mx cells (AA’), bulb cells (BB’) and the
percentage of HF length (CC')—modeled as the ratio of current ORS cell number to that in controlled mice.

where ® = (¢, by, b3, p4)" . Since the ¢;, i = 1,...,4 do not depend on
[ORSq], we can write Eq. (8) as

®([ORS, |, [Mx], [Apop]) = 0

Therefore, for any constant ¢ such that [ORS, ]+ ¢ >0, we have

®([ORS, ] + c. [ORS,], [Mx], [Apop]) = ®([ORS, . [Mx], [Apop]) = 0

which indicates that ([ORS,] + ¢,[ORS, ], [Mx], [Apop]) is also an equi-
librium state of the system (7). []

The above Lemma indicates that if g = 1, then any constant value
of the ORS, compartment size is an equilibrium of the HF model. This
violates the biological fact that the homeostatic HF length (roughly
represented by size of [ORS,1) during anagen is well determined. This
shows that a growth control mechanism that possibly depends on the
HF length, or equivalently, the size of ORS, in our model is necessary
for the HF system.

2.3. Modeling of ionizing radiation (IR) induced HF regeneration

In the experimental study from Huang et al. (2017), different
strength of IR (2 Gy and 5.5 Gy) is applied to mouse HFs, and the
effects are observed and analyzed in the following days. In Huang et al.
(2017) (also see Fig. 3), proliferative Mx cells are identified as BrdUrd™*
Mx cells. The study finds that there are no BrdUrd* Mx cells detected
at 6 h post-exposure of either 2 Gy or 5.5 Gy IR, effectively causing
a pause in the Mx cellular processes, thus we can interpret this as Mx
cells entirely being affected by IR as follows. We assume that during
t < 0, the system (1) is at equilibrium, corresponding to the homeostatic
state in non-radiated, or controlled, mouse HFs. At ¢ = 0, we introduce
in a new quantity Mx/R denoting the Mx cells that pause their cellular
processes due to IR exposure, and we assume that at 7 = 0, all current
Mx cells become Mx!R, i.e.,

Simulated IR exposure: [MxIR](O)=Ilir(1)n_ Mx](5),  [Mx](0)=0

Also according to Huang et al. (2017), after IR exposure, Mx cells even-
tually restart their cellular processes including both cell proliferation
and apoptosis, and there is an inflow of ORS cells into the hair bulb
to replenish the Mx cell population. Thus, we assume that after the
simulated IR exposure, Mx!® cells can either return to normal Mx cells
at a rate of ¢, or they can start apoptosis at the rate of 1 — ¢q. The

dynamics of the Mx/R are described by the following equations, and
illustrated in Fig. 2B.

d[M IR

] = ™y )
d[M

[de] = yqIMx"™] + 2p8 s Vors, [ORS, 1 + (295, — 1) viyx[Mx] (9b)
d[Apo
% = 7(1 = IMX™] + pl o Vors, [ORS,] + py e [Mx] — d[Apop]

(90)

y is the “degradation” rate of Mx!R, which can be understood as the
rate at which the Mx!R cells quit their interrupted state, and Egs. (9b)
(9¢) are modified from Egs. (1c) (1d) to include the post-radiation
transitions of Mx/R just described. That is, return to normal (yqIMx™®]
in Eq. (9b)), or start apoptosis (y(1 — q)[MxIR] in Eq. (9¢)).

2.4. Modeling of Mx cells’ lineage tracing after IR

In the IR simulations, we are also interested in how much the ORS-
to-Mx differentiation contributes to the Mx regeneration, therefore we
would like to inspect the post-radiation Mx lineage tracing. At t = 0,
all current Mx cells turn into Mx/R. For r > 0, we mark the Mx cells
derived from ORS cells and their progeny cells as Mx+, and those that
recover from Mx!R as Mx-. The dynamics of [Mx] in Eq. (9) are further
decomposed into the following two equations:

d[l\gfﬂ = 2P{psVors, [ORS,] + (20, = 1) v [Mx+] (10a)
Mx—
d[ d;( 1_ ralMx™®]+ (2p8, = 1) vy [Mx—] (10b)

where [Mx+] + [Mx—] = [Mx] gives the total Mx cell population.

2.5. Stochastic model

The ODE model developed above allows us to study the average
population dynamics of different HF compartments, as well as per-
forming stability and bifurcation analysis on the system, which helps
us understand the key factors regulating the HF regenerative dynam-
ics from a deterministic point of view. However, it has two major
limitations:
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1. The compartments in a real HF usually have a relatively low
number of cells, typically of the orders from O(1) — O(10%). For
such small-sized compartments and systems, it is known that
stochastic effects may become important and cannot be captured
in a deterministic population model, which usually assumes
a high number of population so that the average population
dynamics dominates over the stochastic effects.

2. Our ODE model assumes cell number varies continuously in the
region [0, +o0), while in reality, cell numbers should be non-zero
integers Z* U {0}.

Therefore, to supplement our ODE model and to further investigate
the stochastic behaviors in the HF system, we develop the associated
stochastic model. While the stochastic model was originally developed
for chemical reactions, modeling studies of cell lineage dynamics have
also borrowed this framework (Sun et al.,, 2016). The general idea
is describing a cellular process as a reaction, for example, the ORS,
proliferation (Fig. 2) can be written as the following reaction equation:

ORS, — 20RS,

This reaction happens at the rate of vORSp‘c’)RS(t)[ORSa](t), where again
[ORS,](r) denotes the current ORS, cell number, though in the stochas-
tic model it takes values in Z* u {0}, and p’(')RS(t) is the current ORS,
proliferation rate as defined in Eq. (5); when this reaction happens, it
will lead to ORS, cell number increased by 1 cell, while all other cell
types in the system do not change their cell numbers.

In Table E.1 we provide more details of the reactions in the stochas-
tic model. We use Gillespie’s direct method (Gillespie et al., 2007) to
perform the stochastic simulations.

3. Model parameters

In this section, we derive additional constraints using relations
obtained from the steady state of system (1) which corresponds to the
non-radiated, or control case in mice from experimental study (Huang
et al., 2017). We then summarize the main findings in the same work,
and use their experimental data to calibrate the parameters in our
HF model. Lastly, we show simulation results using the parameter set
obtained from the calibration.

3.1. Information from control case

In the control case, or equivalently, 0 Gy IR, apoptosis is hardly
detected during anagen until the initiation of catagen. Therefore,
[Apop] = 0, pips = Py, = 0 in the system without IR exposure
(Egs. (1)), and Egs. (4) give

s (APOP] = 0) = prs, =0, py (IAPOp] = 0) = py53 =0

Since p,, p; cannot be zero otherwise the feedback controls from Apop
to Mx and ORS, will be trivially zero (Egs. (4)), the above relations
indicate that s, = s; = 0. That is, the spontaneous apoptosis rates in
Mx and ORS cells during anagen are both zero.

Without radiation exposure, HF growth should stay homeostatic
during anagen, thus the system (1) should stay in its equilibrium state.
We have discussed above that at the equilibrium state, [Apop] = 0.
Furthermore, we use data from Huang et al. (2017) to estimate the
equilibrium size of Mx, denoted E,;,, by extracting the control average
value of Mx, which gives Ey, = 128. There is no direct clue from
the data about the equilibrium values of [ORS,] and [ORS,], yet from
system (1),
d[ORS,]

dt
thus we should have [ORS,] = Cqgs. Finally, considering the length
control function g (Eq. (6)), we take [ORS,] = E, as the equilib-
rium value. Therefore, we obtain the equilibrium state in HF growth
dynamics system (1):

= f(IORS,]) = hogs (Cors — [ORS,]) =0

(IORS, ], [ORS, ], [Mx], [Apop]) = (E,, Cors: Enix: 0)
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where Ey, ~ 128, while the values of E, and Cqgg are to be determined.

Two other constraints for the parameters can be obtained by the
steady state of the system (1). At the steady state, Egs. (1b) (1c) can be
reduced to

d[ORS,]
e o (ZPZRS—I)VORS[ORSH]=O

d[MXx]

= 29 rsVors[ORS, 1 + (295, — 1) vy [Mx] = 0
with
n

Vi S Y R S S gy
Pors = P17 +a1Elr\,/;x’ ors " Pors = Pumx T Pwmx T

From the above relations, we obtain the following constraints at the
equilibrium:

ny
O!IE 1
Pl—Mx,,] =5 (11a)
L+ Ey
» 1 VorsCors [ l]
==(1-_2=)€el0,= 11b
Pax = 3 var<Enrs 2 (11D)

Notice that we did not specify any conditions between the prolif-
eration and differentiation rates of Mx cells, i.e., ppr’ dex in Eq. (2b).
Published studies suggest that Mx cells mostly respond to both prolif-
eration (including Fgf7/10) and differentiation signals (including Bmp
and its antagonist Noggin) sent from the DP (Paus and Foitzik, 2004;
Hsu et al.,, 2014; Millar, 2002; Hsu and Fuchs, 2012; Rezza et al.,
2016; Kulessa et al., 2000; Takahashi and lkeda, 1996; Yang and
Cotsarelis, 2010; Sennett and Rendl, 2012; Rendl et al., 2008; Kobielak
et al., 2003; Driskell et al., 2011; Botchkarev and Kishimoto, 2003;
Botchkarev, 2003; Botchkarev et al., 1999), and that Bmp ligands might
have a longer effective range than Fgf and Noggin ligands, which results
in an upward-oriented pro-proliferation-to-pro-differentiation signaling
gradient (Takahashi and Tkeda, 1996). Since the DP is relatively stable,
we assume that such a pro-proliferation-to-pro-differentiation signaling
gradient imposed on Mx is also stable, from which we may assume that
ppr/p;IX keeps the same ratio during anagen. Therefore, we take the
value from Eq. (11b) as r, and assume the following relations for Mx
cells:

VorsC
e ORS)’ Pax =7 (1= Pi) s P = (1= (1= pjy,)
VMXEMX

12)

Finally, we point out that studies also show that there are other
dynamic supplementary resources for Bmp ligands that promote Mx cell
differentiation, which may include ORS and another group of transient
amplifying cells derived directly from Mx, called precortex (Takahashi
and Ikeda, 1996; Blessing et al., 1993). However, considering that the
DP serves as the main source of Mx cell proliferation and differentiation
signals, for now we do not consider these additional sources in our
model and adopt the simplified assumption (Egs. (12)).

3.2. Calibration of parameters using experimental data

With all above considerations, we calibrate our model parameters
to data from Huang et al. (2017).

3.2.1. Summary of the major discoveries from the IR experimental results
We first summarize the major discoveries about IR induced HF
regenerative dynamics from Huang et al. (2017), listed below:

+ IR is applied to two distinct groups of mice; one is applied IR
of strength 2 Gy, and the other a strength of 5.5 Gy. Through
staining techniques, researchers from Huang et al. (2017) are
able to quantify the number of proliferative cells, the percent of
apoptotic cells in the matrix, the HF length, as well as the tracking
of Mx cells lineage post-radiation.
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« Apoptotic Mx cells. With either 2 or 5.5 Gy IR, apoptosis is detected
in Mx cells shortly after exposure during (0-6 h) (referred to as
TUNEL' Mx cells in Huang et al. (2017)). With 2 Gy IR, the
number of apoptotic Mx cells returns to zero at ~ 24 h; with
5.5 Gy IR, it takes until ~ 72 h for the number of apoptotic Mx
cells to return to zero. See plots in Fig. 3AA’ regenerated from
data from Huang et al. (2017).

Mx cells. With 2 Gy IR, the number of Mx cells decreases to
about half the initial number at ~ 24 h, then returns to the
equilibrium level at ~ 72 h; with 5.5 Gy IR, the number of Mx
cells continues to decrease until ~ 72 h, then increases from ~
72 h to day 7, however catagen starts at day 7 before Mx is fully
regenerated (Fig. 3BB’). Moreover, In both 2 Gy and 5.5 Gy IR,
no proliferating Mx cells (referred to as BrdUrd* in Huang et al.
(2017)) are detected at 6 h. After that, with 2 Gy IR, the number
of proliferating Mx cells increases significantly until ~ 48 h after
which point it remains at more or less the same level until day 7;
with 5.5 Gy IR, the number of proliferating Mx cells shows a slight
recovery and stays at a low level during 6-72 h, then it returns
to zero at 72 h, followed by a second recovery attempt until day
7, referred to as the second regeneration attempt (Fig. B.12BB').
HF length. With 2 Gy IR, there is a small decrease in the HF
length with minimum occurring at ~ 48 h before returning to a
normal level; with 5.5 Gy IR, the HF shrinks significantly to about
half the original length by 72 h then returns to normal by day 7
(Fig. 3CC'). In both cases the HF length is fully regenerated by
day 7, when catagen starts.

ORS to Mx flow. In normal HFs, keratin 5 (K5+) is present ex-
clusively in cells in the basal area of the hair bulb. With 2 Gy
or 5.5 Gy IR, K5+ is found in cells upwards of the basal area,
indicating that these cells contribute to the bulb regeneration.

3.2.2. Parameter calibration

First, we note that from the biological point of view, it would be
suspicious to calibrate all parameters separately to the 2 Gy dataset and
5.5 Gy dataset, though mathematically the results would look better.
For the parameters in our model system, some of them are closely
related to IR strength and apoptosis signaling dynamics, while others
are not. Therefore, we divide the parameters into the two groups:

(13a)
(13b)

Group 1:  7,q,a5,03, P2, P3, 83,53, p,113,d

Group 20 hggs, Cors: Vors: VMx: P1- @1: 11> Eg Eyig

Group 1 parameters either directly relate to IR (y, g) or they participate
in the apoptosis signaling pathway (a,, a3, py, p3, 55, 53, 15, 03, d). Group
2 includes all other parameters. The parameter vy, = In2, and we have
determined s, = s3 = 0, Ey, = 128 as discussed in Section 3.1. We
further assume that the Hill exponents n; = n, = ny; = 2 for simplicity.
For other parameters, we impose that group 2 parameters should have
the same value despite of IR strength, while group 1 parameters can be
selectively different depending on IR strength.

We first tried to use the least square method by creating an opti-
mization problem using Matlab functions fcn2optimexpr and
optimproblem. The data to be fitted are 2 Gy and 5.5 Gy data
of apoptosis Mx cells (Fig. 3AA’ blue boxes), bulb cells (Fig. 3BB’
blue boxes) and the percentage of HF length (Fig. 3CC’ blue boxes),
at time points hour 0, 6, 12, day 1, 1.5, 2, 3, 4, 5 and 7. We use
the same parameters from group 2 (13b) for both 2 Gy and 5.5 Gy
data, while parameters from group 1 (13b) are allowed to be different
to fit separately to the 2 Gy and 5.5 Gy data. Initial guesses of the
parameter values are randomly chosen. Unfortunately, the better results
from the least square method give parameters that predict biologically
unrealistic dynamics when observing the long-term behavior after the
last experimental observation at time point (day 7): for example, some
of the results do not show the HF regeneration observed in the 5.5 Gy
IR experiments, or some others show large amplitude of oscillations in
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HF length. Therefore, instead of seeking the optimal fitted parameter
values, we chose a set of parameter values that numerically matches
the experimental data to a reasonable extent, while remaining biologi-
cally meaningful and captures the major characteristic behaviors in IR
induced HF regeneration.

The calibrated parameter values are given in Table E.2, where
altogether we have 18 free variables, with p,, p;, a,, a3, ¢ having
separate values for 2 Gy and 5.5 Gy data. s, s3, vy, fg,, are pre-
determined from literature thus are not included in these 18 free
variables. The simulation results with the calibrated parameter values
are shown in Fig. 3AA’BB/CC’ by the red solid lines, in comparison to
the IR experiment data shown by the blue boxes.

Comparing simulation results with the IR experimental data, we
find that apoptotic Mx cell number and bulb cell number show good
agreement with the data (Fig. 3AA’BB’). On the other hand, there is
some differences between the simulation and data of the HF length
percentage. This is mostly because of the following two reasons. First,
our model does not have spatial information, and the HF length is
approximated as the ratio of the current number of ORS cells in the
radiation systems to the number of ORS cells in the control case. Sec-
ond, it is possible that the simple assumption of the HF length control
function g (Eq. (6)) may lead to a slow HF regeneration, compared
to the real biological HF length control mechanism. Considering these
two model simplifications and that the calibrated results still capture
the characteristics of the HF length regeneration dynamics, we accept
this set of parameter values. From both the IR data and simulation
results in Fig. 3AA’BB’CC’, we see that in either 2 Gy or 5.5 Gy case,
IR induces massive apoptosis but only during the early stage. 5.5 Gy
IR causes significant decrease in both bulb cells and the HF length in
comparison to 2 Gy IR, yet in both cases, the HF is able to return to its
homeostatic state, though the simulation predicts longer time for HF
length recovery.

Finally, we also point out that another dataset at day 10 post-IR is
presented in Huang et al. (2017), which clearly shows drops in both
the HF length and Mx cell numbers, indicating that the HF has entered
the degenerating catagen phase. Since our model does not count for the
dynamics of the whole HF growth cycle, we ignore this day 10 catagen
dataset as our model cannot predict an automatic onset of catagen. We
also extend most of our simulations to day 20 to better assess the long-
term regenerative behavior, since, as is shown in Fig. 3A’B’C/, in the
5.5 Gy simulations it takes a longer time than 7 days for the HF to fully
regenerate to a pre-IR level—this also seems to be true for the 5.5 Gy
IR experiment; indeed, catagen begins after day 7 before the Mx can
fully return to its pre-IR level (figure 1E from Huang et al. (2017)).

3.3. Simulation results with calibrated parameter values

In Fig. 4, we show the simulated dynamics of each HF compartment
after 2 Gy or 5.5 Gy IR (Fig. 4AC), as well as sample paths from
the corresponding stochastic simulations (Fig. 4BD). The deterministic
and stochastic simulations show similar regenerative dynamic patterns.
After IR exposure, a wave of apoptosis cells is triggered but quickly
goes away (black solid lines). The radiated Mx cells (Mx!®) also quickly
disappear from the system (magenta dashed lines); while the regular
Mx compartment (magenta solid lines) quickly regenerates in the 2 Gy
IR simulation (4AB), while in the 5.5 Gy IR simulation, the regular
Mx compartment first regenerates quickly, is followed by another drop,
then regenerates again (4CD). For ORS, we notice that the ORS, com-
partment mostly maintains its size despite the IR (blue solid lines);
while ORS, relatively maintains its regular size in the 2 Gy IR simula-
tion (4AB), indicating little change in the HF length, yet in the 5.5 Gy
IR simulation, a clear drop in the ORS, size is observed, followed by a
slow regeneration, which indicates an early degenerating HF followed
by a regeneration. Comparing the 2 Gy vs. 5.5 Gy IR simulations, we
find that while all HF compartments regenerate relatively quickly in the
2 Gy IR simulations, it takes much longer to regenerate in the 5.5 Gy
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Fig. 4. Simulations of IR induced HF regenerative dynamics. AB 2 Gy IR, CD 5.5 Gy IR. AC show the results from the ODE simulations, BD show sample paths from the stochastic

simulations.

IR simulations, especially for Mx and ORS,. The slow regeneration of
the Mx compartment predicted from our 5.5 Gy IR simulations seems
to coincide with that shown by the 5.5 Gy IR experiment (figure 1E
from Huang et al. (2017)), although the experiment shows a faster
regeneration in the HF length. Comparing the deterministic ODE model
simulations (4AC) with the corresponding stochastic simulations (4BD),
we find that the Mx compartment size shows a larger variance thus is
more dynamic compared to other compartments, while ORS, shows a
small variance.

In Appendix B, we discuss further comparisons between model
and experimental data for proliferating Mx cells and the ORS-to-Mx
differentiation lineage dynamics. In Appendix C, we present and discuss
the posterior distributions of the model parameters.

4. Results

4.1. During anagen, the homeostatic state of anagen HF is stable, and does
not depend on the apoptosis feedback strength

The major goal of this modeling research is to understand the
control mechanisms of the HF regenerative dynamics. In particular,
why is the HF able to regenerate itself from the IR induced degeneration
during anagen, but cannot stop the progressive degeneration during
catagen? In this part, we apply linear stability analysis and sensitivity
analysis to address this question.

4.1.1. Linear stability analysis

In our model, several parameters are identified as directly related to
the IR and apoptosis dynamics (group 1 from Eq. (13a)). Within these
parameters, y and ¢ depend on the IR strength, Hill exponents n, and
ny are assumed to be a constant, d is the “death” rate of apoptosis
cells—the rate at which they quit the system, and usually such a rate is
considered to be stable. This leaves six other parameters in this group:
the spontaneous apoptosis rates in ORS and Mx cells - s,, s3, and the
Apop-to-ORS, Apop-to-Mx feedbacks strength — «,, p,, a3, p; that con-
trol the coordinated apoptosis dynamics in ORS and Mx. In controlled
mice, during anagen, spontaneous apoptosis in the HF epithelium is
hardly detected, as is reported in Huang et al. (2017). Based on this
observation, we set the spontaneous apoptosis rates in ORS and Mx,
s, = s3 = 0 as discussed in Section 3.1. Furthermore, the anagen HF

homeostasis is characterized by the steady state (E,, Coggs, En,0) in
our model, as discussed above. Interestingly, linear stability analysis
reveals the following result:

Lemma 2. During anagen with s, s3 = 0, the homeostatic state
(E,, Corss Epx» 0) is stable, and the stability does not depend on the apop-
tosis feedback strength parameters a,, p,, a3, ps.

The proof is given in Appendix D. This Lemma explains the highly
regenerative ability of the HF during anagen, even when subject to high
strength of IR. Since the anagen homeostasis is stable and presumably
the IR only affects the apoptosis events, the system is able to return to
the homeostatic steady state despite strong IR, or equivalently, large
@y, py, a3, p3 values.

4.1.2. Local sensitivity analysis

To further understand the effects of each parameter on the HF
regenerative dynamics, we perform both local and global sensitivity
analysis in this and the next parts.

For the local sensitivity analysis, we use the one-factor-at-a-time
(OFAT) method, that is, changing the value of a particular parame-
ter within a range while keeping the other parameter values fixed.
For each parameter, we take the parameter values ranged from 0.5
to 1.5 folds, centered at the calibrated value, and we compare the
numerical results of the number of quiescent ORS cells (ORS,) at day
20, since the number of ORS, long after application of IR can reflect
the HF’s ability of regeneration. The parameter sensitivity results from
controlled mice (0 Gy IR, no radiation), 2 Gy and 5.5 Gy IR simulations
are shown in Fig. 5, where in the 0 Gy simulations (Fig. 5A) we also
use the calibrated values of a,, p,, a3, p; from the 2 Gy IR data.
First, as is already shown by the stability analysis, the HF homeostatic
state does not depend on the apoptosis feedback strength parameters
®y, pp, a3, p3, and the size of ORS, does not change (Fig. 5A). Next,
the 0 Gy system is very sensitive to the parameters p;, a;,ORS .,
where ORS,,, is defined as ORS,,,, = E, + Cggg, the total number
of ORS cells at homeostasis in controlled mice. Decreasing the values
of these parameters will greatly inhibit the HF regeneration ability
(Fig. 5A). The 0 Gy system is also sensitive to Corg. Notice that these
parameters directly relate to ORS cell proliferation, thus our results
imply that during anagen when spontaneous apoptosis is at a very low
level, the regenerative ability of the HF highly depends on its ORS cell
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ORS cells (ORS,) at day 20, as a measure of the HF regeneration ability. Simulations are taken from A 0 Gy IR, no radiation, B 2 Gy IR and C 5.5 Gy IR models. In 0 Gy

simulations, we use the calibrated values of «,, p,, @;, p; from the 2 Gy IR data.

proliferation and less on the apoptosis dynamics control. In particular,
the sensitivity on p;, «; should be easy to understand, as we pointed
earlier in Section 3.1, p; and «; have to satisfy the constraint Eq. (11)
to keep the HF in the homeostatic state. Therefore changing only one
of their values at a time will surely break homeostasis and lead to
abnormal regeneration behavior of the HF.

When subjected to radiation (Fig. 5BC), first, as we pointed earlier
in parameter calibration (for example, see Fig. 3C"), especially at 5.5 Gy
IR, it may take > 20 days for our modeled HF to fully return to the
length at homeostasis, therefore all parameter values return a slightly
shorter HF at day 20 (Fig. 5C). Next and more important, the system
becomes sensitive to more parameters than in the controlled case. These
parameters include vopg and d, as well as p;,a; which control the
apoptosis feedback on Mx cells. As these parameters are varied, there
is a subtle decrease in modeled HF length (ORS,) in the 2 Gy case and
a much more visible one in the 5.5 Gy case. However, no clear change
in the sensitivity to the parameters controlling apoptosis feedback on
ORS cells (p,,a,) is observed in either 2 Gy or 5.5 Gy case.

4.1.3. Global sensitivity analysis

Next, we perform a global sensitivity analysis on the parameters
using the partial rank correlation coefficient (PRCC) measure (Marino
et al., 2008). Latin hypercube sampling (LHS) is implemented to gen-
erate sample parameters, with parameter values uniformly distributed
from 0.5 to 1.5 folds of the calibrated value. Similar to the local sensi-
tivity analysis, we assess the number of quiescent ORS cells (ORS,) at
day 20. The PRCC results of 2 Gy and 5.5 Gy IR simulations are shown
in Fig. 6, and the trajectories of the [ORS,] from day O (application of
the IR) to day 20 are given in Fig. E.16. In Fig. 6, the first index on the
top of each panel gives the PRCC of that parameter, and the second
index gives the p-value.

In 2 Gy simulations, five parameters give nearly zero p-values: p,,
a1, Cors> ORS,., ¢, indicating that the output ([ORS,] at day 20) is
sensitive to these parameters. Among them, four (p;, a;, ORS ., ¢)
show large positive PRCC measures, indicating a positive correlation
between them and the output; while Cyrg shows a negative correlation
with the output. Comparing with the local sensitivity results (Fig. 5B),
the system appears to be sensitive to p;, a;, Cors, ORS,,, with both
local and global sensitivity analyses, while the PRCC further reveals
the sensitivity on q.

In 5.5 Gy simulations, first, we notice that most parameters have
smaller p-values comparing to the 2 Gy simulations, indicating that
the system is more sensitive to the parameters comparing to the 2 Gy
simulations—this is mostly due to that in the 5.5 Gy simulations, at
day 20 the HF has not fully returned to the length at the homeostatic
state, as we discussed in the local sensitivity analysis. Next, several

parameters show close to 0 p-values. These are p;, a;, p3, @3, Vorss 4>
Cors> ORS.x; they also show large, positive or negative PRCC values.
We also notice that the results no longer show sensitivity to g, as in
the case of 2 Gy simulations. Moreover, comparing these results with
the local sensitivity results (Fig. 5B), we see that they present the same
list of sensitive parameters. Among these parameters, p;, a;, d, ORS,,
show positive PRCC measures, indicating positive correlations between
the parameters and the output, while ps, a3, vors, Cors sShow negative
PRCC measures thus negative correlations with the output.

4.2. Increased spontaneous apoptosis rates and strong apoptosis feedback
at the anagen-to-catagen transition together result in the HF catagen degen-
eration

At the late stage of anagen, spontaneous apoptosis becomes promi-
nent in Mx, which later triggers the upward propagating apoptosis
wave, marking the anagen-to-catagen transition. Unlike the IR induced
HF degeneration, the degeneration during catagen is irreversible and
only comes to a stop when the HF enters the resting telogen phase.

In our model, the spontaneous apoptosis rate in Mx is controlled
by the parameter s;, previously set to zero to represent the absence of
spontaneous apoptosis in anagen. To understand its effect, we apply
bifurcation analysis with respect to s; on the following systems: system
(1) with the 2 Gy calibrated parameter values, system (1) with the
5.5 Gy calibrated parameter values, and a few more “intermediate
systems” with values of p,, a,, p;, a3 varying between the 2 Gy and
5.5 Gy calibrated values (Fig. 7, all bifurcation diagrams generated by
XPPAuto, parameter values of p,, a,, p3, a3 listed in Table E.3).

First, in the 2 Gy case we observe that the stability of the steady
state does not change with s; (Fig. 7A). Considering that the 2 Gy IR
system has very weak apoptosis feedbacks on both Mx and ORS cells,
determined mostly by the values of p,, p; (Table E.3), this implies that
increasing the spontaneous apoptosis rate (s3) alone cannot lead to the
apoptosis wave or the catagen HF degeneration. On the other hand, in
the 5.5 Gy IR system (Fig. 7F), due to the strong apoptosis feedback
on both ORS and Mx cells (p,, p3), an increase in the spontaneous
apoptosis rate in Mx cell (s;) quickly breaks down the stability of
the homeostatic state: first, a Hopf bifurcation is triggered leading to
a periodic solution region (Fig. 7F, green dots), followed by another
stable steady state representing the degenerated HF (Fig. 7F, red solid
lines).

The intermediate systems (ISs) show how the steady state evolves
as the apoptosis feedbacks get stronger. With weak apoptosis feedbacks
(Fig. 7BC), the steady state is able to remain stable as s; increases,
pushing the HF system from the homeostatic state to the degenerated
state. Then at a certain level of apoptosis feedback, a Hopf bifurcation
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Fig. 6. PRCC performed on the (A) 2 Gy and (B) 5.5 Gy IR models. Parameter values are sampled using LHS, with each parameter uniformly distributed between 0.5 to 1.5 folds
of the calibrated value. The first/second index on top of each panel shows the PRCC/p-value of that parameter. Parameters showing large PRCC and small p-value are highlighted
by the green boxes.

occurs and a transient periodic domain shows up (Fig. 7DEF). The Dynamic simulations of system (1) with 5.5 Gy calibrated parameter
Hopf bifurcation is identified as subcritical, that is, an unstable periodic values p,, a,, p3, a3 and different s; values are shown in Fig. 8. We show
solution region (shown by blue circles in the close-up plot in Fig. 7D), simulation results from both the ODE model (8ABC) and sample paths
is quickly followed by a stable periodic solution region (green dots in from the corresponding stochastic simulations (8A’B’C’). In agreement
Fig. 7DEF). We point out that the unstable periodic-solution region is with the bifurcation diagrams (Fig. 7), with s; = 0, that is, no sponta-
very small, and difficult to identify in XPPAuto, showing a jump from neous apoptosis in Mx cells, the HF stays in the stable homeostatic state
the homeostatic stable steady state to the periodic solution (Fig. 7EF). (Fig. 8AA’). A small value of s; results in the degeneration of the HF,



C. Duran et al. Journal of Theoretical Biology 555 (2022) 111283

2GyIR
100 40 140 30
80 i 120 25
100 20
= 60 3 % 80
2 & 30 g1s
O 40 o 60 =
40 10
25
20
20 5
0 20 0 0
0 02 04 06 08 1 0 02 04 06 08 |1 0 02 04 06 08 I 0 02 04 06 08 1
s3 s3 s3 s3
B Intermediate system 1
100 40 140 30
80 120 25
35 100 20
Z 60 3 < 80
2 & 30 s g 15
O 40 o 60 2-
20 10
25
20
20 5
0 20 0 0
0 02 04 06 08 I 0 02 04 06 08 1 0 02 04 06 08 I 0 02 04 06 08 |1
s3 s3 s3 s3
C Intermediate system 2
100 40 140 30
20 120 25
2P 100 20
& 60 2] x 80 a
4 X 30 = g 15
O 40 [} 60 2
0 10
25
20
20 5
0 20 0 0
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
s3 s3 s3 s3
Intermediate system 3
100 40 140 30
80 588 35 120 25
Unstable 100 20
60 R <
5 pesr7|od|c 4 50 % 80 55
S 40 00554 g3 oois1y O 60 20
20 sl o |
20 St
0 20 0 0
0 005 01 015 02 025 "0 005 0.1 0.5 02 025 005 01 015 02 025 o 005 0.1 015 02 025
s3 s3 s3 s3
E Intermediate system 4
100, 40 140 30 .
80 120 25
35 100 20
= 60 3 80
3 Zu z :
O 40 o - 60 % 5o
Stable periodic 25— 40
20
20 | — .
0 20 0
0 005 01 015 02 025 0 005 01 _0I15 02 025 0 005 01 0I5 02 025 0 005 0.5 02 025
s3 s3 s3 s3
F 55GyIR
100 b : 40 30 140 20, 0 25
120 25
80 35
100 20
= 60 (}g 80
Z 6 £ 30 2 = ; g1s N —
% 40 5 o0s] © 2000755 0.005 60 G a— &0 3 00045
40
20
stable  gaple
0 S 20

0 0.05 0.1.30.15 02 025 0 005 01 015 02 025
S s3

Fig. 7. Bifurcation diagrams of the HF regeneration dynamics with respect to the Mx cells’ spontaneous apoptosis rate s;. A, 2 Gy IR system. BCDE, intermediate systems 1-4,
F 5.5 Gy IR system. Parameter values of p,, p;,a,, a; of the systems are provided in Table E.3. Red solid line—stable state, black solid line—unstable state, green dots—stable
periodic solution, blue circles—unstable periodic solution. A close up view in D shows a small region of unstable periodic solution. Close up views of the stable (red) and unstable
(black) solutions near the anagen HF homeostatic state are shown in F, with the dots indicating periodic solutions removed.

followed by periodic dynamics (Fig. 8BB’), while further increasing s, still has a large variance in all three simulations, compared to other
results in the full degeneration of the HF without showing a periodic compartments. Since the Mx compartment size is highly dynamic, the
dynamics (Fig. 8CC’), which could represent the full degeneration periodic dynamic pattern shown in the deterministic simulation (8B) is
dynamics during catagen. This reveals the important roles of the Mx not very clear in the stochastic simulation (8B’), though the apoptosis
spontaneous apoptosis rate (s;) and the apoptosis feedback strengths cell number still shows some hints of the periodicity despite that it is
(py. @, p3, a3) on the HF degeneration dynamics. In addition, from also not very noticeable due to the small cell number (8B’, black solid
the stochastic simulations, we notice that the Mx compartment size line)

10
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Fig. 8. Dynamic simulations of the HF cell population system with different Mx spontaneous apoptosis rate values (s;). AA’, s; = 0, no spontaneous apoptosis in Mx cells, HF
stays in the stable homeostatic state. BB, s; = 0.05, HF degenerates, followed by small amplitude periodic dynamics. CC’, s; = 0.2, HF fully degenerates. ABC, ODE simulations.

A’B'C/, stochastic simulations.

We continue our bifurcation analysis on the apoptosis feedback
strengths by making a simplifying assumption on the model and letting
p = p, = p3. The values of a, and a5 are fixed as the 5.5 Gy calibrated
values. For small values of s;, increasing the bifurcation parameter p
induces a decrease in both ORS, and Mx stable steady state values,
together with a slight increase in apoptosis steady state value (Fig. 9A).
As the apoptosis feedback strength (p = p, = p3) keeps increasing, a
Hopf bifurcation is triggered and the system enters the periodic solution
domain. On the other hand, when s; is larger, no bifurcation occurs
as p varies, and increasing the apoptosis feedback strength p causes
a decrease in ORS, and Mx stable steady state values, together with
an increases in the apoptosis steady state value. Also refer to example
dynamic simulations in Fig. 8.
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Finally, we point out that catagen is a transient phase that is typi-
cally much shorter than anagen or telogen. If the Mx cells’ spontaneous
apoptosis rate (s3) increases fast at the anagen-to-catagen transition,
it may push the system quickly from the anagen homeostatic state
(small s3) to the degenerating state (large s3), completely bypassing the
periodic behavior. This is illustrated by our simulation of the anagen-
to-catagen transition dynamics in Fig. 10, where we set up a linear
increase of s; from day 5 to day 10 (Fig. 10A). The resulting deter-
ministic dynamics and a sample path from the stochastic simulation
are shown in Fig. 10BC, respectively, from which we see that the
increase in s; steadily induces the degeneration of the HF, and we
hardly see any periodic dynamics. This may explain why periodicity
is not observed in experiments. In addition, during catagen, more
complicated morphological deformations occur in the HF, therefore at
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Fig. 9. Bifurcation diagrams of the HF regeneration dynamics with respect to the apoptosis feedback strength p = p, = p;. a,,a; values are taken from the 5.5 Gy IR system. A,
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Fig. 10. Simulation of the anagen-to-catagen transition dynamics. A At day 5, s;
increases linearly, causing the degeneration of the HF epithelium. B ODE simulation
results, C a sample path from the stochastic simulation. p,, a,, p;, a; values are taken
from the 5.5 Gy IR system.

the late catagen stage, our cell differentiation population model might
no longer be adequate.

5. Conclusions and discussions

In this paper, we developed a new ODE type of HF cell differen-
tiation population model, and used it to investigate the underlying
mechanisms of the IR induced HF regeneration and the catagen HF

degeneration. The model for controlled mice includes four cell states—
quiescent ORS, active ORS, Mx and apoptosis cells. While the last three
types of cells together make up the dynamic part at the bottom of
an anagen HF, the HF length can be estimated by the size of ORS —
including both quiescent and active ORS - as ORS forms the outer
concentric epithelial layer of the HF (Fig. 1B), and it connects the bulge
stem cell niche near the top of the HF and the HF dynamic part at the
bottom. We also extended this model by adding another state represent-
ing the radiated Mx cells, and used this extended model to study the IR
induced HF regeneration dynamics. Model parameters were calibrated
from IR experimental data, subjected to either 2 Gy or 5.5 Gy IR.
Data calibration results showed a good match between the model and
the data, especially in the 2 Gy IR system, though in the 5.5 Gy IR
system, the model showed a slower HF regeneration compared to the
data. With the calibrated model, we performed both deterministic ODE
simulations and the corresponding stochastic simulations. Both validate
the regenerative dynamics induced by IR. We then applied stability,
sensitivity and bifurcation analyses to the model, where it is revealed
that during anagen, due to the extremely low spontaneous apoptosis
rates in epithelial cells (s,, s3), the homeostatic anagen HF steady state
is stable, and does not depend on the apoptosis feedback strength
(py, @, p3, @3). This explains why an anagen HF is always able to return
to its homeostatic state despite large scale degeneration caused by
strong IR. Sensitivity analysis revealed a few factors that are important
to the HF regenerative ability, including ORS cell proliferation, and
that though the apoptosis feedback strength does not affect the HF
regeneration in controlled mice, Mx cells’ apoptosis feedback strength
(p3,a3) may indeed affect the HF regeneration when subjected to IR.
Further bifurcation analysis revealed that to push the HF from the ana-
gen homeostasis to the irreversible degeneration in catagen, the system
needs both Mx cells’ spontaneous apoptosis rate (s3) and the apoptosis
feedback strength (p,,p;) to be strong. A transient periodic domain
was revealed from the bifurcation analysis and the simulations, though
in reality, a fast anagen-to-catagen transition may quickly push the
system from the anagen steady state to the catagen steady state, without
clearly showing the periodic dynamics—yet further experimental and
modeling research would be needed to confirm this prediction.

Our model provides a mathematical explanation of the underlying
mechanisms of an anagen HF, IR-induced regenerative dynamics and
the catagen degenerative dynamics, and it provides potential guidance
in future HF biology experimental research and radio-therapeutic study.
There are several directions that can be further improved in the future.
Currently in our model, there are two major simplifying assumptions:

12
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(1) while ORS is a continuum whose activation and quiescence is
regulated by signaling gradients, in our model we assume them to be
two sub-states as active and quiescent ORS, and (2) the HF length control
in our system is currently modeled phenomenologically by Eq. (6),
where in reality, this mechanism has not yet been identified in current
HF biology. In the future, a PDE type of cell differentiation popula-
tion model incorporating the spatial information in HF growth—or
more specifically, the growth of the ORS, might well substitute our
assumption of the active and quiescent ORS sub-states, and provide
more accurate description and better insights of the HF regeneration
dynamics. We also expect more biological evidence to emerge in the
future, from which we can improve on the HF length control function
in a more mechanistic way. We also point out that in our current
parameter calibration, while the results show good match with the 2 Gy
IR data, in the 5.5 Gy IR case, it seems that the experimental data
shows a faster ORS-to-Mx flow right after the IR application as well as
a faster HF regeneration when compared to our model. We suspect that
this is partially due to our simple assumption of the HF length control
mechanism (Eq. (6)). In addition, further modeling development on the
signaling regulation might also be helpful. Currently in our model we
include signal A - which may represent for example Tnf - that regulates
HF epithelial cells’ apoptosis, and signal B - which may represent
Wnt and Shh - that regulates ORS cells’ proliferation. However, Shh
may also play a role in regulating Mx cell proliferation, by either
directly signaling to Mx or indirectly signaling to DP to perturb other
signals affecting Mx cell proliferation. Furthermore, there are other
well-known signaling pathways that cooperatively regulate HF growth,
for example, Bmp, Tgf-p and Fgf. How these signals react to IR and
thus regulate the HF regeneration needs to be explored from both
experimental and modeling sides.

Finally, recent experimental research also reveal the HF degen-
erative/regenerative dynamics after chemotherapy (Yue et al., 2021;
Haslam et al.,, 2021): when the HF is exposed to a low level of
chemo-drug, the HF is able to stay in anagen despite a damaged
hair fibre, referred to as the dystrophic anagen; on the other hand,
when exposed to a high level of chemo-drug, the HF enters catagen
and starts degeneration, followed by telogen until it enters the next
anagen phase, referred to as the dystrophic catagen. While the low
level chemo-drug induced dystrophic anagen shares some similarities
with the 2 Gy IR-induced HF regeneration, the high level chemo-drug
induced dystrophic catagen is very different from the 5.5 Gy IR-induced
HF regeneration. What causes the difference between the chemo- vs.
IR-induced HF degenerative/regenerative dynamics is an interesting
question and needs further investigations on both experimental and
modeling sides, and we suspect that though some similarities probably
exist, chemotherapy and IR may trigger different signaling pathways
that lead to the different regenerative dynamics. For example, it is
reported that Shh may play a bigger role in the chemo-drug induced
HF degenerative dynamics, comparing to in the IR-induced HF regen-
erative dynamics (Yue et al., 2021; Haslam et al., 2021; Huang et al.,
2017). Considering that disrupting the Shh signal may inhibit Mx cell
proliferation leading to HF degeneration, and that Mx is a major source
of Shh signal, how such feedback affects the chemo- vs. IR-induced HF
degeneration/regeneration should be studied in the future.
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Appendix A. Derivation of the HF cell differentiation population
model Egs. (1)

The formulation of the HF model (Egs. (1)) mostly follows the
classic cell differentiation population model, which can be found in
literature including (Lo et al., 2009; Lander et al., 2009; Doumic et al.,
2011; Marciniak-Czochra et al., 2009). Below we briefly justify the
formulation of Egs. (1) together with the constraints Egs. (2).

Consider Eq. (1b) for ORS,,. First, in the case that f([ORS,](r)) > 0,
that is, there is an inflow from ORS, to ORS,, during a short time
period [t,7 + Ar), the change in ORS, cell number consists of two parts:
the part that comes from ORS, transition (denoted by I,), and the
part that comes from ORS,, cells’ proliferation/differentiation/apoptosis
(denoted by I,):

[ORS,](t + Af) — [ORS,1(1) ~ I, + I,
It is easy to see that during the short time period [7,7 + A1),
I = f([ORS,](t))At

ORS,, cell divisions happen at the frequency of vorg. The classic cell
differentiation population model assumes that on the population level,
on average, all cells undergo divisions at the same frequency; or in
plain words, all cells divide into two at the frequency vggs. In addition,
here we adopt the symmetric division assumption, that is, as a cell
divides, it gives rise to two daughter cells of the same type. With the
symmetric division, if the two daughter cells are of the same type of
their dividing mother cell, we refer it to as proliferation; otherwise, if
the two daughter cells are of a progeny type of their diving mother
cell, then it is referred to as differentiation. In our follicle model, since
we also consider the apoptosis cells as a transient cell type, we adopt
the “differentiation” formulation for apoptosis cells, with the difference
that instead of dividing into two, one ORS, cell turns into one apoptosis
cell. The dividing relations of ORS, are summarized in Fig. A.11.

From these assumptions, that all ORS, cells divide at the frequency
Vors» and each dividing cell either proliferates, differentiates, or under-
goes apoptosis, we obtain the constraint Eq. (2a), that is, the portion of
proliferating, differentiating and apoptosis ORS,, cells should sum up to
1. Therefore, the net change in ORS, cell number due to cell division
during (1,1 + 4¢) is

I ~ (205 — 1) [ORS, ()41

where —1 comes from that all ORS, cell divide, and ZPPORS comes from
that p’c’)RS of the dividing ORS, cells proliferate, that is, turn into 2
daughter ORS,, cells. Similarly, it can be derived that after the dividing,
there will be ZpgRS[ORSa] newly differentiated Mx cells from ORS,,
and p{ . [ORS,] apoptosis cells from ORS,—again notice that unlike
the proliferating and differentiating cells, we assume that one ORS,, cell
turns into only one apoptosis cell. Therefore we obtain
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Fig. A.11. An illustration diagram of the symmetric divisions of ORS, cells in the HF
model.

[ORS,](t + At) — [ORS,1(t) ~ I + I,
= f([ORS, (1)1 + (2p”ORS(z) - 1) vors[ORS, (1) At

which gives Eq. (1b):

dIORS,] _ . [ORS,Iir +4) — [ORS, (1)

dt 4t—0 At

FUAORS, 1) + (205 — 1) vors|ORS, ]

In the case that f([ORS,](?)) < 0, that is, there is an outflow from
ORS, to ORS,, we assume that | f([ORS,](*))| ~ O(1). In addition, since
generally speaking, the ORS,-to-ORS,, transition and ORS, cell divisions
happen at different frequencies, we may roughly consider that in a short
time period [, + 4f), the ORS,-to-ORS,, transition and the ORS, cell
division happen successively. That is, if the transition happens in the
interval [t,t + At), then the ORS, cells divide at ¢ + Ar. Therefore, the
ORS, cell number right before the cell division is

lim
T (t+At

)7[ORSa](1) ~ [ORS,1() + f([ORS,1(1)) 4t

then at 7+ Ar, ORS,, cell divisions will lead to a change in the ORS,, cell
number as

(26555 — 1) (IORS, 10 + f (IORS 1))
Notice that the constraint Eq. (2a) still holds; we are only considering
the dividing ORS, cells since the ORS,-to-ORS, transition mostly hap-
pens at a different frequency, and we have included the transition term
inside the current ORS, cell number. Therefore, we get the estimate
[ORS,](t + 4t) — [ORS,](#) ~
[/([ORS,1(1)) + (2p”ORS(z) - 1) vors (IORS,1(1) + f(IORS,1(1)4r)] At
Under the assumption of | f([ORS,](#))| ~ O(1), we have

[ORS,](t + Af) — [ORS,](1)
At

+ (2pgRS - 1) vors[ORS, | + o(41)

~ f(IORS,]®)

Let Ar — 0, again we get Eq. (1b):

d[ORS,]

——= =/ (IORS,]) + (2655 = 1) vorsIORS, ]

We point out that though we could not rigorously prove it, the
assumption | f([ORS,](r))| ~ O(1) mostly holds true when f([ORS,](1)) <
0 in our system. Notice that f([ORS,](r)) < 0, or equivalently, the
ORS,-t0-ORS,, transition, only happens when the ORS, cell number
([ORS,]) exceeds the equilibrium size (Cprg). To break the constraint
| f([ORS1(1)| ~ O(1), it needs a very large ORS, cell number, which is
rarely the case in either a controlled system or a radiated system. This
can also be seen from our simulation results (for example, Fig. 4).

We have shown that in either ORS, inflow or outflow case, Eq. (1b)
holds, though in the outflow case, some condition applies. We also
point out that if we consider the size of the entire ORS as [ORS,] +
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[ORS,], the only change in the cell number comes from cell prolifer-
ation, differentiation and apoptosis, which can be obtained by adding
up Egs. (1a) and (1b):

d[ORS

% + @ = (2655 — 1) vorsIORS, ]

Analogously, Egs. (1c) (1d) for Mx and apoptosis cells can be
derived in a similar way. In (1¢), (2py,, — 1) viyx[Mx] comes from the di-
viding of Mx cells, and 2deRS vors,[ORS, | comes from the differentiating
ORS, cells, with the constraint Eq. (2b) for dividing Mx cells. In (1d),
PorsVors, [ORS,] comes from the apoptosis of ORS, cells, py; viy[Mx]
comes from the apoptosis of Mx cells, and since apoptosis cells die, or
say, leave the system at the rate d, it leads to the —d[Apop] term.

Appendix B. Further data-model comparison

In this part, we show our model results when simulating Mx pro-
liferation and the ORS-to-Mx differentiation dynamics and compare
to the experimental data. We did not use this data in our parameter
calibration, since, as we will explain below, the simulated terms are
only approximations to what is measured in experiments.

We first compare the proliferating Mx cells (defined as vap]’iAx[Mx])
to the BrdUrd+ Mx cell data (Fig. B.12AA’). In the experimental 2 Gy
IR case, BrdUrd+ Mx data indicates that Mx cells return to proliferation
soon after radiation, while in the 5.5 Gy IR case, two proliferation
restoration attempts can be observed, both of which stay at low levels.
The increase in proliferation after day 3 is what we characterize as the
second regeneration attempt. When observing the simulation results,
proliferation in the 2 Gy case exhibits an immediate sharp increase
which quickly appears to settle at a similar level as the experimental
data. On the other hand, proliferation in the 5.5 Gy simulations fail to
capture the two regeneration attempts (Fig. 4C), although when looking
close, we do see a small sharp increase and decrease in proliferation
very early, followed by another, much more slow increase. Additional
mechanisms might contribute to this second regeneration attempt,
which need to be investigated.

Next, we simulated the K5+ Mx cell lineage by tracking the Mx cells
that were derived either from Mx ([Mx-]) or ORS ([Mx+]) after IR is
applied, which indicate the ORS-to-Mx flow in the model. We compare
the results with the K5+ Mx cell data. Both the 2 Gy and 5.5 Gy IR ex-
perimental observations show a quick increase in K5+ Mx cells at early
stage (Fig. B.12B’ blue squares), indicating a fast upward migration of
Mx cells after radiation, which is possibly driven by a quick ORS-to-
Mx flow. Computationally, in the 2 Gy IR simulation, during the early
stage, ORS cells steadily flow into Mx (Fig. B.12B red solid line); while
in the 5.5 Gy IR simulation, a slow early ORS-to-Mx flow is followed
by a sudden increase in the flow speed (Fig. B.12B’ red solid line),
occurring significantly later than in the experimental observations. This
may indicate that additional mechanisms are needed to drive the early
ORS-to-Mx flow when subject to strong IR. We point out that observing
K5+ Mx cells is not exactly the same as a lineage tracing experiment.
This can be easily understood from the decrease in the K5+ Mx cell
number soon after the early sudden increase (Fig. B.12BB’, blue boxes),
which would not be seen in a lineage tracing experiment. This results in
the long term behavior of K5+ Mx cell data being essentially different
from our simulations, though they share some similarity at the early
stage. Finally, in both 2 Gy and 5.5 Gy simulations, there is a quick and
significant increase in Mx cells derived from radiated Mx cells returning
normal and their proliferation (Fig. B.12B red dashed lines).

Appendix C. Posterior distributions of the parameters

In this part, we produce the posterior distributions of the model
parameters using the ABC rejection sampler method (Warne et al.,
2019). We consider the 2 Gy and 5.5 Gy IR simulations separately.
Prior distributions are uniformly generated in intervals centered at each
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Fig. B.12. Model-data comparison of the IR induced HF regeneration. Red lines show simulation results with the red y-axis on the right, blue boxes show experimental data with
the blue y-axis on the left. AB show the simulations/experimental observations with 2 Gy IR, and A’B’ show simulations/experimental observations with 5.5 Gy IR. AA’ compare
the simulated proliferating Mx cells and the BrdUrd+ Mx cells from experimental observations. BB’ show the K5+ Mx cells and simulated ORS-to-Mx flow, with red solid lines
showing the percentage of post-IR Mx cells that are derived from ORS, and red dashed lines showing the percentage of post-IR Mx cells that are derived from Mx cells.

Fig. C.13. Posterior distributions of the parameters for 2 Gy IR. The diagonal/off-diagonal plots show the marginal/pairwise posterior distributions of the parameters. Prior
distributions are uniformly generated in intervals centered at each parameter value from the model, ranged from 0.5- to 1.5-fold, and the left and right end values of each
parameter can be found in the x-axis of the diagonal plots. Red lines in the marginal plots and red + in the pairwise plots show the parameter values used in the model. The
correlation of a pair of parameters are given by the number under the corresponding pairwise plots. Pairwise plots with the green borders indicate the two parameters showing
relatively larger correlations.

calibrated parameter value from the model, ranged from 0.5- to 1.5- where depending if it is the marginal or pairwise distributions, one or

fold. For each generated prior sample parameter set (denoted as 0, two parameter values may be different from the calibrated parameter
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Fig. C.14. Posterior distributions of the parameters for 5.5 Gy IR. The diagonal/off-diagonal plots show the marginal/pairwise posterior distributions of the parameters. Prior
distributions are uniformly generated in intervals centered at each parameter value from the model, ranged from 0.5- to 1.5-fold, and the left and right end values of each parameter
can be found in the x-axis of the diagonal plots. Red lines in the marginal plots and red + in the pairwise plots show the parameter values used in the model. The correlation of
a pair of parameters are given by the number under the corresponding pairwise plots. Pairwise plots with the green borders indicate the two parameters showing relatively larger

correlations.

Table E.1
Cellular processes in the stochastic model. For simplicity, we denote the cell number
of each HF compartment as ORS, - x, ORS, - y, Mx - z, Apop - w, Mx/R - z*,

Reaction Reaction rate Cell number change

x y z w z*
ORS, > ORS,  max {0, hogs (Cops — )} -1 1 0 0o 0
ORS, > ORS,  max {0, hogs (¥ — Cogs) } 1 -1 0 0 0
ORS, =2 ORS,  VorsPhgs(X: Z, )y 0 1 0 0 0
ORS, — Apop VorsPors (W)Y 0 -1 0 1 0
ORS, — 2 Mx Vos (1 = Phrs(0) = PRps (X, 2, w)y 0 -1 2 0 0
Mx — 2 Mx v (1= Py (w) z 0 0 1 0 0
Mx — ¢ (1= 1) (1= p% (w)) z 0 0 -1 0 0
Mx — Apop VaxPyy (W0)Z 0 0 0 -1 0
Apop - ¢ dw 0 0 -1 0 0
Mx/R - Mx yqz* 0 0 1 0 -1
Mx'R — Apop y(1 —q)z* 0 0 1 -1

values), we generate a sample path from the stochastic model (Sec-
tion 2.5), and compare the simulated data with the experiment data for
apoptosis cell number, bulb cell number and HF length, respectively.
The data-simulation discrepancy metric is defined as

1/2

p(r.8)= | Y (Ya) - sa)’

tl

where ¢, is the data time-points, with ¢, € {0h, 6h,12h,1d,1.5d,2d,3d,
4d,5d,7d}, h stands for hour and d stands for day; Y is the average of
the experimental data and S is the simulated data, and they can be the
apoptosis cell number (Y,,S,), bulb cell number (Y,,S,) or HF length
(Y;,.5)). We set thresholds ¢,, €,, ¢, for apoptosis cell number, bulb cell
number and HF length, respectively. If a sample path generated from a
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Table E.2
Parameter values of the HF model calibrated from the IR experimental data.
Parameters Values
5y 0
53 0
ViMix In2
By 128
Rors 2.25
VORS 0.22
d 2.08
Cors 27.84
ORS,,.« 108.84
y 3.53
Py 0.99
Py 5.94% 1072 (2 Gy) 0.99 (5.5 Gy)
Ps 1.53x 107 (2 Gy) 0.99 (5.5 Gy)
o 6.16 x 1075
a, 7.13x 1072 (2 Gy) 227% 1072 (5.5 Gy)
a; 325x 1073 (2 Gy) 426 x 1072 (5.5 Gy)
q 0.64 (2 Gy) 0.65 (5.5 Gy)

parameter value set 8 satisfies all of the following conditions

p(Y,,S)) <e,  p(Yy, Sy) <egp, p(Y),S) <¢g

we accept 6 in the posterior distribution, otherwise we do not.

Fig. C.13 shows the marginal and pairwise posterior distributions of
2 Gy IRwith g, =6, €, = 60,¢; = 0.3, and Fig. C.14 shows the marginal
and pairwise posterior distributions of 2 Gy IR with ¢, = 8, ¢, = 60,¢, =
0.8. The correlation of two variables are given by the number under the
corresponding pairwise plot. In 2 Gy IR (Fig. C.13), p; and «; show a
strong negative correlation (—0.55). Notice that to keep a controlled
HF in the equilibrium state, p, and «; have to satisfy the constraint
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Fig. E.16. Trajectories of ORS, with parameters generated by LHS in the PRCC performance.

Table E.3
Parameter values of p,, a,, p;, a; in the bifurcation diagrams from Fig. 7. IS stands
for “intermediate system”.

2 Gy IR IS1 1S 2 IS 3 IS 4 5.5 Gy IR
Pa 5.94 x 1072 0.1 0.4 0.7 0.8 0.99
a, 7.13x 1072 0.05 0.03 0.02 0.021 2271072
3 1.53x 107 0.1 0.4 0.7 0.8 0.99
a3 325x 1073 0.01 0.02 0.03 0.04 426 x 1072

Eq. (11a), therefore it is not surprising that p; and a; are strongly
negatively correlated. Besides p, and «;, d and ¢ also show a strong
negative correlation (—0.49), and p, shows slight positive correlations
with vorg (0.22) and Cggg (0.23). In 5.5 Gy IR (Fig. C.14), p, and «;
shows a slight negative correlation (—0.19) but not as strong as in 2 Gy
IR. ¢ and y show a strong positive correlation (0.46). vors ~ d (0.21),
Vors ~ ORS_.. (0.21), ORS ,, ~ Cogrs (0.26) show slight positive
correlation, and Cgogg ~ vogs (—0.4) show a slight negative correlation.
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Appendix D. Linear stability analysis of the anagen homeostatic
steady state

We perform a linear stability analysis to the system Eq. (1) at the
steady state (E,, Cogrs, Enix 0)- For simplicity, we denote [ORS,], [ORS,],
[Mx], [Apop] as x|, X,, X3, x4, respectively. During anagen, with the
assumption s, = s3 = 0, the Jacobian at this steady state is

0 hogs O 0
J_E A B 0
“IF ¢ b o

0 0 0 —d
where

C,
E=_VORS ORS

Eq
A = —hggs
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2a; Eyy
B =2vorsCorspi 2 o =
a1+ alEMX)

2vorsCors
Enx(1 +a E2 )

C = vogs

2Vors C
D=__—ORSTORS ,  Qr—1)

Enx(1 +a EZ )

With the calibrated parameter values from the IR experiment data, the
above Jacobian yields four eigenvalues:

Ay = —d = =2.0755, Ay = —2.1785, Ay = —0.0258, 4, = —0.1440

all of which are negative, indicating that the homeostatic steady state
of an anagen HF is stable. Moreover, notice that the parameters partic-
ipating in the apoptotic events (a,, p,, a3, p3) do not show up in the
Jacobian, indicating that this steady state remains stable under normal
conditions (no IR), and is independent of these parameter values.

Appendix E. Supplementary tables and figures

In this part we present the reaction details in the stochastic model
(Table E.1), the parameter values calibrated from the IR experimen-
tal data (Table E.2), the parameters used in the bifurcation plots
(Table E.3), the plots of p . (Eq. (42)), pf (Eq. (4b)), and pl(J)RS
(Eq. (5)) (Fig. E.15), and the trajectories generated by LHS in the PRCC
performance (Fig. E.16).
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