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Motivated by matching platforms that match agents in a centralized manner, we introduce a model of dynamic

two-sided matching where both demand and supply are heterogeneous with many types and the pool of

supply units is limited. We model heterogeneity on the two sides of the market by i.i.d. demand weight vectors

and i.i.d. supply feature vectors, with possibly different distributions. The matching of a demand-supply

pair generates a utility that depends on their weight and feature vectors. To reflect the realistic structure

of a heterogeneous matching market while also avoid impossibility results, we consider various levels of

assumptions (in particular, the spatial structure) on matching utilities and feature distributions. The goal

of the centralized platform is to dynamically assign supply units to sequentially arriving demand units in

order to maximize utility. Many popular heuristic policies are either sub-optimal (like the myopic policy) or

computationally inefficient (like the certainty equivalent policy). We propose a forward-looking supply-aware

policy dubbed Simulate-Optimize-Assign-Repeat (SOAR) that combines practicality and strong theoretical

guarantee. Inspired by model predictive control (MPC), SOAR leverages the power of simulation to balance

between producing immediate high match utility and preserving valuable supply for future demands. We use

regret as our performance metric for matching policies, specifically the additive loss relative to the utility per

match achievable in the continuum limit (𝑛 → ∞). Under mild regularity assumptions on the offline matching

instances, we prove that SOAR achieves the optimal regret scaling (up to a log factor). We further characterize

the optimal regret scaling for interesting classes of problems with additional model structure, in particular, two

classes of utility functions: (i) the łspatial utilitiesž, namely the negative 𝑝-th power of the Euclidean distance

between the supply and demand vectors where 𝑝 ≥ 1; and (ii) the dot-product utility (equivalently 𝑝 = 2 of

(i)), and two classes of distributions: (i) both supply and demand distributions are smooth (a more stringent

assumption) and (ii) supply and demand distributions are supported over compact sets (a mild assumption). En

route to proving our guarantees we develop a novel framework for analyzing the performance of our SOAR

policy which may be of wider applicability and independent interest. As a corollary of our techniques, we also

resolve an open problem posed in Kanoria 2022.

A full version of the paper can be found at https://ssrn.com/abstract=4451799.
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