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Abstract: On a closed manifold, consider the space of all Riemannian metrics for which
—A + kR is positive (nonnegative) definite, where k > 0 and R is the scalar curvature.
This spectral generalization of positive (nonnegative) scalar curvature arises naturally for
different values of k in the study of scalar curvature via minimal hypersurfaces, the Yam-
abe problem, and Perelman’s Ricci flow with surgery. When k = 1/2, the space models
apparent horizons in time-symmetric initial data to the Einstein equations. We study
these spaces in unison and generalize Codd Marques’s path-connectedness theorem.
Applying this with k = 1/2, we compute the Bartnik mass of 3-dimensional apparent
horizons and the Bartnik—Bray mass of their outer-minimizing generalizations in all
dimensions. Our methods also yield efficient constructions for the scalar-nonnegative
fill-in problem.

1. Introduction

1.1. The spaces. In all that follows, M denotes a closed n-manifold and Met(M) de-
notes the space of smooth Riemannian metrics on M. We emphasize that, unless stated
otherwise, our manifolds are not assumed to be connected.

Definition 1.1. For k € (0, c0), we define
///kzo(M) = {g € Met(M) : Ai(—Ag +kRy) > 0}, (1.1)

where A1(—A, +kR,) is the first eigenvalue of the operator —Ag + kR, on M, and R,
is the scalar curvature of g. We also define

MEZN(M) = {g € Met(M) : Ry > 0}. (1.2)

Finally, we define ,///k>0(M), k € (0, co], as above with all “>" replaced by “>.”
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These spaces are not generally encountered in the literature in this level of generality,
so some remarks are in order about their actual geometric significance. First, and cru-
cially, these spaces of metrics are closed under scaling and diffeomorphisms. Second,
///,f%M ) and ,//lkZO(M ) are descending filtrations in the space of metrics on M, i.e.,
for0 <k < k' < o0,

MGOM) C MG (M)
N N (1.3)
MPOM) ().

Their geometric interest is due to:

e When k = oo, L///k>O(M ) and ///kZO(M ) denote the sets of metrics on M with,
respectively, everywhere positive or everywhere nonnegative scalar curvature. The
study of these spaces (even determining necessary and sufficient conditions for their
non-emptiness) goes back several decades and is still active.

e Whenk = % ///k>0(M ) and ., kzo(M ) denote the sets of metrics induced on M if
M occurs as a two-sided stable minimal hypersurface in an ambient manifold with,
respectively, everywhere positive or everywhere nonnegative scalar curvature. See
Lemma C.6.

e When k = 4—1‘, ///k>0(M ) appears crucially in Perelman’s work on 3-dimensional
Ricci flow with surgery [Per02,Per03b].

e When k = 4("n:21) and n = dimM > 3, ,///k>O(M) and (//lkZO(M) denote sets of
metrics that arise in the Yamabe problem, specifically, the sets of metrics on M that
are, respectively, conformal to some metric with everywhere positive or everywhere
nonnegative scalar curvature. See Lemma C.1.

In this paper, we put these spaces on common footing by incorporating them into a single
filtration that interpolates between them.

1.2. Tools. Our starting point is a generalization of the theorem of Codd Marques
[Mar12] regarding closed manifolds M that carry metrics with positive scalar cur-
vature, i.e., with .ZZ°(M) # . Such manifolds will be referred to as “topologi-
cally PSC.”! For closed orientable topologically PSC 3-manifolds M, he proved the
path-connectedness of the moduli space ///OZO(M ) / Diff, (M) of positive scalar curva-
ture metrics up to orientation-preserving diffeomorphisms. For the proof, he exploited
Hamilton—Perelman’s Ricci flow with surgery [Per03b], which he combined with the
Gromov-Lawson [GL80a] construction of the positive scalar curvature connected-sum
procedure (cf. Schoen—Yau [SY79a]). We extend the result to:

Theorem 1.2. Let M be a closed orientable topologically PSC 3-manifold.” Then,
A7 (M) ] Diff (M) and ///kZO(M) / Diff (M)

are both path-connected for all k € [%, oo). For the latter space, all path interiors can
be taken in /7" (M) / Diff . (M).

! In the literature, they are sometimes referred to as having positive Yamabe invariant.
2 When M is not topologically PSC, the ///k>0(M ) in Theorem 1.2 are all empty (see Corollary C.2) and

the ., kZO (M) consist of Ricci-flat metrics (see Lemma 2.1), so they are flat and isometrically covered by flat
tori, and their space is understood (see [Kan06]).
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Once we have Theorem 1.2, the recent breakthrough theorem of Bamler—Kleiner
[BK19] proving that ///C;O(M ) is contractible (and thus path-connected) when M is a
closed orientable topologically PSC 3-manifold combines with Theorem 1.2 to give:

Theorem 1.3. Let M be a closed orientable topologically PSC 3-manifold. Then,
MO (M) and A7 (M)

are both path-connected for all k € [;11, o). For the latter space, all path interiors can
be taken in g///k>0(M).

Naturally, it would be interesting to know what happens in Theorems 1.2, 1.3 in
the regime k € (0, i), particularly given that the 3-dimensional Yamabe problem has

associated k = % < %. To that end, we note the following special companion result:

Theorem 1.4. Let M be a closed orientable topologically PSC 3-manifold. Then,
MR (M) and M5 g(M)

are contractible and weakly contractible, respectively.

It would also be interesting to understand topological properties of the inclusion in
(1.3) besides path-connectedness, along the lines of the Bamler—Kleiner result. We do
not pursue this. See “Appendix 6” for more on these spaces.

1.3. Bartnik mass of apparent horizons. When k = %, Definition 1.1 relates to the
space of apparent horizons (quasilocal black hole boundaries), diffeomorphic to M, of
time-symmetric (n + 1)-dimensional initial data to the Einstein equations satisfying the
dominant energy condition. To see why, let us recall the setting.

For closed n-dimensional (M, g), the apparent horizon Bartnik mass is defined as’

mp(M, g, H=0)=inf{mspy(M,g): (M,g) €Ep(M,g, H=0)}, (1.4)

where Ep(M, g, H = 0) is the set of complete, connected, asymptotically flat (M, g)
with nonnegative scalar curvature, no closed interior minimal hypersurfaces, and min-
imal (H = 0) boundary isometric to (M, g). The quantity mapy (M, g) is the ADM
energy/mass of the time-symmetric initial data set [ADM60, ADMS59]. Such (M, g) are
time-symmetric initial data sets for solutions of Einstein’s equations with the dominant
energy condition.

Note that all (M, g) € Eg(M, g, H = 0) are orientable when n + 1 < 7 (otherwise
geometric measure theory yields a closed interior minimizing hypersurface) and thus
M = 9M is orientable whenever E5(M, g, H = 0) # @. Thus, M is always assumed
orientable when discussing mp(M, g, H = 0), at least in dimensionn + 1 < 7.

The apparent horizon Bartnik mass is difficult to compute because:

e the set Eg(M, g, H = 0) is difficult to understand and is even unclear when it
is nonempty (minimal surfaces tend to abound, [[IMN18,MNS19,CM20b,GG19,
Zho020,Son18]);

e the quantity mapy (M, g) is difficult to compute.

3 We adopt the convention that the infimum of an empty set is co.
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There exists a very nontrivial lower bound for (1.4) due to Bray [Bra0O1] and Bray—Lee’s
[BLO9] Riemannian Penrose Inequality, a refinement of the Schoen—Yau Positive Energy
Theorem [SY79c,Sch89] (cf. Witten [Wit81]). The Riemannian Penrose Inequality says
that, for 2 < n < 6, one has

(M, g) € Eg(M, g, H=0) = mapu(M,g) > Lo, volg(M) =D/ (1.5)
and thus obviously
mg(M, g, H =0) = (o, ' vol (M) ~D/", (1.6)

where o, is the volume of the standard round S” in both equations above; we note that
the first proof of a special case of the theorem was provided by Huisken—Illmanen [HIO1]
where they treated the case n = 2 and M connected. The Riemannian Penrose Inequality
also carries a rigidity statement. Namely, equality is attained on the right of (1.5) if and
only if (M, g) € Eg(M, g, H = 0) is the Riemannian mass m exterior Schwarzschild
manifold

4
(M. g) = (R"”\B(m/z)mnu O, (1+5x'")" s) ,

with & the flat metric on R"*! and the parameter choice
m = (o, volg (M) =1/,

These manifolds will feature in some of our subsequent constructions.

An insight originating from [MS15] is that path-connectedness of the spaces in Def-
inition 1.1, with k = 5, yields constructions that saturate the Riemannian Penrose
Inequality (1.5), forcing (1.6) to be an equality in cases of interest.

Let us first explain the relevance of Definition 1.1, since it is not obvious. Consider any
metric g on M for which Eg(M, g, H =0) # 0. Let (M, g) € Eg(M, g, H = 0). The
boundary (M, g) = 9(M, g) must be a strictly area-minimizing minimal hypersurface in
(M, g) when 2 < n < 6, otherwise there would exist an interior minimal hypersurface
(with lesser area) contradicting the no-interior-minimal hypersurface requirement for
(M, g). Using Lemma C.7, which revisits the proof of a subtle splitting theorem of
Galloway [Gall8, Theorem 3.1] who proved that M must be topologically PSC, one
gets the following refined conclusion*

Ep(M, g, H=0)#0 = g e.M79(M). (1.7)

In other words (1.4) is only nontrivial when g € .’ 173 M).

Consider first the 2-dimensional case. Here, our orientable and topologically PSC M
is a finite collection of S?’s. Only the connected case, M = S2, is well-understood to
date:

g €. MD(S?) = Ep(S?, g, H=0) # fand
mp(S%, g, H = 0) = (0, ' area, (8%)"/2. (1.8)

This is due to the second named author and Rick Schoen [MS15] (the case .# 17(2)(32))
and Chau—Martens [CM20a] (the borderline case). The proof requires:

4 Conclusion (1.7) implies that M is topologically PSC and g € #=Z0 ‘172 (M). See also Remark 1.8.
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e the path-connectedness of .Z 1>/(2)(SZ), with path interiors in ///f/g(Sz), and
e a sharp extension construction involving warping functions.

In Sect. 3 we give a proof of the second construction in all dimensions, which applies
whenever one has the appropriate path-connectedness result. Given Theorem 1.3 (which
guarantees path-connectedness of the relevant space), we can compute the Bartnik mass
of connected 3-dimensional apparent horizons:

Theorem 1.5. Let M be a closed connected orientable topologically PSC 3-manifold.
Then, either:

eEp(M,g, H=0)=W@forallg € ///ﬁ/g(M), or
e Ep(M, g, H=0) #forall g € M73(M).

In the latter case,

mp(M, g, H=0) = cg(M) volg(M)*3 forall g e MM, (1.9)

for a topological constant cg (M) that is > %03_2/3 by (1.5). Additionally:

c5(S%) = Loy 2.

(1.10)
Remark 1.6. The proof of (1.10) is explicit enough to see that, whenever M = S3, the
minimizing sequence (M, g;) contains isometric copies of mass m; Schwarzschild mani-
folds outside a compact set, with lim; _, o m; = %(03*1 volg(M))?/? andlim; 00 g; = &
in CY for a piecewise-smooth g with the property that (M, g) contains an isometric copy
of a mass %(03_1 volg (M ))2/3 Schwarzschild manifold up to its horizon attached to a
compact PSC cylinder from a round S* to (M, g) via a foliation of minimal spheres.
The same is true in 2 dimensions. It was conjectured in [LS12, Conjecture 5.9] that
minimizing sequences for non-round (M, g) would converge, in a suitable weak sense,
to Schwarzschild with an infinitely long neck. Our construction disproves this. Armando
Cabrera Pacheco and Carla Cederbaum also observed a similar failure of the conjecture
in January 2019 and their work is forthcoming.

We emphasize that M need not be S* in (1.9), and all apparent horizon metrics are
exhausted in view of (1.7). In the special case M = 83, g € //ZOZO(M ), the Bartnik mass
of apparent horizons was previously computed by Cabrera Pacheco-Miao [CPM 18]
using Codd Marques’s connectedness result, which we generalized. It is of physical
interest to determine whether minimizing extensions that yield (1.10) can be arranged to
be scalar-flat, i.e., vacuum initial data sets, as in Miao—Xie [MX19]. It is also of interest
to derive upper bounds for the Bartnik mass in case M is disconnected. Our method here
provides a non-explicit upper bound on the right hand side of (1.9) that depends on the
topology of M and the individual areas of its components. One can likely derive explicit
non-sharp upper bounds from the work of Carlotto—Schoen [CS16]. We do not pursue
this.

1.4. A Bartnik—Bray mass. Unfortunately, the precise value of the apparent horizon
Bartnik mass remains unknown for:

e disconnected 2- or 3-dimensional M
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e 3-dimensional M other than M = S3;

e all higher dimensional M, except for certain special metrics on M = §"; see Cabr-
era Pacheco—Miao [CPM18], Cabrera Pacheco—Cederbaum—Gehring—Pefiuela Diaz
[PCGD21].

While we do not have satisfactory answers for the Bartnik mass for these bullet points at
this time, we know how to compute a relaxation of Bartnik’s mass due to Bray [BraOl]
in near-complete generality (see Remark 1.8). We defer the precise definition of the
Bartnik—Bray mass until Sect. 6, but state the main result here:

Theorem 1.7. Let M be a closed topologically PSC n-manifold. Consider the subset of
M 17(2) (M) given by’

LinClos[ 1/2(M)] ={ge ///f/g(M) there exists a smooth path
[0,1) >t +> g, with go = g and
[£h1(=Ag + 5Re)],_y > O}. (1.11)

Ifg e LinClos[///f/g(M)] and Egp(M, g, H = 0) # @, then
mpp(M, g, H = 0) = cpp(n) volg (M)~ 1/" (1.12)
for some universal constant cgp(n) satisfying
cpp(n) < 1o, "0, (1.13)

If the outer-minimizing Riemannian Penrose Inequality holds® for (M, g), then (1.13)
gets upgraded to an equality.

As in Remark 1.6, the minimizing sequence con51sts of metrics that are mass m;
Schwarzschild outside a compact set, lim; _, oo m; = 2(0 yvol oM ))(” D/n Unlike the
previous remark, however, our minimizing sequence produces minimal hypersurfaces
outside (M, g) with much larger area. This effectively shields the prescribed horizon
within the apparent horizon of a more massive black hole. Therefore, this construction
is not a candidate for the much more restrictive Bartnik mass setting of Theorem 1.5. To
the authors, this indicates that the two masses are not physically interchangeable.

We emphasize that M need not be connected and that our computation is valid as
long as a single Bartnik—Bray extension exists. See Lemma 6.2 for many examples of
Bartnik—Bray extendible manifolds, i.e., those satisfying Egp(M, g, H = 0) # 0.

Remark 1.8. What more can be said about the inclusions
LinClos[. 73 (M)] C .473(M) C 53 (M) (1.14)

for closed topologically PSC M?
To begin with, note that running Ricci flow for a short amount of time and invoking
Lemma 2.1 implies that

53 (M)\ LinClos[.#79(M)] C {g € Met(M) : Ric, = 0}. (1.15)

5 See Remark 2.2 for more on differentiating ¢ - 1 (—Ag : +%Rg, ).

6 This is known to be true when 2 < n < 6in view of Bray—Lee [Bra01] but is expected to hold for all n in
view of the flexibility of the Bray—Lee argument and recently announced advances in minimal hypersurface
theory [SY17,Loh18].
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In particular, when dim M = 2 or 3, the spaces in (1.14) coincide in view of the fact
that topologically PSC 2- or 3-manifolds don’t carry (Ricci-)flat metrics, forcing the
right hand side of (1.15) to be empty.

The situation is more subtle in higher dimensions.” It is beneficial to understand the
set differences

1/2(M)\ 1/2(M) and 1/2(M)\ LinClos[.#/ (M)]
separately. First, we have:

{g € Met(M) : (M, g) carries a parallel spinor}

N
MY (MNATS (M)

N
{g € Met(M) : Ric, = 0}, (1.16)

where, in the topmost set, (M , &) denotes the universal covering of (M, g). The second
inclusion in (1.16) follows from (1.15), while the first follows from [AKWW19] (see
also [Wan91,DWWO05]) and specifically from the fact that metrics in the topmost set
of (1.16) are Ricci-flat, and thus in //llz/g(M ), but by [AKWW 19, Corollary 3] are not

limits of PSC metrics and by a simple continuity argument involving first eigenfunctions

of the conformal Laplacian and (1.3) they are not in . 1>/(2)(M ).

Note that, by Stolz’s [Sto92] deep characterization of the topologically PSC condition
in simply connected manifolds, there are several examples in the topmost set in (1.16)
with M being topologically PSC: all closed simply-connected manifolds with holonomy
in G, or SU(4k + 3) (see [DWWOS5, Proof of Proposition 5.2]) and products of such
manifolds with Ricci-flat manifolds with holonomy in {1}, SU, Sp, or G».

There are no known examples of metrics in the bottommost set of (1.16) that are not
in the topmost set. This is a known open question.

A similar argument yields

l/2(M)\L1nC105[ 1/2(M)]
N
{g € Met(M) : Ric, = 0}\{g € Met(M) : (M, g) carries a parallel spinor}.
(1.17)

As explained, it is an interesting open question whether the right hand side of (1.17)
(and thus also the left, by inclusion) is ever nonempty when dim M > 4.

1.5. Fill-in problem. The tools we have developed make progress toward:

Question 1.9 (Gromov, [Gro18b]). Which closed Riemannian 3-manifolds (M, g) carry
compact 4-dimensional fill-ins (M, g) with nonnegative scalar curvature and the mean
curvature vectors on the boundary pointing to the interior?

7 We are grateful to the anonymous referee for providing us with an abundance of references for this
discussion and answering questions of ours.
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For orientable topologically PSC M we prove that, as long as there exists at least
one fill-in whose induced boundary metric belongs to ., lz/g(M ).8 then every metric in

M lz/g(M ) can be filled in with the same fill-in topology:

Theorem 1.10. Assume that (M, g) is a compact Riemannian 4-manifold-with-boundary,
with 9M = M a topologically PSC orientable 3-manifold, satisfying:

(1) go := gL M € A5 (M);
2) Rg, > 0 everywhere on M ; and,

(3) M C (M, gg) has strictly inward pointing mean curvature vector.

Write M = My U --- U My for the connected components of M. Then, for every g €
//llz/g(M) with volg(M;) > volg,(M;) foralli =1, ..., k, and every U CC M\OM
open, there exists a metric g on M so that

egl.U=gy L U;and
e (1)—(3) hold with g, g in place of go, 8-

Moreover, if (M, g) is known to also satisfy:
(4) (M, g) contains no closed minimal hypersurfaces,
then (M, g) can be taken so that, additionally,

e (4) holds too with g in place of g.

The work of Carr [Car88] guarantees that, for every k € N, one can find standard
# (D3 x S')’s embedded in (R, Z?: 1 dxiz) with boundary having a metric gg of pos-
itive induced scalar curvature. These are mean-convex by the maximum principle (see
[CNS85,HS99]) and thus do not contain minimal hypersurfaces. So, by Theorem 1.10
above one can construct fill-ins for all g € . 12/(2) (#*(S? x S1)) on the standard handle-
body topology and with no interior minimal hypersurfaces.

While the restriction of only producing boundary metrics g € .4 lz/g(M ) is unde-
sirable for the purposes of Question 1.9, it is key in allowing us to obtain our extra
conclusion (4) above, which has specific geometric significance: such manifolds-with-
boundary are indecomposable from the point of view of minimal surface theory; cf. the
Meeks—Simon—Yau [MSY82] characterization of 3-dimensional handlebodies.

Recent work of Kazaras [Kaz19, Theorem B] on PSC bordisms guarantees that every
PSC (M, go) can be filled in with (1)—(3), so by Theorem 1.10 every g € //llz/g(M) can
also be filled in with (1)—(3) on the same background topology. It is not clear how many
fill-ins in [Kaz19] satisfy (4), but those of lens spaces are believed to [Kaz21].

Theorem 1.10 above is a special case of our “Monotone PSC almost-cobordance”
construction, which relies crucially on the flexibility of .#/ 12/(2) (M) that Theorem 1.3
affords us. The 2-dimensional case of such a result was a crucial component of our study
of singularities in PSC metrics in 3 dimensions [LM19] (see also [Kaz19, Theorem A] for
a4-dimensional analog that relates to the discussion above), and in previous work of the
second author in mathematical general relativity and quasi-local mass [MM17, MMT20].
See also Jauregui [Jaul3] and Jauregui—-Miao—Tam [JMT13] for relativistic applications
in case where the boundary metric is PSC.

8 Recall that this class is larger than the class of positive scalar curvature metrics on the boundary, which
is the most commonly studied one.
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2. Proof of Theorems 1.2, 1.3, 1.4

The path-connectedness of .7, k>0 (M) will follow from Ricci flow with surgery. We show
that the condition of being in .#, k>0(M ) is preserved under smooth Ricci flow as well as
by the standard 3D Ricci flow surgery process (taking care to keep track of the topology
when surgeries occur), and that we eventually arrive at an element of ///OZO(M ). We then
conclude by invoking [Mar12] and (1.3).

The case of //[kZO(M ) follows from this as well, as Ricci flow will immediately flow

elements of .Z, kZO(M ) into ., k>O(M ) in the relevant setting.
We start by observing the monotonicity of A;(—A, +kR,) under smooth Ricci flow.

This is the only place in the argument where k > % is invoked.

Lemma 2.1. Suppose that (M, g;):c[0,T) is a smooth Ricci flow on a closed n-manifold,
n>21Ifke [‘1—‘, o0) and g isn’t Ricci-flat, then

Lri(=Ag, +kRy,) > 0forallt € [0,T). (2.1)

Remark 2.2 (Smooth dependence of first eigenvalues and eigenfunctions). When M is
connected, the space of first eigenfunctions of —Ag + kR, is one-dimensional. Given a
smooth path of metrics (g;);e; on M, with I C R an interval, it follows from [MS15,
Lemma A.1] that? — A1(—Ag, +kRy,) is smooth and that we can also choose a smooth
path of functions (u;);¢[0,1] so that each u; is a first eigenfunction of —A,, + kR, that
is, e.g., positive.

When M is disconnected, A1 (—Ag +kR,) is the minimum of 1, ((—Ag +kR)_M;)
among all connected components M; C M. Given a smooth path ¢ — g, %)\1 (—Ag, +
kRg,) will be interpreted in the sense of forward difference quotients.

Proof of Lemma 2.1. This is a consequence of [Li07] (where “k” is to be replaced with
“4k” in our setting), specifically [Li07, Theorem 4.2] and a modification of the argument
in [Li07, Theorem 5.2]. We explain how below. Note that it suffices to give a proof for
t = 0, since non-Ricci-flat closed manifolds cannot flow into Ricci-flat ones under
smooth Ricci flow [Kot10, Theorem 1.1].

By Remark 2.2, it suffices to assume that M is connected. We choose, using the same
remark, (u;);<[0,7) to be asmooth path of positive eigenfunctions of (—Ag, +k Rg, )1 c[0,T)-
Fix ¢ € (0, T'). Solve the conjugate heat equation [Li07, (2)] backwards for s € [0, ]:

L = =B [ = Ry + Vg [0 for s € [0, 1],
ft(t) := —2logu, (terminal condition).
This is doable because the equation is a backwards linear heat equation when written
out in terms of e/ . Using the chain of inequalities in the proof of [Li07, Theorem 5.2],

and also [Li07, Theorem 4.2] together with the mean value theorem, it follows that there
exists a constant ) € (0, 1) such that

M(—=Ag +kRg) — hi(—Agy +kRgy)
t

: 2 : 2 ) 2
>2(4k — 1) /M |Rlcg0(,)t | d“é’g(r), + 2/M |R1Cg9(t), +Vg9(r>,f9(’)t| d'ugg(t)['
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Using the smoothness of the Ricci flow up to ¢ = 0, we can send ¢+ — 0 above to get

. . 0
[ L1 (=Ag +kRg)]i—0 = 2(4k — 1)/M |Ricgq 12 ditgy +2/M | Ricgy +V2, o 12 dpgg

Ifk > 41‘1’ the result follows immediately from the strict positivity of the first integral

above. If k = %, one needs to investigate the second integral. This integral is positive
too: its vanishing would imply that (M, go) is a steady gradient Ricci soliton, which
would imply that g is Ricci-flat since M is closed [PW09, Theorem 1.5]. |

In all that follows, we assume the setting of Theorem 1.2. Namely, M is a closed,
orientable, topologically PSC 3-manifold, and k € [}P 00). We have:

Lemma23. [fg € (l/kZO(M) and (M, g;):e[0,1) is a smooth Ricci flow with gy = g,
then

L0 (—=Ag, +kRy) > Oforallt € [0, T).

Proof. This is a direct consequence of Lemma 2.1 and the fact that closed topologically
PSC 3-manifolds do not carry (Ricci-)flat metrics. O

Lemma24. [fg € ///kzo (M), then the Ricci flow with surgery starting at (M, g), with
any choice of sufficiently small surgery parameters, becomes extinct in finite time and
surgery times do not accumulate.

Proof. This follows from Perelman’s breakthroughs on Ricci flow with surgery. For
finite-time extinction, see [Per03a, Theorem 1.1] (see also [CMO0S5, Theorem 1.4], and
[KLOS8, Claim 3.7] and the subsequent paragraph), recalling that closed orientable topo-
logically PSC 3-manifolds have no aspherical factors their prime decomposition [GL83,
Theorem E]. For non-accumulation of singularities, see [KL0S, Claim 3.6]. m]

Lemma 2.5. If g € ///kZO(M) and (M;, gt)iej0,1+) is a Ricci flow with surgery starting
at (Mo, go) = (M, g) with sufficiently small surgery parameters, then

g € M7OM,) forallt € (0, T*).
Proof. Given Lemma 2.3, we may suppose, without loss of generality, that
M(=Ag+kRg) =21 > 0. 2.2)
It will suffice, then, to prove that
M(—=Ag, +kRg,) > Aforallt € [0, T%), (2.3)

provided we choose sufficiently small surgery parameters. This follows essentially as
in [KLO8, Section 93.12], who did the case k = %. The case k € (}T, 00) continues
to enjoy the same necessary proof ingredients: eigenvalue monotonicity and coercivity
(“Agmon-type,” in the language of [KL08]) estimates in the surgery region. We sketch
a proof of the argument for clarity.

First, note that (2.3) is trivially true in the absence of surgeries, in view of Lemma 2.3.
So the point is to study drops of A;(#) := A;(—Ag + kRg,) at surgery times t =
t,...,tg € [0,T"). Arguing verbatim as in [KLO8, Section 93.12] and replacing
[KLO8, Lemmas 93.16, 93.21] with Lemmas E.1, E.2, we find:

[Ay (&) — AT < Ch(tl-)4 ateveryi =1,..., 0, (2.4)
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where

(tl) = hm Al(t) Ay (t) = lim Aq(2)

l*)l‘

and & : [0, T*) — R, denotes the surgery scale parameter. Recall that Ricci flow with
surgery discards regions with volume > Ch(f;)3, so

A7 (1) — A7 (1) < Ch@) (V™ (1) — V(1) (2.5)
where

V() = lim volg, (My), V=(5;) = lim volg, (M,).

t—)t

Combining (2.4) and (2.5) yields, for all T € (0, T*):

DA @) =A@ < Clsup ) DV = V@), (2.6)

i<t )T i<t

It is crucial to point out that C does not depend on 7. We only introduce t to facilitate
our estimation of the volume-drop series on the right hand side of (2.6). We compute for
allt € [0, T)\{t1, ..., to}:

— g7 volg, (M) = /M R dig,

:k*l/ (IVg, 1% + kR, 1%) d iy,
M,
> k™ a0 volg, (M)); (2.7)

Thus, the volume of (M;, g;) decreases monotonically (even across surgeries, where it
decreases by > Ch(#;)?) as long as A1(¢) > 0. Combining (2.6) with (2.7), the sum on
the right side of (2.6) telescopes, so

Z Ay () = A7 (@)] < C(Sup h) volg, (Mo) (2.8)

i<t

provided A1 (¢) > 0 on [0, t]. In particular, by choosing & globally sufficiently small (as
[KLO8, Section 93.12] is free to do) we can arrange for the right hand side of (2.8) to be
< A. Thus, this allows us to take T — T* and conclude that (2.3) holds, as claimed. O

Proof of Theorem 1.2. It will benefit us to first recall the strategy of [Marl2], where
this result was proven (with different notation) for k = oo. We start with an arbitrary
g € .#Z°(M) and isotope it through .#2° (M) to a metric belonging to a smaller class
of “model” metrics® M(M) on M (its definition is not important for us), whose quotient
MM (M)/ Diff . (M) is path-connected (see [Marl2, pp. 841-842]).

We use the same strategy, except we can now rely on the path-connectedness of
z///on(M)/Difer(M) and (1.3): it suffices to isotope an arbitrary g € ///kzo(M) to a
positive scalar curvature metric; the result then follows from [Mar12] and (1.3).

9 Elements of M(M) are called “canonical” metrics in [Mar12].
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The isotopy is provided by 3D Ricci flow with surgery starting with (M, g). Short-
time existence for the smooth Ricci flow with initial data (M, g) was established by
Hamilton [Ham82], and long-time existence for the Ricci flow with surgery, with suffi-
ciently small surgery parameters, was established by Perelman [Per02,Per03b,Per03a];
see also [KLOS8] for a detailed exposition. We know that the Ricci flow with surgery
starting off (M, g) becomes extinct in finite time and only undergoes finitely many surg-
eries (Lemma 2.4), and that at any given positive time our flow consists of .Z, k>0 pieces
(Lemma 2.5).

We prove the existence of the isotopy through //;O(M ) from g to a metric in
///OZO (M) by induction on the number of surgeries. Since we will need to work on
several different manifolds (due to surgery), we will emphasize the manifolds on which
our isotopies occur; for example, instead of saying g is isotopic to g’, we will say (M, g)
is isotopic to (M, g’).

Base case (no surgeries). In this case, our Ricci flow (M, g;):cjo0,1) With go = g is
smooth, becomes extinct as ¢t — T, and (M, g;) is covered by canonical neighborhoods
(which have positive scalar curvature) as t — T; we direct the reader to the top of
[Marl12, p. 822] for the precise definition of these neighborhoods (see also [KLOS,
Definition 69.1]). Let ¢ > 0 be sufficiently small so that (M, g7_.) is covered by
canonical neighborhoods. Then the Ricci flow provides the isotopy through ///,fo(M )
from (M, g) = (M, go) to (M, g7_), and the result follows since g7_. € .///;JO(M).

Inductive step (Q > 1 surgeries). In this case, we have a Ricci flow with surgery
(M;, gt)iejo,1) starting at (Mo, go) = (M, g), with surgery times0 < 11 < ... <tp <
T, and which becomes extinct as ¢ — 7. Now denote by (M_, g_), (M, g+) the pre-
and post-surgery manifolds at the surgery time r = t;. (Thus, M_ = M.) By virtue of
(2.3), we may assume that

AM(—A+kR) > 2\ > 0O forboth (M_, g_), (M4, g+). (2.9)

Viewing (M., g+) as an initial manifold that also evolves by Ricci flow with Q — 1 surg-
eries, by the inductive hypothesis, (M., g+) is isotopic through ///k>O(M+) to some
(M4, hy) with hy € %;0(M+). Therefore, by the connected-sum result for con-
tinuous families (Corollary D.2), the Gromov—Lawson connected-sum of the com-
ponents of (M., g+) and any discarded components at the surgery (which all are in
///;0 C ///k>0, the inclusion by (1.3)) is isotopic through ///k>0(M_) tosome (M_, h_)
with h_ € ///;)0 (M_). Moreover, this Gromov-Lawson connected sum of the compo-
nents of (M., g+) and any discarded components is also isotopic through ///,f%M _)to
(M_, g_) by virtue of the reconstruction lemma below (Lemma 2.6). Finally, (M, g_)
is isotopic through ./, k>0(M )to (M, go) = (M, g) via the smooth Ricci flow itself. This
completes the proof. O

Lemma 2.6 (Reconstruction lemma). Assume the setup above. Then, the pre-surgery
manifold is isotopic to the Gromov—Lawson connected sum of the components of the post-
surgery manifold and any discarded components, through metrics with A1 (—A +kR) >
A, with A as in (2.9).

Proof. Recall that the pre-surgery and post-surgery manifolds are denoted (M_, g_),
(M, g+), and they satisfy (2.9). Without real loss of generality, we will assume that no
components get discarded by surgery. The general case is a simple modification.

We introduce the following notation following [KLO08, Section 57.2] and [KLOS,
Section 93.12] adapted to our setting:
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e &, r(t1), 6(t1), and h(t1) are the Ricci flow surgery parameters at the surgery time
I3

o (Mcap, 8eap) := (M4, g)\(M_, g_) is the cap region in My;

e (X, gx):= (M4, gy) N(M_, g_) is the region unaffected by the surgery;

e Q2 C M_ is the e-horn inside which the surgery is performed and which is extended
until R, ~ r(t) 2.

The construction of Ricci flow with surgery guarantees that
R > 2¢18(11)r(11) > on (Meap, geap), (2.10)

for a universal ¢; € R. By Proposition D.1 we can perform a connected-sum operation

at the tips of (Mcap, gcap) to Obtain (MC%, gg]];) satisfying
R > c18(t) (1)) on (Mg, gom). (2.11)

Note that M_ ~ X U~ McGalﬁ where ~ identifies the common boundary points along X,

MS}‘, with suitable orientation.

Step 1 (isotopy with scalar curvature control). Following [KLOS, p. 2838],letU C
be an e-tube within the e-horn  (C M_), whose center has scalar curvature

R ~ 3car(t) 2, (2.12)

where ¢; € R is a large constant to be determined. Such an e-tube exists by the surgery
construction, as long as the surgery parameter 6(#1) (see (2.11)) is sufficiently small
depending on c¢;. Note that there are infinitely many such e-tubes U. Among them,
we choose one that is closest to the surgery region. Thus, if we call V the connected
component of Q\U containing the surgery region, it follows by definition, (2.12), and
the surgery construction that

R > 2cor(t1) " on (V. (gx UgGr) L V). (2.13)
At this point, we follow [Mar12, Section 6] to construct an isotopy

[0,1]3 1 g, € Met(M_) = Met(X U~ MSL)

cap
satisfying go = g and g1 = gx U chaIE and

(1) u > gy is constant everywhere on M_\V;
(2) R>cor(t))2on (V, g, LV)forall u [0, 1].

The reference applies verbatim as long as we replace the positive scalar curvature isotopy
in [Marl2, Proposition 3.3] with our strongly positive scalar curvature isotopy from
Lemma B.3, and the regular Gromov-Lawson connected-sum construction for families
in [Mar12, Proposition 6.1] with Corollary D.2. Note that we have used Corollary D.2’s
(2) to derive conclusion (2) above, and nowhere do we use Corollary D.2’s (3).

Step 2 (L1 (—A + kR) along the isotopy). First, by the Rayleigh quotient character-
ization of the first eigenvalue, applied with a test function supported on another e-tube
U’ near 92 that is fully contained in X (and thus does not intersect V'), we have:

() < car(t)~* on (M-, gy,) for every p € [0, 1], (2.14)
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where A1 () denotes A1 (—A +kR) of (M_, g,,) and the constant c3 € R is universal.
In particular, if we choose ¢; sufficiently large depending on ¢3 and on k, we will have

kR > hi(u) +1on (V,g,L V) forall u e [0, 1], 2.15)

by conclusion (2) of Step 1. The control of A1(u) now follows as in [KLOS, pp. 2838—
2839] with Lemma E.2 in place of [KLO8, Lemma 93.21]. The reference’s proof carries
through verbatim to show that every A;(u) is close to the first Dirichlet eigenvalue of
—A + kR on (X, gx), which is independent of 1 and close to A1 (—A + kR) of both
(M4, g+),s0 A1(un) > Aforall u € [0, 1] by (2.9). |

We proceed to Theorems 1.3 and 1.4, the proofs of both of which invoke [BK19].

Proof of Theorem 1.3. Let g € %QO(M) be a fixed auxiliary metric on M, and let
g € M, kzo (M) be arbitrary. It suffices to show the existence of a continuous path through
///k>O(M ) from g to goo. This is done in two steps. First, there exists a continuous path
through /Zk>0(M) from g to ¥ * goo, for some € Diff(M). Thisis due to Theorem 1.2.
Second, there exists a continuous path through //ZOEO(M ) C ///k>O(M ) (the inclusion
by (1.3)) from ¥* g to goo. This is the content of [BK19]. O

For Theorem 1.4, in an earlier version of the paper we relied on the now well-
understood theory of the long-time behavior of the Yamabe flow following the deep
work of Brendle [Bre05] to prove that ///f/g(M ) is contractible. After a talk of the
second author at Oberwolfach, Bernd Ammann indicated that the contractibility of the
space of conformal factors alone suffices for proving Theorem 1.4. We present this
simpler argument here:

Proof of Theorem 1.4. Without loss of generality, M is connected. In the disconnected
case, we concatenate our null-homotopies across components of M.

We show that ./, 173 M), A f/g (M) are weakly contractible, i.e., that their homotopy
groups vanish. So, fix a homotopy dimension k£ € N and consider any continuous map

§ 560 > goo € MTYM) (MTM)).

For each 6 € SK, let uy € C°°(M) be the unique positive first eigenfunction of —A e+
%Rgﬁ with unit L2(dp g¢¢) norm. Then, consider the continuous family !0

g0 = [(1 — 1) +1ug]*gq forall (6, 1) € $* x [0, 11.
For each t € [0, 1], go,; and gp are in the same conformal class, so by Lemma C.1
8o € ///f/g(M) (//lf/g(M)) for all (6, 1) € SK x [0, 1].
Moreover, at t = 1 we have by (A.1) and our choice of uy that
g0.1 € AMZO(M) (MZ0(M)) forall @ € SF.

Since M is topologically PSC, we can run Ricci flow starting at gg 1, 6 € S¥, for a small
uniform time ¢ > 0 to get a continuous family

g0 € A#Z°(M) forall (0,1) € 8K x [1,1+¢].

104> ug € C°°(M) is continuous when 6 — go € Met(M) is because, e.g., 0 — A1 (—Ag, + éRgQ) is
continuous (see [Kat95, Chapter IV, §3.5], or the proof of [MS15, Lemma A.1]).
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In particular, 6 +— gg,14¢ is an element of ¢ (///;O(M )). By Bamler—Kleiner [BK19],
this element is null-homotopic in ///OEO(M). Concatenating homotopies, 8 — gp o is
null-homotopic in ///f/g(M ) (M lz/g(M )). This completes the proof that ///ﬁ/g (M) and
%lz/g(M ) are weakly contractible. This also implies the contractibility of ,///17(8)(M)
by Whitehead’s theorem, since this weakly contractible space has the homotopy type

of a CW complex by [Mil59, Corollary 1], being an open subset of the separable and
metrizable manifold Met(M). |

3. PSC Almost-Cobordance Tools

We will need a refinement of the existence result of Theorem 1.3.

Proposition 3.1 (Fundamental path, 3D). Suppose that M is as in Theorem 1.3 and that
8L, gr € AO(M) with k € [1, 00).
Then, there exists a smooth path (g7):c(0,1] of metrics on M with:

(1) gg = 8gL;
() g7 = gr;

(3) g2 € M7°M) forall t € (0, 1).
(4.2) L0y (—Ago +kRgo) > Oatt =0;
(4.b) Ly (—Ag +kRg) <Oatt = 1.
Remark 3.2 (Fundamental path, 2D). Proposition 3.1 remains valid for closed orientable
topologically PSC 2-manifolds M and all k € (0, 00).

Conclusions (1)—(3) follow from Proposition C.4. Conclusions (4.a), (4.b) follow as
in [CM20a, Lemma 2.1].

Remark 3.3 (Fundamental path, all dimensions). Proposition 3.1 remains valid for closed
n-manifolds M (n > 3) and all k£ € (0, co) under sufficiently restrictive hypotheses,
such as:

(i) gL.8r € ///,fo(M ) are sufficiently close to rescalings of one another, or

(i) gL, gr € LinClos[///,fO(M )] coincide up to scaling.

See Remark 1.8 for ways in which the proposition can otherwise fail.

Proof of Proposition 3.1. The construction takes three steps.

Step 1 (constructing (g7);e[0,1/3))- First run smooth Ricci flow starting at g5 = gL
for some short amount of time ¢ € [0, ¢], ¢ < % By Lemma 2.3, this smooth path
already satisfies conclusions (1), (3), (4.a) fort € [0, €]. We then invoke Theorem 1.2 to
extend the path continuously to the time interval # € [g, %] so that g{ 13 € j/;o (M) and
gl € %k>0(M) for all t € [e, %]. Thus, conclusions (1), (3), (4.a) have been arranged
to hold for ¢ € [0, 1], and g 13 € MZO(M).

Step 2 (constructing (g7)re[2/3,11)- Run the same process as Step 1, except starting at
gr and ultimately reparametrizing time by t — 1 — ¢ to obtain (g7);c[2/3,1] that satisfies
conclusions (2), (3), (4.b) fort € [%, 1], and with g§/3 € ,//Z;O(M).

Step 3 (constructing (g7)ref1/3,2/31)- Note that gi’/3, g§/3 € j/;O(M) and that this
space is path-connected by the recent breakthrough of Bamler—Kleiner [BK19], so we
can extend our construction to a continuous (g7);c[o0,1] With g/ € //lozo(M ) for all

t € [4. 3], obtaining (3) in full.
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The result follows by smoothing for ¢ € [%8, 1-— %s] as in [CPM18, Section 2] and
recalling the inclusion in (1.3). |

Proposition 3.4 (Volume normalization and Moser twist). Suppose that M is a closed
connected n-manifold and that (g7 ):[0,1] Is a smooth path of metrics on M.

Then, there exists a smooth path (0):c[0,1] of positive scalars and a smooth path
(Yt)rel0,1] of diffeomorphisms of M isotopic to the identity (y; € Diffo(M)), so that:

(1) Yo =1d and o9 = 1;
(2) the Riemannian volume form induced on every slice

M x {t} € (M x [0, 1], o, g° +d1?)

is t-independent.

If g1 = oy g?, we say that (g:)ie(0,1] is obtained from (g7)ic[0,1] by normalizing
volume and performing a Moser twist.

Remark 3.5. Ttem (2) above is equivalent to the statement:
every M x {t} is a stable minimal hypersurface in (M x [0, 1], o} wl*g, + dtz).

Indeed, if all M x {t} are (stable) minimal, then their volume form is constant by the
first variation formula. Conversely, if their volume form is constant, then all M x {t} are
minimal by the first variation formula and (degenerate-)stable by the second variation
formula.

Proof of Proposition 3.4. We fix o, once and for all by requiring that

%vol o(M)=0fort € [0, 1].

018t

We determine v/; using Moser’s trick as in [MS15, Lemma 1.2]. We recall the argument
here for the reader’s convenience. For all ¢ € [0, 1],

/M (L Trp g0 4(0189)) ditgyge = & voly, g0 (M) = 0, 3.1)
so the divergence equation
i — _1 d 0
le(f;g;’ X = ) Tra,g;’ E(O—tgt) 3.2)

is smoothly solvable in time.'! Then, setting v/, as the integral flow of the vector field
X; we get:
oyt = G dio,gp) = Ui (Gdbo,gp + Lx,d1oyg0)
= ;" (3 Troyer 5 (0187) +divo,g0 Xi) dpt,ep =0,
where the last equation follows from (3.2). O
We can now construct our monotone PSC almost-cobordances:

11 After normalizing by a constant, we can smoothly in 7 solve A <? fi = —% Tr,, e % (0187) in view of
(3.1) and elliptic regularity. Then, take X; := Vatg? ft-
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Proposition 3.6 (Monotone PSC almost-cobordance, 1). Suppose that M is a closed
connected n-manifold and that g1, gr € ///178(1‘/1) have volg, (M) = volg, (M).

Let (g1)1e[0,1] be obtained by applying Proposition 3.4 to a smooth path of metrics
(87)te[0,1] on M that satisfies Proposition 3.1’s (1)—(3) with g1, gr, k = %

Then, there exists a metric h on N := M x [0, 1] such that:

(1) hL (M x {0}) = g1

2) hL (M x {1}) = Y*gg for some ¢ € Diffo(M);

3B) Ry, >00n N;

4) M x {t} C (N, h) is stable minimal for all t € [0, 1].

One may, in fact, seth = g; + Azutzdt2 where:

o (ur)ie(0,1] is a smooth path of first eigenfunctions of (—Ag, + %Rg,)te[o,l])
e A € (0, o0) is sufficiently large depending on (g:):c[0,11, (Ut)1€[0,1]-

Proof. This was carried out in [MS15] in a narrower setting and with more tedious
computations, so we redo a simpler proof.

See Remark 2.2 for the existence of (u;);¢[0,1]- Note that our ansatz for k already
satisfies conclusions (1)—(2) by Proposition 3.1’s (1)—(2) and Proposition 3.4’s (1)—(2).
It remains to check conclusions (3)-(4). Lemma A.1 gives the relationship

I, = ! I (3.3)
e AM[ ! ’
between the second fundamental form I, of M x {t} C (M x [0, 1], h) and I, of
M x {t} C (M x [0, 1], g + dtz). Likewise, we have the relationship
1

H=—H=0 3.4
0=, (3.4)

between the mean curvature H; of M x {t} C (M x [0, 1], k) and H; of M x {t} C
(M x [0, 1], g; +dt2), where the last equality uses Proposition 3.4’s (2), forcing H; = 0.
This implies conclusion (4); see Remark 3.5.

Proposition 3.1°s (1)—~(3) imply A1 (—Ago + %Rg;}) > (O forall ¢t € [0, 1] and thus

M(=Ag + 2R) > Oforallt € [0, 1], (3.5)

since the sign of Aj(—A + %R) is invariant under rescaling and diffeomorphisms of the
underlying metric. Writing A1 (1) := A1 (—Ag, + %Rg,) for brevity, Lemma A.1 gives:

Rplmxqy = 2x0(t) — 247w 2 A, — H? — |, |%, (3.6)

t

For large A, (3.3), (3.4), (3.5) tell us that the first term of the right hand side of (3.6)
dominates the rest, thus implying conclusion (3). O

Remark 3.7. The reason we call the construction above an “almost” cobordance is be-
cause we cannot prescribe both boundary metrics: we have to allow for a pullback by an
element of Diffq(M) on one side.

We will also be interested in the following variant of the previous result, where we
produce mean-convex foliations of the interior rather than minimal foliations.
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Proposition 3.8 (Monotone PSC almost-cobordance, II). Suppose that M is a closed
connected n-manifold and that g1, gr € //llz/g(M) have volg, (M) = volg, (M).
Let (g1)te[0,1] be obtained by applying Proposition 3.4 to a path of metrics (87 ):[0,1]
on M satisfying:
e Proposition 3.1’s (1)—(3) with g, gr, k = %
e Proposition 3.1’s (4.a) if g1 & t//lljg(M), and
e Proposition 3.1’s (4.b) if gr & M9(M).
Then, for every ¢ > 0, there exists a metric h on N := M x [0, 1] such that:
(1) hL (M x{0}) = gp;
2) R (M x {1}) = (1 + &)y *gR, for some ¥ € Diffo(M);
(3) Ry, > 0on N\(M x {0});
@) Rplmx(o) > Ounless g1 & A79(M);
(5) M x {t} C (N, h) has mean curvature vectors pointing strictly toward M x {0} for
allt € (0, 1];
(6) M x {0} C (N, h) is stable minimal.

One may, in fact, seth = (1 +p(t))gr () + Azu%mdlz, where:
o (ur)ref0,1] is @ smooth path of first eigenfunctions of (—Ag, + %Rgl)te[o,l];
e A € (0, 00) is sufficiently large depending on (g:)ic[0,11, (Ur)te[0,1], €-
e p,7:[0,1] — [0, 1] are smooth increasing bijections of [0, 1] to itself depending
on (8)ref0,11, (Ur)1e0,1], &-

Proof. See Remark 2.2 for the existence of (#;);¢[0,1]. Our ansatz for h already satisfies
conclusions (1)—(2) by Proposition 3.1’s (1)—(2) and Proposition 3.4’s (1)—(2). It remains
to check conclusions (3)—(6). We will require that:

0 (0) =0and p'(¢t) > Oforall ¢ € (0, 1]; 3.7

/(t) > Oforall t € (0, 1). (3.8)
Lemma A.1 gives the relationship
i _ P08 + L+ epO) g8 li=enT' @)
ZAMT(t)

380 (Dgr + (L +ep@)T () ) (3.9)
Auf([) .

between the second fundamental form I; of M x {t} c (M x [0, 1], k) and I, of
M x {t(t)} C (M x [0, 1], g + dr?). Likewise, we have the relationship

i — 560" (1) Trg, ) gr(o + (1 +6p()T' (1) Hr sy _ nep’ (1)
(I +ep()Aur() 2(1 +ep(t)Aur

(3.10)

between the mean curvature H; of M x {t} C (M x [0, 1], k) and Hyyof M x{z(t)} C

(M x [0, 1], g +d t2), where the last equality makes use of Proposition 3.4’s (2), which
forces Hr ;) = 0. Conclusions (5)—(6) follow from (3.7), (3.10).
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It remains to control the scalar curvature, which by Lemma A.1 is:

() 25 H,
1+ep(t) AMT([)

Rilmxyy = — H? —|I,|%, (3.11)

where A1(f) := A1(—Ag, + %Rgt) and |I, |2 is the squared norm of I, with respect to
(1 +ep(t))gc(r). Using Hy () = 0 again, (3.9) implies:

1ne2p' 02 + (L +ep()*T' ()2 T 12

(1+ e,o(t))zAzu%(t)

I, = , (3.12)

where | |? is squared norm of I, ;) with respect to g;(;). Similarly, (3.10) gives:

—5 B n282p/(t)2 (3 13)
L 40 +ep ()2 A2, '
(1)
and
aif nep' (t) e H,7'(1)[ 2 log urli=ew) .14)
Aurgy 21+ sp(t))Azu%(t) ! Ay
Combining (3.12), (3.13), (3.14) and some algebraic manipulation:
Rilagoiyy = 22O nep” (1) (3 — mne?p' (1)
P Taep) — (T ep)AZ2,,  4(1+ep())2A%2,
B | ]Ir(t) |2'L'/(l)2 ngp/(t)‘[/([)[% ]0g M;][:T(;) (3.15)
A%, (1+ep(1)A%u? )

Our next goal is to ensure conclusions (3)—(4). To that end, first note that, as in the
proof of the previous proposition, Proposition 3.1’s (3) and the invariance of the sign of
M(—A+ %R) under rescaling and diffeomorphisms gives the crude estimate

@) > Oforallz € (0, 1). (3.16)

We improve on this as follows:
Step 1 (arranging conclusion (3) near t = 0, and conclusion (4)).

e CaseA: gy € ///D%(M), i.e., A1(0) > 0. Take
() =t, p(t)= > neart = 0.
For sufficiently large A depending on n, €, (#)se[0,1], (| It )s¢[o0,17, the first term of
the right hand side of (3.15), which is uniformly positive near t = 0 by A1(0) > 0,
dominates all remaining terms near t = (. Therefore,

Rplmxisy = 21(t) > Onear 7 = 0.

This ensures conclusion (3) near t = 0, and (4) since A1(0) > 0.
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e CaseB: g, ¢ ///ﬁ/g(M), i.e., 1(0) = 0. By Proposition 3.1’s (4.a),
[im(=Ag + %Rg?)]tzo > 0.
Recall that g; = o,y g7 for o; € (0, 00), ¥, € Dift(M). Using
A‘l(_AUth*gt + %Rgt‘ﬁ;*gt) = o-til)”l(_Agt + %Rgt)
together with A1(—A,, + %RKL) = 0, we find that
K0) = [4ri1(—Ag, + 3R],y > 0.
Take o > O sufficiently small depending on )J] (0), so that 7(r) = ar? satisfies
(t’(t))2 < l)»1(r(t)) near t = 0. (3.17)

Take A large enough depending on n, €, (4;):¢f0,1], (| s )sef0,1], S0 that

ne(l+ g loguidi—wl) _ e > _

<1.
1+ £p(t))A2u%(t) A2u§m

)

We now take p(¢) to satisfy

p"(t) +p'(t) < $A1(r (1)) near t = 0.
Then, (3.15) gives

Rplmxiny = %M(r(t)) > O near ¢ = 0,

with strict inequality except at r = 0 by virtue of (3.17) since 7(r) = ar>. This
ensures (3) near t = 0, while (4) is vacuous.

Step 2 (arranging conclusion (3) near t = 1). Step 1’s strategy goes through verbatim
except with 7(f) = 1 — at? for small «, and arranges for

@) < 3(1+&)~ M)
We also instead take p(¢) near t = 1 to satisfy
") + 7' (1) [% log u,]tzt(t) o'(t) > 0.
The rest of the argument proceeds similarly to yield
Rulmxiny > (1 +8)7'A1(z(t)) > Oneart = 1.

We leave details to the reader.

Step 3 (arranging conclusion (3) away from ¢ = 0, 1). At this point, p, T are fixed
near t = 0, 1, and A is bounded from below depending on n, &, (1;)s¢0,17, (| I |)zef0.1]-
If J C [0, 1] denotes the relatively open set near which Steps 1 and 2 were arranged,
then note that by (3.16) we have

inf A t 0.
g}mJ 1(z (@) >

tel
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Now, extend p, T arbitrarily to [0, 1] to be smooth bijections on [0, 1] satisfying (3.7),
(3.8). We now take A sufficiently large, depending only on n, €, (u;)s¢0,17, (| Is Dreo, 17,
and our choices for t, p, and arrange for

— - Zig Mr(T(t
Ht2 + |]It|2 + ot < in 1( ( )) )
Aurpy ~ tel0. 1N 1+ ep(2)

Altogether, (3.11) gives
Rplmxiy = cA1(z(t)) > Ofort € [0, 1]\J

too, and thus conclusion (3). This completes the proof of the proposition. O

4. Proof of Theorem 1.10

We need the following lemma (which we will apply with (M, g;) having come from
Proposition 3.8) to prove Theorem 1.10.

Lemma 4.1 (Smoothing a concatenation with no new minimal surfaces, I). Let 3 <
n+1 < 7. Consider two compact Riemannian (n+1)-manifolds-with-boundary (M;, g;),
i=1,2 withoM; = MFuME fori =1,2, and

° Mf C (M, g,) is isometric to MZL C (M2, g5);

° MlL C (M, g,) and M2L C (M, g,) are stable minimal hypersurfaces, though
M lL is allowed to be empty;

° MlR C (M1, g,) and Mf C (M3, g5) have mean curvature vectors pointing
strictly inward;

o Ry > 0 on M, strictly along MlR, and Rg, > 0on Mj;

o neither (M, g;) has closed interior minimal hypersurfaces.

Define
(M, 8):= (M1, g,) U~ (M2, g,),

where ~ identifies the isometric boundaries MR, MZL as a single hypersurface ¥ C M.
This is a compact Riemannian (n + 1)-manifold-with-boundary with a “corner” along
.12 Let U be a neighborhood of ¥ in (M, 8).

Then, there exist smooth metrics g5 on M , for § > 0 small, such that:

(1) g5 — gin CO(M) as$ — 0;

(2) &5 =& on (M1\U) C M;

B)gsLMR=1+8)gL ME;

(4) Rz, = 0on M;

(5) (M, g4) has no closed interior minimal hypersurfaces.

Proof. First, we need the following:

12° §1 has a well-defined smooth structure; it is £ that has a “corner” in the sense of [Mia02].
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Claim 1. There exists a smooth family [0,5] > t — f© e C°°(M2L) with f©@ =0,
f®O > 0fort € (0,0, such that

the mean curvature vectors of M2L = graph‘;'/[zL f @
2

point strictly away from M2R forallt € (0,0]. 4.1)

Proof of Claim. If M2L is strictly stable, then flowing in the inward-pointing direction of
afirst eigenfunction of the stability operator of ML, the rate of change of mean curvatures

is strictly positive (by the second variation formula). The result follows with f*) being
small multiples of a fixed first eigenfunction of the stability operator of MQL.

If MZL is degenerate stable, the result is only slightly more delicate and follows from
the implicit function theorem as in [Gall8, p. 225] or [Son18, Lemma 10]. m]

Denote by ¢ € C°°(M,) the unique solution to
Ag,¢ =0o0n M,, ¢ =0along M5, ¢ = 1 along My. 4.2)
By the Hopf boundary point lemma,

Vg, ¢ is strictly inward pointing along M2L , 4.3)
Vg, ¢ is strictly outward pointing along MZR . 4.4)

For § > 0, set g5 5 := (1+8¢)" "D g, Then, (A.1) and (4.2) imply
Rg/z,a > 0on M>, 4.5)

while (A.2) and (4.3), (4.4) imply that, as long as § > 0 is small,

Claim 1 holds in (M3, g’z’ s) with the same hypersurfaces M2L !

and (4.1) holds for all ¢ € [0, o], (4.6)
and
the mean curvature vectors of M C (M3, g55)
are shorter than those of MIR C(My, gy, 4.7)
and

the mean curvature vectors of MX < (M5, g5 5) point strictly toward ME. (4.8)
Hold this § fixed. Denote by ¢5 € C°>° (M) the unique solution to

Ag/”;;:—loan, e =0o0n oM. 4.9)

Set g4 5, := (1+&Z5)* =D Then, (A.1) and (4.9) imply

Rey . > 0on M, (4.10)
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and (A.2), (4.6), (4.7), (4.8) imply that, as long as ¢ > 0 is sufficiently small, depending
ond,

Claim 1 holds in (M3, g3 5 .) with the same hypersurfaces M2L !

and (4.1) holds for all ¢ € [0, o], “4.11)
and
the mean curvature vectors of M2L C (M, g/z’, 5.6)
are shorter than those of MlR C (M, gy, 4.12)
and

the mean curvature vectors of Mf C (M;, g’z’, 5.¢) point strictly toward M2L .(4.13)

We hold this ¢ fixed in denoting the resulting manifold (M, g5 5). On this manifold,
we apply Proposition FE.5 with U inside the neighborhood of Cla1m I,and n — 0 to be
chosen, to deform it locally near M, L to (M3, g’” ) Certainly, for small n we have, by
(4.11) and Proposition F.5°s property (4) that

Rg/z/,/a,n > 0on M;. (4.14)

Moreover:

Claim 2. For § > 0 sufficiently small, and then n > 0 sufficiently small depending on
8, Claim 1 holds in (M2, g5's. ,) With the same hypersurfaces M2L’t and (4.1) holds for
allt € [0,0].

Proof of Claim. Since our conformal constructions trivialize in C*° as § — 0, we may
write

85

Ml =: graph 7 f @0

for f1 MZL — R with uniform C? constants provided 6 is small.

On the other hand, note that the metrics g2 P g/z//a 0 have no dt factors in their
difference in Fermi coordinates over (x, t) with respect to either g/z/, 5 OF g/z” 5. (see
Remark F.4). Thus, by Lemmas A.1, A.2, the uniform C2 bounds on f 6.5 and the
fact that g/z” s g2 sinC !'by Proposition F.5’s property (1), the mean curvatures of

g

M := graph " f @) remain positive in (M, g5's ») if  is sufficiently small, since

they were posmve in (M, g5 2.5)- The claim follows. O

We hold this 7 fixed in denoting the resulting manifold (M, g5's).

Next, apply Theorem F.3 to (M1, g;) with  — 0 to be chosen anew to deform it
locally near M; Rto (M, g’1 ) so that the mean curvature of M R (M, g’1 77) agrees
with that of ML C (M>, g2 5) which in turn agrees with that of ML C (M>, g/” ). The
reason we can 1nvoke this theorem is (4.12) above and Propositon F. 5 S property (3) Note
that, if n > 0 is sufficiently small, then a fixed neighborhood U of M1 in (M, gl,n)
will have the property that it is foliated by hypersurfaces whose mean curvature vectors
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all point strictly away from M IR. Fix any such n > 0, and write (M1, g/) for the resulting
manifold.
Note that, by Remark F.2,

(M. g5) = (M1, g}y u~ (M3, g's)

is smooth and satisfies conclusions (1), (2), (3),13 (4) by construction. The lemma will
follow once we prove that it also satisfies conclusion (5). We will use a smooth local
foliation of mean-convex hypersurfaces near X to achieve this. The portion the foliation
to within M| is covered by U . On the other side, set

U, = U MzL’t,
tel0,0)

"

and note that, by Claim 2, it is a neighborhood of MZL C (M2, g, 5) that is smoothly
foliated by hypersurfaces whose mean curvature vectors all point strictly away from
MZX, and U, is independent of § — 0.

Suppose, for the sake of contradiction, that there did exist a closed minimal hyper-

surface T(SO C (M\oM, 8s).

Claim 3. There exists a nonempty two-sided stable closed minimal hypersurface'* Ty C
(M\OM, g;) that satisfies VO]§5 (Ts) < VOlga (MZR).

Proof of Claim. This claim follows directly by area minimization in the homology class
of the mean-convex boundary component M2R in (M \T50, 8s), or more precisely in its
metric completion where we have one or two additional minimal boundary components
corresponding to the two-sided covers of TSO. We show yet another argument that will
make the proof of the more complex Claim 5 below easier to follow. Our idea was
inspired from the proof of [Whi09, Theorem 2.5].

We wish to consider the mean curvature flow starting at the mean-convex boundary
component MZR. Since mean curvature flows may develop singularities in finite time,
we need to work with a weaker notion: the mean-convex level set flow (see [Whi00]).

For simplicity we first assume that M IL = . Then MZR bounds a compact mean-
convex domain K(0) in (M , 85). Lett — K(r) be the mean-convex level set flow out
of K£(0) in (M , &5). The constant flow 7 — Tao is a weak set flow [Whi95, Section 4]
by the minimality of T50 and the maximum principle. Then, the weak set flow avoidance
principle [Whi95, Theorem 7.1] implies T(;0 C K(00) := lim;_, o (). By [Whi0O0,
Theorem 11.1], 75 := 9K (c0) is a smooth stable minimal hypersurface (possibly the
double cover of an embedded hypersurface). It is nonempty since }C(co) D T, and

volg (Ts) = volg (0K (00)) < volg (K(0)) = volg, (MzR).

Now consider the general case, M 11‘ # (). Enlarge M by gluinga M IL x (—00, 0]to dM
along M%, and smoothly extend g5 to a complete metric with Ricci curvature bounded
below (this is necessary for mean curvature flow well-posedness), and so that M 1L x{—1}
has mean curvature vectors pointing toward M lL x {0}. Now take K (0) to be the compact
mean-convex domain between MZR and M IL x {—1}, and run the mean-convex level set
flow t > I@(t) outof £ (0). We now proceed as above but also use that # +— M IL is alsoa

13 For (3) we reparametrize so that (1 + 8)4/("_1) > (1 + ). This doesn’t affect (1), (2), (4), (5).
14 Ts may be a multiple cover of an underlying embedded hypersurface.
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constant weak set flow. By the avoidance principle, M IL U T(S0 C IC(oo) = limy s IC(I)

and 9/C(oc0) is a smooth stable minimal hypersurface, at least one of whose components
is in the non-extended manifold. O

Claim4. Ts ¢ M| U U, as long as § is small enough.

Proof of Claim. The mean-convex foliation of U, U, with respect to g5 and conclusion
(2) would imply that 75 would be a closed minimal hypersurface in (M \U1, g). This
is a contradiction. |

We now restrict our focus to (M2\dM>, g5's) and send § — 0. Note that g5’
converges in C°. to the original metric, g,. In view of the uniform volume bounds we
have obtained, the portion of the stable minimal hypersurfaces T that is contained in
the interior of M, subsequentially converges in C}. to a smooth minimal hypersurface
T C (M\dM>, g,) with TN(M,\Uy) # ¥ by construction and with @ # T\T C M2L
by [SS81]. Now:

Claim 5. There exists a nonempty two-sided stable closed minimal hypersurface T* C
(M>\OM>, g,) that satisfies volg (T*) < volg (MR).

Proof. This follows from the same argument as Claim 3, except now we need to work
on an extension of (M>, g,) instead of an extension of (M , 85) and use MZL UT asan
obstacle instead of M U T). To see that the constant flow on the closed set ML U T is
a weak set flow one can argue by contradiction; a smooth mean curvature flow cannot
have a finite first touching time with MzL U T because it’d either have to happen with
a smooth point of MZL or, else, with a smooth point of T, either way contradicting the
maximum principle. Thus, [Whi95, Theorem 7.1] applies just the same as before to give
us avoidance from MZL U T, and the rest of the argument from Claim 3 now applies

verbatim with M% U T and (M,\dM>, g») in place of ML U T and (M\0M, g5). O

The existence of T violates (M2, g,) € Ep(M2, g2, H = 0). |
Now we can prove Theorem 1.10.

Proof of Theorem 1.10. If f : M — R satisfies
AgofzeonM, f=1onoM,

then using (A.1), (A.2), it follows that (M, f 2 80) has everywhere positive scalar cur-
vature and, when ¢ > 0 is sufficiently small, its boundary is still mean-convex.
Invoke Proposition 3.8 to construct a metric 2 on C := M x [0, 1] such that:

hL (M x {0}) = go;

hlL (M x {1}) = ¢*g for some ¢ € Diffo(M);

M x {0} C (C, h) is stable minimal,

M x {1} C (C, h) has mean curvature vectors pointing strictly toward M x {0};
Ry >0onC.

Then, the result follows by using Lemma 4.1 to smooth the concatenation
(M. f2go) U~ (C. (¥~ 1)),

where W is the constant extension of ¢ € Diffy(M) to Diffy(C) and ~ identifies the
obvious boundary components under . O



1856 C. Li, C. Mantoulidis

5. Proof of Theorem 1.5

We need the following noncompact analog of Lemma 4.1:

Lemma 5.1 (Smoothing a concatenation with no new minimal surfaces, II). Let 3 <
n+1 < 7. Consider a compact Riemannian (n + 1)-manifold-with-boundary (M1, g)
and a complete asymptotically flat Riemannian n-manifold-with-boundary (M, g,) so
that IM | =: MFu MR, oM> =: My, and:

° MIR C (M1, g,) is isometric to My C (M2, g5);
° MlL C (M1, gy), My C (M2, g,) are stable minimal hypersurfaces, though MIL

is allowed to be empty;
oM IR C (M1, g4) has strictly inward pointing mean curvature;

o Rg > 0 on M, strictly near along MlR, and Rg, > 0on Mj;
o neither (M;, g;) has no closed interior minimal hypersurfaces.

Define

(M, 8) = (M1, g U~ (M2, g,),

where ~ identifies isometric boundaries M IR, M2L as a single hypersurface ¥ C M.
This is a compact Riemannian (n + 1)-manifold-with-boundary with a “corner” along
3. Let U be a neighborhood of ¥ in (M, g).

Then, there exist smooth metrics gn on M, for n > 0 small, such that:

(1) &, — & in COLM) N CX(M\E) as n — 0;
(2) &, =& on (M\\U) C M;

() mapu (M., 8,) = (1 +mmapy (M, §);

4) Ry = 0on M;

(®)) (M , gn) has no closed interior minimal hypersurfaces.

Proof. A straightforward adaptation of the previous proof. O

Proof of Theorem 1.5. Ttsufficesto show thatif g, g’ € //llz/g(M),Volg (M) = volgy/ (M),
and (M', g') € Eg(M, g’, H = 0), then

mp(M,g, H=0) <mapuM,g).

This readily implies the first two bullet points and (1.9) by scaling. Moreover, (1.10)
follows from (1.9) by evaluating the latter on a Schwarzschild manifold.

So, assume the setup above. Let ¢ > 0 be arbitrary. Invoke Proposition 3.8 to obtain
a monotone PSC almost-cobordance (N, k) joining a minimal (M, g) to a mean-convex
(M, (1 +e)y*g’), ¥ € Diffg(M). Then apply Lemma 5.1 to concatenate (N, k) and
(M', (1+¢)g’). The manifolds (M, g,) satisfy g, € Ep(M, g, H = 0) by conclusions
(2), (4), (5), and

mapu (M. g,) = 1+ (1 +&)"*mapy(M', g")

by conclusion (3). Letting  — 0 and then ¢ — 0, the result follows. O
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6. Proof of Theorem 1.7

We start this section by recalling a relative of Bartnik mass due to Bray [BraO1]. We call
it the Bartnik—Bray mass. It is

mpp(M, g, H=0) =inf{mspy(M, g): (M, g) € Epp(M, g, H=0)},

where Epp(M, g, H = 0) denotes the set of complete, connected, asymptotically flat
(M, g) with nonnegative scalar curvature, and minimal (H = 0) boundary isometric to
(M, g) that strictly minimizes induced volume among all hypersurfaces that enclose it.
It is easy to see, using elementary geometric measure theory, that

Ep(M, g, H=0)CEpM,g, H=0),
at least when n < 6. The same argument as in the introduction shows that, still,
Epp(M,g, H=0) #0 = M is topologically PSC and g € l///]Z/g(M).
By Bray-Lee’s Riemannian Penrose Inequality [BL09], and 2 < n < 6,
mp(M, g, H=0) >mpp(M, g, H=0)> 5(0, " vol, (M)~ D" (6.1)

where o, denotes the volume of the unit n-sphere in R"*!.

Theorem 1.7 will be proven below and will estimate mpp (M, g, H = 0) from above
by the lower bound in (6.1), and therefore compute mpp (M, g, H = 0) precisely for all
2 < n < 6. We will need the following technical lemma:

Lemma 6.1 (Truncating Miao’s smoothings). Let (M, &) be a complete asymptotically
flat Riemannian manifold-with-boundary with a “corner” along a closed hypersurface
Y C M\OM that satisfies Miao [Mia02]’s mean curvature jump condition [Mia02,
Theorem 1 (H)]. Assume, further, that

Rg >0on M\X,
Rg > 0ondU,

where U is a neighborhood of ¥ with U C M\dM and U compact.
Then, there exists another neighborhood W of ¥ with W C U, dW compact, and
smooth metrics gn on M for n > 0 small such that:

(1) g, — ginCO(M)NCL (M\X) as n — 0;

() mapu(M, g,) — mapu(M, g) asn — 0;
3) Rg,” >0on M;

@) &, =& on M\W.

Proof. Denote Miao’s mollifications from [Mia02, Proposition 3.1] by §n, with n > 0
small. Denote by their conformal parameters from [Mia02, Section 4.1] by u,, > 0, with
n > 0 small.

Fix a smooth cut-off £ : M — [0, 1] with

¢ =0near X, ¢ = loutside U, sptV¢{ CC {R; > 0}.

Consider g, := (¢ + (1 — $)u,)*"~Dg, This family will satisfy:
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e (1) by [Mia02, Proposition 4.1];

e (2) by [Mia02, Lemma 4.2] since ¢ = 0 or 1 at o0;

e (3)by [Mia02, (45)] outside spt £, by Rz > Oon {¢ = 1}, and by (1) and the u;, — 1
convergence in ClzOC away from X by [Mia02, Proposition 4.1] onspt V¢ CC {R; >
0};

e (4) by construction.

The result follows. O

Proof of Theorem 1.7. We show that if M’ is closed and orientable, g’ € %lz/g(M’),
and (M', g') € Egp(M’, g', H = 0), then

mpp(M, g, H=0) <mapuyM’, g)

forall g € LinClos[///f/g(M)] with volg (M) = voly (M’). This readily implies (1.12)
by scaling. Moreover, (1.13) follows from (1.12) by evaluating (1.12) on a Schwarzschild
manifold.

So, assume the setup above. Take any (M, g) € Epp(M, g, H = 0).

Step 1 (truncating our extensions). Let R, R’ be large enough that the coordinate
spheres {r = %R}, {r = LR’} are in the asymptotically flat regimes of (M, g), (M’, g'),
respectively. We may additionally choose R, R’ so that the spheres {r = R}, {r =
R’} in the corresponding manifolds have the same volume radius Ry and whose unit
normalizations are close to each other and to the unit sphere, where the closeness is to
be in the sense of Remark 3.3, which we will invoke later.

Then, first cut (M, g) along the large coordinate sphere ¥ = {r = R} in the single
asymptotically flat end and discard the unbounded component. Call (N1, k1) the metric
completion of what’s left. It is a smooth manifold-with-boundary. Its boundary consists
of:

e a minimal portion, (M, g), and
e a mean-convex portion (mean curvature vector pointing to the interior) which is
a very large, nearly round sphere of volume radius Ry (note that Ry — 00 as
R — o0).
Likewise, cut (M’', g’) along ¥’ = {r = R’} and discard the unbounded component,
calling the metric completion of what’s left (N3, k3). Its boundary consists of:
e a minimal portion, (M’, g’), and
e a mean-convex portion (mean curvature vector pointing to the interior) which is
a very large, nearly round sphere of volume radius Ry (note that Ry — oo as
R — ).
Step 2 (a bridge between X, ). By Proposition 3.6 (see Remark 3.3), there exists
aPSC (N2, hy), N, =S" x [0, 1], such that:
e S" x {0} C 3(N3, hy) has induced metric gL 3,
e S" x {1} C d(N3, hy) has induced metric g’ L ¥’, after a diffeomorphism ¥ €
Diffo(S"), and
e all S" x {t},t € [0, 1], are minimal.

Step 3 (putting the pieces together). Glue together
(M, 2) := (N1, 1) Uig (N2, ho) Uy (N3, h3) Uig (M, g)

by identifying the corresponding isometric boundaries among consecutive pairs in the
listing above. This results in an asymptotically flat manifold with “corners” along:
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o the identification of the mean-convex component of d N1 with its isometric copy in
8N2;
e the identification of the mean-convex component of d N3 with its isometric copy in
dN>;
o the identification of M’ with its isometric copy in dN3.
The metric g is not smooth across the corner hypersurfaces, only Lipschitz. Nonetheless,
its boundary (M, g) = (M, g) satisfies:

Claim 6. 9(M, §) C (M, &) is homologically g-volume-minimizing.
Proof of Claim. Consider a g-volume-minimizing S C M. First,

volg (S) < volg (M), (6.2)

since (M, g) = M, £) is a viable competitor. The poorly understood regularity of S
across the corners will not be relevant.
Consider R :={r < %R} C Ni.If SNR # @, we are done:

e If SCR,wearedoneby (M, g) € Epp(M, g, H=0).
o If § ¢ R, the monotonicity formula along the asymptotic regime forces volg (S N
(N1\R)) — o0 as R — oo, contradicting (6.2).

Likewise, take R’ := {r < %R/} CN3. It SN (R 'UM') # @, we are done too:

o If SC R UM, we are done by (M', g') € Egp(M’, g’, H = 0).
e If § ¢ R’ U M’, the monotonicity formula along the asymptotic regime forces
volg (S N (N3\R')) — o0 as R" — oo, contradicting (6.2).

So, S C (N1\R) U N, U (N3\R'). This region admits distance-decreasing diffeo-
morphism into (8" x R, gsn(ry /2) +dt?), where 8S"(Ry /2) 18 the metric of S" with radius
Ry /2. Thus, VOlg (8) > volg (M), contradicting (6.2). |

Step 4 (smoothing). Let ¢ > 0. Take (Ng, k) to be a monotone PSC almost cobor-
dance from (M, g) to (M, (1+&)¢™*g) by Proposition 3.8 (see Remark 3.3) performed one
component at a time, where ¢ € Diffo(M). Then, consider the manifold with “corners:”

(M, g,) = (No, g9) Uy (M, (1 +)8).

Its boundary (M, g) is strictly homologically minimizing by combining Claim 6 above
and the mean-convex foliation of the interior of (Ng, ko). Consider the smoothings
(M, és’,]) obtained from Lemma 6.1, where U is taken to be a small neighborhood of

M inside M. Then, the volume-minimization property is maintained by the smoothings
of Lemma 5.1 due to conclusions (1) and (4), and thus

(M. g.,)€Epp(M, g H=0)
for sufficiently small n > 0. By conclusion (2),

lin})m(ﬁvl, ge) =+ mapu(M', g).
n—> '

Letting ¢ — O, the result follows. m|
Here is what we know about Bartnik—Bray extendibility in n dimensions:
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Lemma 6.2. We have:

e every M that is the tubular neighborhood of a codimension > 3 submanifold of
R g Bartnik—Bray extendible;

e every disjoint finite union of n-dimensional Bartnik—Bray extendible manifolds is
Bartnik—Bray extendible.

Proof. First, the extendibility of tubular neighborhoods of smooth codimension > 3
submanifolds of R"*! follows from [DL19]. In fact the extensions constructed are Bartnik
extensions, too.

It remains to verify the extendibility of disjoint finite unions, which requires a bit of

attention and is broken down into three steps. To that end, let M;,i = 1, ..., p, denote
our extendible manifolds, and let g; be an extendible metric on M;.
Step 1 (concatenate suitable Schwarzschild manifolds). First, fixi =1, ..., p. Con-

sider a mass m; exterior Schwarzschild region whose horizon is a round sphere with
volume > volg, (M;); e.g.,

m; = % (0, (volg, (M;) +8)) =1/, (6.3)

though the value of this m; will not be relevant. Call this exterior manifold (M;, g;). We
now invoke the Carlotto—Schoen [CS16] gluing construction to concatenate portions of
(M;,g;),i =1,...,p,into a single (M, g), which is complete, asymptotically flat,
with nonnegative scalar curvature, and minimal boundary isometric to (M, g).15 Even
though the gluing theorem offers extremely refined conclusions, all we need is that:

(1) (M, g) is 8-close in C? to being flat on the set V outside the § ~'-neighborhood of
its boundary;

(2) the 46~ !-neighborhood of the boundary of (M, g) consists of disjoint neighborhoods
U;,i =1,..., p,that are isometric to neighborhoods of the boundaries of (M;, g;).

Using this, we have:
Claim 7. 0(M, g) C (M, g) is strictly homologically minimizing for small 5.
Proof. Consider a g-volume-minimizing S C M. It satisfies
volg (§) < volg (M) + O(6), (6.4)

since (M, g) = d(M, g) is a viable competitor and (6.3) holds. Note that S C Ule U;.
Indeed, if not, then the monotonicity formula and (1) above would yield volg (S) — oo
as 6 — 0, violating (6.4) for small §. Now that S C Ule U,;, the result follows from
the isometry in (2) and the volume-minimizing nature of the boundaries of (M;, g;). O

The gluing theorem also gives mapy (M, g) < Zf’zl m; + 8, but we will disregard
this bound here.'®

Step 2 (re-introducing (M, g) as the boundary). Note that (M, g) is precisely
Schwarzschild near its boundary, so it’s manifestly not a contender for Egp(M, g, H =
0). We fix this issue in this step.

By Theorem 1.7, each of (M;, g;) has a valid extension that is exactly Schwarzschild
outside a compact set. Using Corollary B.2, we can ensure that this extension has positive

15 The gluing construction can be localized away from the boundary, or be applied to the double of our
manifolds and then cut along the Schwarzschild horizons.

16 1 is tempting to conjecture mp (M, g, H = 0) < % Zipzl(a,fl volg, (Mi))("_1>/" based on this bound
and (6.3). We do not pursue this here.
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scalar curvature along a hypersurface that bounds (M;, g;). After rescaling each of
(M;, g;) (thus giving up mass control, by a lot) and using Corollary B.2 again, we can
ensure that a large mean-convex coordinate sphere of our extension of (M;, g;) will
be isometric to the boundary of (M;, g;). Call (N;, h;) the region of the extension of
(M;, gi) up until the aforementioned large mean-convex coordinate sphere. Consider
the gluing

(M, g) = (M, g) Uy, (N1, h) Uy, Uy, (Np, hp).

The Riemannian metric has corners along the gluing hypersurfaces, as usual, but the
mean-curvature jumps are of Miao-type. Note that the (M, g) is the suitably rescaled
copy of the Carlotto—Schoen gluing, since each of (M;, g;) was scaled.

Claim 8. (M, 2) C (M, ) is strictly homologically minimizing

Proof of Claim. Any S C M homologous to dM can be improved to a S’ C UleN i
using Claim 7, and S’ can be improved to oM using the strictly minimizing property in
each (N;, h;). O

Step 3 (smoothing). Turn (M, £) into an element of Egp(M, g, H = 0). We have
done this many times so far, so we omit the details. O
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Appendix A. Some Curvature Formulas

For the reader’s convenience, we collect some well-known curvature formulas from
Riemannian geometry that play a crucial role for us.

First, suppose that (M", g) is a Riemannian manifold withn = dim M > 3.1fu > 0
is smooth on M, then the conformal metric g = u*/ =2 g has (see [Esc92, (1.2)])

Ry =u 2 <_—4§1":21) Agu + Rgu) . (A.D)

Additionally, if ¥ C M is a two-sided hypersurface with unit normal v, then the mean
curvature scalar of Hy with v as an outward pointing normal (so, Hy = —divy v)
transforms as (see [Esc92, (1.4)], where mean curvatures are normalized with an (n —
1)~! factor):

J— n+2

HE =y n-2

(222 (Vg v) + Hu) (A2)
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Next, the following slicing formulas for the curvature along normal foliations form
the foundation for the deep relationship between .# 173(M ), scalar curvature, and stable
minimal hypersurfaces. They are well-known to experts and follow from elementary
computations.

Lemma A.1 (Slicing formulas for curvature). Suppose that M is a smooth manifold,
I C R is an interval, (g:):e1 is a smooth path of metrics on M, and (u;) is a smooth
path of positive C>°(M) functions. On N := M x I, consider the metric:

h(x,1) = g(x)+ u,(x)zdtz.
Then, for everyx € M, t € I,
I (x) = Qu(x) " g (x),
Hy(x) = Quy(x)) " Trg, (o) %84 (x),
Rp(x, 1) = 2ur (x) "N (= Agus (x) + 3 Ry, ()us (x))
—2u; () 2 H(x) — Hi(x)F — [T (x) [,

where 1;(-) and H;(-) are the second fundamental form and mean curvature scalar of
M x {t} C (N, h) with 0, taken to be the outward pointing direction.

Proof. The formulas for II;, H; follow from the first variation formula, i.e., the inter-
pretation of the second fundamental form and the mean curvature scalar as the rate of
change of the metric and the volume form in the outward unit normal direction, ut_l 0;.
The formula for the scalar curvature follows from the second variation formula

s Hy = —Aguy — (|1, |* + Ricg (0, ur ' 90) )
and the twice-traced Gauss equation for M x {t} C (N, h)
Re, = Ryl iy — 2Ricn ;"0 u; ' 9 iy + HY — |T; %

multiply the former by 2u; ! and subtract the latter. O

Finally, we need the following formula for the mean curvature of graphsincaseu; = 1
for all ¢, i.e., in case we are working in Fermi coordinates:

Lemma A.2 (Mean curvature in Fermi coordinates). Assume the setting of Lemma A.1,
with u; = 1 for all t. Suppose that ¥ := graph,, f C N for a smooth f : M — 1.
Then, the mean curvature scalar Hy, of X, with 0; as the outward pointing unit normal,
equals:

Vi f(X)
Hy(x) = —divg,,, . JORAG o
(1+gf(x)fi(x)fj(x))
(X)(x)flu)f,(x)

Ul i fan 2 + &0 i@ [N Hyo ().
Fnfi@) 1

Proof. See [CM20b, (A.13)]. O
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Appendix B. Round Normal Foliations

Seeing as to how we are concerned with the flexibility of PSC cobordances with mean-
convex foliations throughout this paper, we dedicate this appendix to such cobordances
of the simplest kind, namely:

(S" x I, f(1)gs +dt?), (B.1)

where I C Ris an interval, f : I — (0, co) is a smooth function, and gs» indicates a
round metric on a unit S”. We call such metrics round normal foliations with unit speed.

By Lemma A.1, the second fundamental form and mean curvature of S” x {t} (with
the unit normal pointing to the right as the outward pointing normal) are:

_ ' '@
;= 70 gsnand Hy = n 70 (B.2)
and the ambient scalar curvature is
— (1 — ’ 2y 2nf"
Rig = D= COD B OO
Thus, our cobordance is:
_ N2
PSC «— -y 2 1, (B.4)
f n—1
mean-convex <= f > 0. (B.5)

For the sake of the reader’s intuition, we point out that exact solutions of the equality case
of (B.4) correspond to rotationally symmetric scalar-flat manifolds (i.e., Schwarzschild
manifolds).

Lemma B.1 (Refined gluing lemma). Suppose that we have smooth functions f; :
[ai, bi] — (0, 00),i =1, 2, satisfying (B.4), (B.5). Assume, also, that f1(b1) < f2(az).
Then, the following two statements are equivalent:

(1) There exists a T > by — ax and a smooth function F : [a1, T + by] — (0, 00)
satisfying (B.4), (B.5), and

F = fionlay,b1]land F(T +-) = f> on [az, by].

(2) The mean curvature of S* x {az} in (S" x [ay, b>], f22 gsn +dt?) is strictly less than the
mean curvature of the sphere of radius f>(ay) in the unique Schwarzschild manifold
containing 8" x {b1} with its induced metric from (8" x [az, b>], flzgsn + dtz).

Proof. Since we’re only interested in mean-convex foliations, i.e., solutions satisfying
(B.5), we are allowed to change variables and treat f(¢) as an independent variable
x € (0, 00), and f'(r) as a dependent variable y(x) € (0, o0). This change of variables
eliminates the need to determine 7. Moreover, the chain rule gives:

1 —y(x)?
>
xy(x) n—1

PSC < ¥ (x). (B.6)

This is a first order nonlinear differential inequality. Elementary ODE analysis shows
that, for all (xo, yo) € (0, 00) x (0, 00), solutions y(x) of the corresponding equation
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with y(xg) = yo exist for all x € [xp, oo) forward in time, and as long as x /4 0, oo
backward in time, and are unique. We refer to such y(x) as

Schwarzschild solutions through (xg, yo).

Let us rewrite (1), (2) above in this formulation. Let y; : [ fi(a;), fi(bi)] — (0, 00),
i = 1, 2, denote the reparametrizations of our f;. Then, (1) turns into:

(1’) There exists a smooth extension Y : [ fi(a1), f2(b2)] — (0, co) of y; and y; that
satisfies (B.6).

For (2), we note:

e The mean curvature of S x {a;}in (8" x [ay, b3 ], fzzgsn +dt2) isny2(faa2))/ f2(az)
by (B.2).

o Ify; : [f1(b1), 00) — (0, 00) denotes the unique Schwarzschild solution through
(f1(by), fl/ (b1)), then the mean curvature of the sphere of radius f>(az) in this
Schwarzschild solution is ny(f2(a2))/f2(az) by (B.2).

Therefore, (2) turns into:

(2°) y2(f2(a2)) < y1(f2(a2)).

The equivalence of (1’) and (2’) is now trivial. Indeed, the existence of Y in (1°)
comes down to getting a smooth extension that always flows monotonically across the
Schwarzschild solution flowlines. O

Corollary B.2 (Bending and gluing Schwarzschild). Suppose thatm < mo and (M, g;),
i =1, 2, are mass m; exterior Schwarzschild manifolds. Suppose that ¥;, i = 1, 2 are
two round spheres (along the standard foliation) of radius p; > 0 and mean curva-
ture h; > 0 with respect to the unit normal pointing to infinity. If p1 < pa and hy is
strictly less than the mean curvature of the mean-convex sphere of radius p, that can be
Sfound inside (M, g,), then there exists a smooth Riemannian manifold (M, ) with the
following properties:

QY (1\7[, €) contains an isometric copy of the mean-convex region bounded by | and the
mean-concave region bounded by X»;

(2) the interior region spanning the two regions above is of the form (B.1) and also
satisfies (B.4), (B.5).

Additionally, recalling the inherent dependence h; = h;(m;, p;), we can also have:

(3) If p1, p2 are held fixed and m|, mo, — m,, then (1\7[, 8) converges in C* to the mass
m,. exterior Schwarzschild manifold.

Proof. One can apply a small initial PSC bend to the region just past ¥; C (M, g) and
the region just prior to Xy C (M3, g,) (cf. [MS15, Lemma 2.3] for the 2-dimensional
argument, which generalizes trivially now using (B.4) instead of the 2-dimensional
formula). Since our inequalities on p1, p2,h1, hy were strict, they are preserved for the
boundaries of the slightly bent regions, which are then glued together using Lemma B.1.
Conclusions (1) and (2) follow immediately from this construction. To see conclusion
(3), it is perhaps fastest to revisit the proof of Lemma B.1. When my, my — m,, our
reduction shows

[v2(01) = ¥+ (D] +1y1(01) — ¥x(p1)| — O



Metrics with A1 > 0 1865

where y», yj is as above, p; =: f2(a2), and y, denotes the orbit line of the mass m,
Schwarzschild solution through (o2, i), where h, > 0 is the mean curvature of our
radius-p, sphere inside (M, g,). Thus, we have convergence of the initial and terminal
data of the Schwarzschild solution, and the result follows by the smooth dependence of
ODE solutions on their data. d

In the next lemma we deal with metrics of the form (B.1) that have strictly positive
lower bounds on the scalar curvature.

Lemma B.3 (cf. [Mar12, Proposition 3.3], [Mar12, Lemma 6.2]). Suppose that g, :=
fo(t)2gsr +dt? € Met(S" x [a, b]) has Rg, = On(n — 1), where the metric g is a unit
round metric on S", n > 2, and 6 € [0, 1]. There exists a continuous extension of g
100,11 > u +— g, € Met(S" x [a, b]), where each g, is of the form fu(t)zgsn +
h, (t)*dt?, and:

(1) g = gsn +di*;
2) Rgﬂ >0nn —1)onS" x [a, b] forall u € (0, 1);
(3) if fo(to) =1, then f,,(to) = h,(to) =1 forall p € [0, 1].

Proof. A key observation is that the conformal metric
f()(t)*2 go:=g8s + fo (t)*zdt2 is a standard product metric (B.7)

modulo a reparametrization of the ¢ coordinate.
Step 1 (i € [0, 3]). Define

_ 4/(n—1
g, = [ =2 +2ufo ) PT Vg e 0, 41

Conclusion (3) is trivial. By (A.1), Rgﬂ > On(n — 1) is equivalent to

1-n)/2 1-n)/2
e Mgy [2nfyt ] + Ry [(1 = 200 + 20 fy )
—0n(n — D[(1 = 2p) +2uf VP ]IE=D -,

This inequality is an identity at © = 0 by assumption, and is also true at u© = % by
(B.7)and 6 € [0, 1]. For u € (0, %), we observe that the expression above is a concave
function of u € [0, %] since fp < 1. This implies conclusion (2) by calculus.

Step 2 (11 € (3, 1]). Define

g =g +[Q =20 fo) 2+ 2u —1]di, e 1.

By construction, g " is continuous at 4 = %, and as in (B.7), g " is a standard product
metric modulo a reparametrizatoin of the # coordinate. This readily implies conclusion
(2), and conclusion (3) is trivial. |
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Appendix C. More Facts and Formulas Regarding .7, 0, ., kZO

The following lemma is well-known to experts in the Yamabe problem, and relates

M;O(M ) (M7 i (M )) to the question of existence of a metric of positive (nonnegative)
scalar curvature on M.

Lemma C.1 (cf. [Sch89, Lemma 1.2]). Properties (1) and (2) below are equivalent for
a closed connected Riemannian n—manifold (M, g), ifn>3.

() g e, 2)/4(n 1)(M) (M, 2)/4(n H(M));
(2) there exists a metric g conformal to g with Rg > 0 (Rg > 0).

If n = 2, then property (1’) below implies (2°):

(") g € A7OM) (A" (M) for any k € (0, 00);
(2°) M is diffeomorphic to S* or RP? (or, additionally, T?, K?).

Proof. We only treat ./, k>0 (M); the case of A, kzO (M) is essentially similar. First consider

n > 3. For brevity, we write k = 4(n 1)

(1) => (2). Letu be a positive first eigenfunction of —A, +kR,. Then g = u*/ =2

has Rz > 0 by (A.1).
(2) = (1). Suppose that g € [g] has Rz > 0. Then,

8

/M(ngﬁ +kRgf?)dpug > 0forall f € C®(M)\{0}
- /M Rz dug > Oforall g € [g]
by (A.1). On the other hand, [g] = [g], so by (A.1) again,
S /M(|vgf|2 +kRy f2)dpg > O forall f € C®(M)\{0}.

Thus, g € ///k>0(M ) by the variational characterization of the first eigenvalue.
(1’) = (2°). By the variational characterization of the first eigenvalue,

/ (Ve fI* +kRy f?)dpg > O forall f € C®(M)\{0}.
M

Plugging in f = 1, it follows from Gauss—Bonnet that M is an S> or RP2. O
Corollary C.2. Let M be a closed n-manifold. The following are equivalent:

(D %k>0(M) (A, k (M)) is nonempty for all k € [4(n 1), o00) N (0, 00);

2) ///k 0(M) (M, (M)) is nonempty for some k € [4(n L 00) N (0, 00);

3) ///OEO(M) (///;O(M)) is nonempty, i.e., M is topologically PSC (NNSC).

Proof. (1) = (2) is trivial.
(2) = (3) follows by applying (1.3) and Lemma C.1 to each component of M.
(3) = (1) also follows from (1.3). |

The following problem seems interesting:



Metrics with A1 > 0 1867

Problem C.3. Suppose that M is a closed n-manifold, and k& € (0, co]. Are //Z,fo(M ),
///,fo / Diff (M) connected when nonempty?

Here is what is known about this problem:

e When n = 2, the answer is known to be yes for all k € (0, oo]. This follows from a
crucial property of A1 (—A + kR) that was observed in [MS15, Proposition 1]. Since
this reference only proves the result for k = %, we show the general argument in
Proposition C.4 below.

e Whenn = 3, Theorems 1.3, 1.4 shows that the answeris yes forall k € {%}U[J—P o0];
when k = oo, this is due respectively to Bamler—Kleiner [BK19] (who proved a
stronger result) and Codd Marques [Marl2]. We do not know what happens when

ke 0, P\fgh

Proposition C.4. The following spaces are all smoothly path-connected:
° %k>0(s2);
° ///kzo (S?), and all path interiors can be taken in ///k>0(82);

Proof. The proof goes in three steps.

Step 1 (reduce to round metrics). Let g € ., k>O(SZ) (///kzo(Sz)). By uniformization,
there exists a round metric go on S? and a smooth u : S> — R such that g = ¢*g.
Define [0,1] 3 t > g, := 2+ 1-D)g) ¢ Met(S?), where g; = g. We claim that
g € ///k>0(S2) for all t € (0, 1). Indeed, for any smooth test function f : 8> — R, the
2-dimensional conformal invariance of Dirichlet energy, and

Rg, dpg, = (Rgy — 204 (tu + (1 —1))) d g,

imply that

[ 09 P+ kR 12 i

is linear in t. Since it is positive at t = 0 (go is round, so Rg, > 0) and positive
(nonnegative) at + = 1 (by assumption), it follows that the quantity is positive for all
t € (0, 1), and all f. This completes the proof of the claim.

Step 2 (connectedness of moduli space). We have shown that all metrics in .7, k>0 (S?)
((///kZO(Sz)) can be continuously deformed to a round metric within (///k>0(S2). On the
other hand, by the classification of space forms, every round metric is of the form ¢* A% g, ,
where ¢ € Diff(S?), A > 0, and g, is the model round metric on the unit sphere in R>.
The second step follows by deforming A to A = 1 within the space of round metrics (a
subset of ///k>0(82)) by scaling.

Step 3 (connectedness of full space). It remains to deform ¢*g, to g.. By the path-
connectedness of the space of orientation-preserving diffeomorphisms of S?, we can
deform ¢ to & Id within the space of round metrics (a subset of ./, k>0(S2)). The result
follows from the fact that (— Id)*g, = g. O

Remark C.5. The argument can be improved to showing that ///k>0(52), ///kZO(SZ) are

contractible. Compare to the proof of Theorem 1.4 which treats n = 3 and k = é as
a consequence of Bamler—Kleiner’s breakthrough for k = oo [BK19]. Their technique
may extend to k € [4—1‘, o0). We do not pursue this.
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Finally, a relationship to stable minimal hypersurfaces. If (N, k) is a Riemannian (n+
1)-manifold with Ry, > Oand M C N is atwo-sided closed stable minimal hypersurface
in N, then Schoen—Yau [SY79b] first observed that the second variation formula and
the Gauss equation imply that A1(—A, + %Rg) > ( for the induced metric g on M,
ie., g € ///f/g(M). Likewise, g € //llz/g(M) if Ry > 0. While they did not explicitly
formulate this observation in this manner at the time, they did explicitly consider this
exact operator in [SY83], as did Gromov-Lawson in [GL83]. We summarize in the
following:

Lemma C.6. The following are equivalent for closed Riemannian manifolds (M, g):

(1) g € AM7M) (M5 (M));
(2) g is the metric induced on M when M occurs as a two-sided stable minimal hyper-
surface in a manifold (N, k) with Ry, > 0 (Ry, > 0).

Proof. (2) = (1) follows from the second variation formula.

(1) = (2) follows by letting f > 0 be a first eigenfunction of the positive definite
operator —Ag + %Rg on M, and setting (N, h) := (M x st g+ fzdtz). It is not hard
to see that the slices {r = const} are two-sided stable minimal hypersurfaces. O

The following more subtle result is essentially contained in the proof of [Gall8,
Theorem 3.1] but is not spelled out:

Lemma C.7 (cf [Gall8, Theorem 3.1]). Suppose that M is a closed two-sided minimal
hypersurface in a manifold (N, h), with Ry, > 0, and that M is strictly area-minimizing
on one side (either one) among small graphical perturbations. Then, the metric g induced

on M satisfies g € ///178(M); the closure is in the usual C* topology.

Proof. By Lemma C.6, it follows that g € ./Z/ lz/g(M ). Without loss of generality,

€ MENMNATI(M),

otherwise there is nothing to prove. By [Gall8, Lemma 2.3] (whose operator coincides
with —A, + %R ¢ provided we take K = 0), and restricting to the side of M on whichit’s

strictly minimizing, there exists a local foliation M x [0, #p) of N sothath = g, + u,2 dr?
in these coordinates, and the mean curvature scalars H; of M x {t} with respect to
the outward unit normal are all constant. Rearranging the slicing formula for scalar
curvature, and using that Ry, th, | I |2, u > 0, yields:

1 1 2 2
4H, = —Ngus+ S Rour — SRy + HE + 11, Py

1
< —Agtu, + jRg,ut.

Thus, L1 (—Ag, + %Rgt) > 0 by the maximum principle whenever %H, > 0, in which
case the inequality is even strict unless %H, =0.
It remains to prove that there exist ; — 0 with [C% H;li=; > 0. Indeed, if this were

false, then %Hr < Oforallt € [0, #1) for some t; € (0, ty). But Hy = 0 by assumption,
so H, < 0forall t € [0, #1), contradicting that M x {0} strictly minimizes area. This
completes the proof. O
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Appendix D. Codimension > 3 surgery in %k>0(M ) by Béir-Dahl

Our proof relies on showing the Gromov-Lawson [GL80a, Theorem A] codimension
> 3 surgery (cf. Schoen—Yau’s slightly different [SY79a, Theorem 4]) maintains ., k>0’
k € (0, 00), as it is known to maintain ///;0. The following result follows from the
proof of a rather general spectral approximation result by Bédr—Dahl [BDO03]. (We also
refer the reader to [ADH13] for other interesting applications of such results.)

Proposition D.1 (cf. [BD03, Theorem 3.1]). Let (M1, g1) and (M3, g2) be closed n-
dimensional Riemannian manifolds, n —3 > d > 0, and >4 be either a single point
(d = 0), or a d-dimensional sphere (1 <d <n—3). Fixk, § € (0, 00). Foreachi = 1,
2, assume that ®; : ¥ — U, is an embedding of X into a smooth open U; C M;, and
N;i i N(®;(Z):Z xR" % isq trivializing section of its normal bundle. Then, there
exists a choice of connected-sum parameters for

g = giffzs g2 € Met(M), M := M #sM>,

where the connected sum is performed with the given trivializations N1, Na, as well as
a diffeomorphism

F o (Mi\Up) U (M2\U2) — M\U

of compact manifolds-with-boundary, for a smooth open U C M that is diffeomorphic
to U1#x Uy, such that the following hold:
(1) F*gL (M\U) = (g1 L (M1\U) U (g2 (M2\U2));
(2) miny Ry > min;— > miny; Ry, — 6;
3) r(—A +kRg) > min;—1 2 )\.]( Ag +kRg) — 4.
The parameters of the construction depend continuously on the underlying data, so it

applies to continuous 1-parameter families of metrics. We summarize the result, which
we only state for d = 0:

Corollary D.2 (cf. [Mar12, Proposition 6.1]). Let M| and M3 be closed n-manifolds,
n>3k § € (0,00). Foreachi = 1, 2, suppose that we have the following continuous
paths:

e [0,1] 5 > gy € Met(M;);

e [0,1]1 > u > pi, € Ui for a smooth open U; C M;;

e [0,1]> ur {e (])}/ 1....n for a gi-orthonormal basis ofT,,i’/LMi.

.....

There exists a uniform (in |1) choice of connected-sum parameters for
8u = 81,u¥#g2, . € Met(M), M := M 1#M>,

where the connected sum is performed with the given trivializations of Ty, , M, so that
W > gy, is continuous, and a diffeomorphism

F o (Mi\Up) u (Mx\Up) - M\U
of compact manifolds-with-boundary, for a smooth open U C M that is diffeomorphic
to U1#U,, such that the following hold for all u € [0, 1]:

(1) Frg, L(M\U) = (g1, L (M\U1)) U (g2, L (M2\U2));
(2) ming Rq, > min; =12 miny; Ry, L6
(3) r(—Ag, +kRg,) = minj—1 2 A1(—=Ag , +kRg ) — 6.
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Appendix E. Some Results from Kleiner-Lott’s Notes

In this appendix we collect two results from [KL08, Section 93.12], where operators of
the form —4A, + V were studied.

Lemma E.1 (cf. [KLO8, Lemma 93.16]). Let (M, g) be a closed n-dimensional Rie-
mannian manifold. Suppose that X C M be a compact submanifold-with-boundary of
the same dimension as M. If r denotes a first eigenfunction of —Ag + kR, on M, then:
M(=Ag +kRy) < hi((—Ag +kRy)L X)
fM |Vg77|21,02 dl/«g
Sy dpg

foralln € C(X\0X). Here, L1 ((—Ag+kR,)LX) denotes the first Dirichlet eigenvalue
of —Ag + kR restricted to X.

S A(=Ag +kRg) +

Proof. This follows by applying [KL08, Lemma 93.16] with 4k R, in place of V and
rescaling by 2. O

We will seek to control the right hand side of conclusion (2) above using the following
coercivity (“Agmon-type”) estimate:

Lemma E.2 (cf. [KLO08, Lemma 93.21]). With the notation of Lemma E.1, given a non-
negative smooth ¢ : M — R, suppose that a smooth f : M — R satisfies:

Vo fI> <kRy — A —con sptg, (E.1)

for some ¢ > 0, and A := M(—Ag +kRy). Then,

lle” vl 22 cuny
< 64c! (uef AgllLem + lle! Vel Lo an (h — minkRg>”2) 1l 22y (E2)

where the constant C depends only on c. The same holds true if f is only Lipschitz.

Proof. This follows by applying [KLO8, Lemma 93.21] with 4k R, in place of V and 4¢
in place of ¢ and rescaling by 2. O

Appendix F. Mean Convex Foliation Refinement of Bir-Hanke Gluing

There are several important scalar curvature smoothing results in the literature; see,
e.g., Gromov-Lawson [GL80b, Theorem 5.7], Miao [Mia02, Theorem 1], Brendle—
Marques—Neves [BMN11, Theorem 5], Gromov [Gro18a, p. 705]). For our Bartnik mass
computation, we will need a more refined smoothing theorem that respects the sign of
both the scalar curvature and the mean curvature along foliations near the boundary.
We derive this from a recent beautiful construction of Bir—-Hanke [BH20,BH22],
whose work applies to other type of open partial relations as well, and even allows for
the simultaneous treatment of families of metrics. For readers’ convenience and for the
completeness of this paper, we include the results relevant to our specific purpose, as
well as the modifications needed to ensure the mean curvature inequality in the interior,
which was not handled in the original construction but nevertheless follows from it.
We introduce some necessary notation and definitions.
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Given a Riemannian manifold-with-boundary (M, g) with compact nonempty bound-
ary M := oM, we write the metric in a tubular neighborhood Uy, of M in Fermi
coordinates (x, ) as follows:

gx, )y =dt* +g(x), x e M, t € [0, ey). (E.1)

Here g;(x) is a smooth family of Riemannian metrics on M. Note that the vector field
— 0, is the outward pointing unit normal to M;, the level surface of the distance function
t. Throughout this appendix, we use g;, g;, etc. to denote 7-derivatives of g;. The second
fundamental form II; and mean curvature scalar H; of the Fermi image of M x {t} in
(M, g), computed with —9, as the outward pointing normal, equal

I = _%gt’ Hy = —trg, &. (F2)
This follows from Lemma A.1 (see also [BH20, (14)]).

Definition F.1 (C-normal metrics, [BH20, Definition 21]). Let C € R. A Riemannian
metric g is said to be C-normal if

g(x) = go(x) +1g1(x) — C?go(x).
in the notation of (F.1). In the notation of (F.2), g1 = —21.

Remark F.2. Two C-normal metrics glue together smoothly if and only if their gg, C
coincide and their Iy are additive inverses.

Theorem E.3 (cf. [BH20, Theorem 27]). Let (M, g) be a Riemannian manifold-with-
compact-boundary M := dM, and that k is a symmetric 2-tensor on M with:

tre, k < Ho. (F3)

Fix n > 0. There exists Co = Co(g, 1) sucNh that, for every C > Cq and neighborhood
U of M there is a tubular neighborhood U CC U NU y; of M and a metric g on M
satisfying:

() g =gon M\U and | — gllcoggr g <

QgL M=glM;

(3) [y = —2k on M;

(4) Rz = Ry —nonU;

5) ﬁ, > trg, k — n in Fermi coordinates on l~J;

(6) g is C-normal and g — g has no dt factors in Fermi coordinates on U;

Above, 1, H are the second fundamental form and mean curvature scalar of the Fermi
image of M x {t} in (M, g) with respect to —0; as the outward pointing normal.

Remark F.4. When two metrics near M differ by a tensor that has no d factors, they have
identical Fermi coordinates (x, ¢) relative the hypersurface M. Therefore, we will never
need to specify whether we are computing Fermi coordinates, tubular neighborhoods,
or distance-t level surfaces with respect to g or g.

To prove Theorem F.3 we proceed in two steps:

e Step 1: we initially deform g locally in a neighborhood of M to be C-normal without
changing the induced second fundamental form (or metric) on M.
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e Step 2: we then deform this new C-normal metric to one whose second fundamental
form on M equals k.

Proposition F.5 (Making a metric C-normal). Assume the same setup as above. There
exists Co = Co(g, n) such that, for every C > Co and neighborhood U of M there is a
tubular neighborhood U CC U NU y; of M and a metric g on M so that

(M g=gonM\Uand g =gl o1 =1

Q) gLM=glL M,

3) ﬁo =1lpon M;

@) Rz — Ry = —nonU;

(5) g is C-normal and g — g has no dt factors in Fermi coordinates on U.

Above, 1y is the second fundamental form of the Fermi image of M x {t} in (M, g) with
respect to —d; as the outward pointing unit normal.

The deformation in this step is achieved by interpolation using a special cutoff func-
tion.

Lemma F.6. For any § € (0, :1;), e € (0, 1), there exists a C* function s : R - R
such that:

(1) s, = 1 whent < $e.

(2) 15, =0whent > ¢.

B)0<t5,<I1fort eR.

(4) for every positive integer [, there is a constant C; > 0 such that for all t > 0:

\fgf;(t)) <C 17! logs| .

For the proof, see [BH22, Appendix Al].

Proof of Proposition F.5. Write g(t, x) = dr® + g:(x) as in (F.1). Consider the Taylor
expansion of the tensors g;(x) in terms of ¢:

81(x) = go(x) +180(x) + 3120 (x) + R, (x).
By Taylor’s theorem,
IR 21, 0) + 1 R0 1,50y + 121 Rell o, g0) = 0(2). (F4)

For C > 0 to be chosen later and s € [0, 1] consider the auxiliary metric
Og,n) =g, 1) — s (52G0(x) +2C0(x) + Ri(x))

This metric is not the g we will ultimately take, but will serve as a convenient comparison
metric when we eventually define 2. Note that, by construction, g and g has the same
first order terms in the Taylor expansion in ¢. Thus, by Lemma A.1, we have:

Rig(x,0) = Rg(x, 0) +5(trgy(x) §0(x) +2(n — 1)C) = Rg(x, 0),
provided

C>Co:= ﬁ mﬁx(— trg, £0)-
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Fix such a C. By compactness, there exists g9 € (0, €)7) such that
R<s)g(x, 1) > Rg(x,0) — %n forall s € [0, 1], t € [0, o] (E5)

For ¢ € [0, gp] small enough for the Fermi image U, of M x [0, €) to be contained in
U, and § > 0 to be chosen later, consider the metric

2(x, 1) = g(x, 1) — T (N (31° (Fo(x) +2Cgo(x)) + Ry (x)),

where 75 . (¢) is the function constructed in Lemma F.6. We claim g has all the desired
properties as long as we choose § > 0 small enough.
Properties (1.a), (2), (3), (6) are true by construction. It remains to check properties
(1.b) and (4). Lemma F.6 and (F.4) imply:
18 —gllcvw,g)
= 1125, () (A 12 (G0 (x) +2Cg0 () + R ()l o1 v, )
< C1llog 8|51 (Z0(x) +2Cgo(x) + 1 Rl cow, g
+ 1567 (Bo(x) +2Cg0(x)) + Rl 1, ¢y < M-

as long as ¢ > 0 is sufficiently small depending on g, C, Cy, n. Thus (1.b) holds.
We finally check property (4). This is where we rely on the auxiliary family of metrics,
() g.Freezeapointin U, with Fermi coordinates (x, ¢), and sets := 75 . (f). We estimate
the C% norm of g — ®)g at (x, r) via Lemma E.6 and (F.4):
g - (S)g”CZ((x,t),g)
< 165 = 7,0 () (A2 (Fo(x) +2Cg0()) + Rl c2((xny )
< Callog 8] [13 (B0 (x) +2Cg0(x)) + 1 2 Ri() | co((x.1). )
+Cillog 8]~ [13(Bo(x) +2Cgo(x)) + ' Ry ()l 1 ((x.1).0)-

Note that the right hand side — 0 as § — 0, depending on g, C, C, C3. In particular,
we may choose 6 > 0 sufficiently small so that

|Rg(x, 1) — Riyg(x, )| < 3.
Property (4) then follows from (F.5). |

Let (M, g) be the metric obtained in Proposition F.5 applied with & and n small
enough for property (5) to imply, for the mean curvature scalar H; of the Fermi image
of M x {t}in (M, g) with respect to —d, as the outward pointing unit normal:

H;(x) > Ho(x) — 1. (F.6)

We may shrink U to be the Fermi image of M x [0, 1) in M, where &1 is an arbitrary
constant in (0, d¢) that will be fixed later. Note that:

&(x, 1) = dr* + go(x) — 2t Tp(x) — Cr?go(x),

where Iy was the second fundamental form of M = M C (M, g) with respect to — 9,
as an outward pointing unit normal.
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Proposition F.7 (Interpolation in C-normal metrics). Assume the setup above. There
exists Co = Co(go, Mo, k) such that, ~for every C > Cg and neighborhood U' C U of
M, there is a tubular neighborhood U CC U’ of M and a metric g on M satisfying:

(l) g = g on M\U and ”g - g”cO(f]’g) =n
QgL M=glL M,

QMy=konM;

(4)Rg = Rz —nonU;

®)) I:It > trg, k —non f];

(6) g is C-normal and § — g has no dt factors on U;

Above, 1, Hy are the second fundamental form and mean curvature scalar of the Fermi
image of M x {t} in (M, g) with respect to —9; as the outward pointing normal.

Note that these propositions imply our theorems:
Proof of Theorem F.3. Follows from Propositions F.5, F.7 as explained. O

Proposition E.7 essentially follows from the same proof of [BH20, Proposition 26].
We first take the same cutoff function as in [BH20, Lemma 25].

Lemma F.8. There exists a constant cy > 0 such that for each €1 € (0, %), there exists
a smooth function x : [0, 00) — R such that:

(1) x(@) =t fort near 0, x(t) =0 fort > fe1, and 0 < x(t) < %81forall t.
() 1x'(1)| < coand x'(t) < 1 forall 1.
3) —% < x"(t) <0forallt €[0,e1]and |x"(t)| < co forallt € [/e1, €1].

Proof. Everything except the property x’ < 1 was already proven in [BH20, Lemma
25]. The fact that ¥’ < 1 can be arranged follows from the construction of x as @5 + Vs
for smooth functions satisfying 5 < 1 and ¥ being able to be taken non-decreasing,
so y5 < 0. |

Proof of Proposition F.7. Consider the function x (f) constructed in Lemma F.8. We
define the metric g so that

g(x, 1) 1= di* + go(x) — 2t Mo (x) + 2% (1) (Mo (x) — k(x)) — Ct?go(x)
when ¢t < /ey, and
g(x, 1) :=g(x,1)

when ¢ > ,/e1. The proof in [BH20, Proposition 26] verifies properties (1), (2), (3), (6)
provided C > Co(go, llp, k) and &1 < min{%, 8e, C~2}. Property (4) is verified as well
in the course of the proof, except the authors’ statement doesn’t reflect it. It remains to
verify property, (5). Write g(x, 1) = dt* + g, asin (E.1). Then

go=g0, H =-}tg & (E7)

by (F.2). By [BH20, Lemma 24], as long as €] < C~2, we have

I8¢ llgo < 1 and thus [trg, () — tre, (80| < 2v/ET 18 llge S VET (E.8)
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where < denotes an inequality where the LHS is bounded by the RHS times a positive
constant that only depends on gg, llp, k, but no other data. We compute

L trgy & = trg Mo —x' (1) trgy (Mg —k) + (n — DCt
= Ho — x'(t)(Ho — trg, k) + (n — 1)Ct.

When x/(t) > 0, trg, k < Hp and x'(®) < 1 from Lemma F.8 imply that

L trg & = (1= X' () Ho+ x'(t) trgg k + (n — DCt
> trgy k+ (n — 1)Ct. (F.9)

Otherwise, if /() < 0, we use trg, k < Hy twice to obtain:
—dtrgy & = Ho+(n — )Ct > trg, k+ (n — 1)Ct,

i.e., (F.9) holds once again. Property (5) then follows from (F.7), (F.8), (F.9) by choosing
¢ sufficiently small. O
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