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Abstract

Water and DO have distinct spectral densities resulting from isotopic shifts associated with their
vibrational manifold. Two-dimensional infrared, pump-probe, and transient grating spectroscopies
were employed to directly measure the vibrational dynamics for the azide transition of NaNj
within solutions of water and D>0. Although the frequency correlation time revealed minimal
variation, a linear correlation between lifetime and the optical density of the solvent background
was uncovered. Thus, a predictive model of the lifetime was proposed. These findings highlight
the importance of spectral density of the solvent and its role in the pathways of energy dissipation
for vibrational probes.
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1. Introduction

Infrared reporters like nitriles and azides have become popular probes for studying
biomolecules because of their sensitivity to local environments, chemical stability, small size, and
relatively localized transitions[1-7]. In particular, ultrafast measurements of the stretching mode
of the nitrile group in a variety of biological systems have provided insight into site-specific
structural dynamics[4,8-10]. Since both the azide and nitrile transitions are found in a spectrally
transparent region of most biological molecules, several studies have benefited from the isolated
and relatively sharp spectral feature to investigate B-amyloid aggregation[11], drug—enzyme
interactions[8,12], peptide folding[1,13], and other biological processes[14,15]. Despite having a
wide variety of applications, the relatively small absorption cross section (~200 M! cm™) of the
nitrile vibrational transition makes this probe challenging to utilize in nonlinear IR spectroscopy
due to the balance between the higher concentrations needed to obtain sufficient signal strength
and the lower concentrations that are acceptable for biological systems. However, several
alternatives have been developed recently[16-18] so that the most suitable vibrational reporter can
be selected for the desired application within a biological system.

One such alternative, the azido- group, has shown significant promise in capturing small
changes in the vibrational dynamics for the nucleoside 2'-azido-2'-deoxyuridine[ 19], peptides and
proteins[20], as well as enzyme dynamics[21]. The absorption cross section of the azide transition
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is much larger (~10-15x) than that of nitrile group[20], enabling the use of lower concentrations
for biological systems. Specifically, the aliphatic azido- substitutions are stable under most
conditions and often avoid accidental Fermi resonances[22], allowing the azido- reporter to
respond to the local environment more effectively in peptides, proteins, and
nucleosides[19,23,24]. Both the azide transition and the nitrile transition have many similar
spectral properties and a direct comparison of these probes has been documented[5]. Moreover,
when combined as a “probe pair”, distances between specific sites in biomolecules can be
determined[4]. The sensitivity of the vibrational frequency to hydrogen bonding and the local
electric field offers another way to probe structural dynamics in biosystems. The frequency
dependence on its surroundings translates to capturing structural motions of enzymes[25] and
ligand binding[13] by utilizing the frequency-frequency correlation function. Overall, the
sensitivity of these reporters to the local environment and hydrogen bonding provides an avenue
to track these structural dynamics by two-dimensional infrared methods via chemical exchange
and spectral diffusion[26].

Two-dimensional infrared (2D IR) photon echo spectroscopy is an effective method for
observing vibrational dynamics, including spectral diffusion[27-29], inter-mode coupling[30],
conformational analysis[31], and energy transfer[30,32,33]. Although thermal energy flow to the
solvent environment is often considered to appear in contributions to the inhomogeneous
frequency-frequency correlation decay, it has been documented that the solvent environment can
affect the vibrational lifetimes[34]. Specifically, the coupling to the bath depends on the "spectral
density" of the modes.[35] The spectral density is dependent on the number of vibrational modes
of the solvent overlapping the spectral region of interest and/or the concentration of oscillators
within that specific region. Both contribute to direct interactions such as coupling and energy
transfer or dissipation. For example, the density of states of D20 is two times larger than water
near 2000 cm™! but the specific mode coupling plays a role resulting in a much longer lifetime than
water.[35] In particular, the coupling of the water combination band around 2115 and the azide
transition provide a direct relaxation pathway but the closest band to D0 is the edge of bending
mode at 2360 cm'. Pump-probe and transient grating techniques can provide additional
information on the structure and dynamics of solvated molecules and on how the characteristics
of the solvent affect vibrational energy loss[35].

In this manuscript, we present a systematic study of sodium azide (NaN3) in various DoO/H,O
solutions. We used 2D IR, pump-probe, and transient grating measurements to examine the
vibrational lifetimes and frequency-frequency correlation decays of the azido- transition upon
variation of the solvent spectral density. Furthermore, we developed a predictive model for the
vibrational lifetimes based on the spectral density of the water/D>O solution. While this study
focuses on a small-molecule system, the observed bath coupling model can be served as a guide
for tuning the vibrational lifetime in larger biomolecular systems.

2. Experimental methods

Solutions of approximately 20-30 mM NaN3 in water and deuterated water were prepared for
both linear FTIR and 2D IR experiments. The solvent was varied via serial dilutions to measure a
range of conditions between 100% water and 100% D>0O. Linear infrared spectra were collected
using a ThermoNicolet 6700 FTIR spectrometer equipped with a liquid nitrogen-cooled mercury
cadmium telluride detector. To collect higher sensitivity spectra and correct the baselines more
accurately, the IR beam was routed into a home-built setup[36]. For the enhancement of baseline



correction, the two-compartment CaF> sample cell with a 56 pym Teflon spacer was utilized,
ensuring that measurements of the reference and the sample were performed under the same
conditions. A single beam spectrum is collected by an automated translation stage that moves the
sample cell between the reference and the sample side to account for drift and stability[37]. All
measurements were conducted in a nitrogen-purged chamber at room temperature (~20°C). All
FTIR spectra were averaged for 128 scans. To determine the full width at half maximum (FWHM),
each transition was fitted to a Gaussian profile,

OD(w)=Ax e

The 2D IR spectra presented in this work were obtained using a combination of both pulse
shaper based 2D IR setup and a box-car photon echo 2D IR spectrometer setup. For the 2D IR
pulse shaping, mid-IR pulses with an 80 fs Gaussian pulse width and centered at 4902 nm were
split into pump and probe beams with a CaF> wedged window. The pump pulse, ~15 pJ, was
directed through a germanium acousto-optic modulator (AOM) based pulse shaper. The pulse
shaper produced a collinear pair of compressed pump pulses with variable delays (z), which were
scanned to generate the pump axis of the 2D IR spectra. The pump and probe pulses were then
spatially overlapped and focused at the sample. An automated translation stage was used to set a
fixed temporal delay or waiting time Ty to adjust the timing between the pump and probe pulses.
The box-car 2D IR photon echo setup has been described elsewhere[38]. To acquire absorptive
spectra, the rephasing and nonrephasing 2D frequency spectra were properly phased and
combined. The waiting time, T, varies by using different delays between the second and third
pulse. The vibrational relaxation times (t) were measured from the decay of the on-diagonal signal
strengths of the 0 — 1 transition in the 2D IR spectrum at different waiting times and fitted to an
exponential decay,

(w—wc)z

_4*ln(2)*(FWHM)2_ (1)

Lp(T) = Age™ /", (2)

Transient grating experiments were performed similarly to the 2D IR experiments, but with
ki and kz fixed while k3 and the local oscillator were moved synchronously in 10 fs steps to
vary the delay time. Solvent transient grating spectra were subtracted from the azide spectra.
Similarly to the 2D IR experiments, relaxation times were obtained from the decay of the 0 —
1 transition. Additionally, the decay of the azide vibrational transition in water observed in
the transient grating experiment was fit to a function containing both population and
reorientation relaxation [39], given by

f(T) = ae~T/m ((4/9)e /™ + (5/9)). 3)

Pump-probe data were collected by blocking ki and ks, then directing the local oscillator
through the sample to serve as the probe while k2 acted as the pump. Data points were
collected in 10 fs steps and then binned with five points per bin. The decay of the 0 = 1
transition was again used to determine vibrational relaxation times. Kinetic traces and fits
were generated by averaging the traces of the three wavenumbers nearest to the transition
peak. Using a combination of a half-wave plate and polarizer on each beam, the angle between
the pump and the probe was set at the magic angle (54.7°) to eliminate any rotational
contributions to the lifetime.



Table 1. FWHM of the NaNj3 vibrational transition in D,O/H>O solution.
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Figure 1. Normalized FTIR spectrum of NaNj3 (top panel) in (left) H,O and (right) D,O along with the corresponding
absorptive 2D IR spectra (bottom panel) at 100 fs.

Linear FTIR and 2D IR experiments were performed on NaNj in different D2O/H20 solutions
with systematic changes in solvent ratio to understand the solvent influence, i.e. the ‘spectral
density’, in the azido- transition region of the spectrum. A single transition associated with the
azide antisymmetric stretch is observed in the linear FTIR spectra of NaN3 in pure H,O and
deuterated water (D20) (top panel, Figure 1). These transitions are observed at 2049 cm™ and 2043
cm’! in water and D,O, respectively, indicating a 5 cm™' redshift due to the secondary isotopic
effect and/or a resonance interaction with the bending mode of water. The calculated full width at
half maximum (FWHM), obtained from fitting to Gaussian line shapes, is 27.1 £ 0.2 cm™ in water.
The linewidth is approximately 1.45-fold narrower in D>O than H>O as a result of stronger
hydrogen bonding, decreasing the frequency distribution and illustrating the importance of
hydrogen bonding to the relaxation pathway[40,41]. Table 1 shows the variations in the FWHM
of the azido-transition in different ratio DoO/H>O solutions. As the percentage of deuterated water
decreases, the linewidth increases as the average rate of hydrogen bonding increases over time[42-



44]. This increase in hydrogen bonding rate causes the structural distribution to become larger, i.e.
it generates a larger inhomogeneous distribution of states.

The 2D IR spectra of NaN3 in water and D>O at 200 fs waiting times are also shown in the
bottom panels of Figure 1. Akin to the linear IR spectrum, the azide v =0 — v = 1 transitions
appear along the diagonal at @, = w,= 2049 cm !, and w,; = w,= 2043 cm™! in H,0 and D0,
respectively. The negative contours red-shifted along the w, axis represent v =1 — v = 2
transitions and represent the anharmonic nature of the oscillations. The diagonal anharmonicities
of the azide transitions in water and deuterated water are approximately 22 + 2 cm™ and 25.2 +
0.4 cm!, suggesting that anharmonicity is only slightly affected by the solvent molecules, which
has been observed for carbonyl oscillators[45].
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Figure 2. (Top Left) Inverse slope [S(T)!] vs D20 mole fraction. (Top Right) Infrared spectra for NaN3 in D,O/H,O
solution with varying D,O percentage. The inset shows the FTIR optical density of (red) pure D,O, (blue) H,O and
(purple) 50:50 (volume:volume) solutions zoomed into the region of interest. (Bottom Center) Representative CLS
correlation decays for D,O (red triangles), H>O (blue circles), and 50:50 D,O:H,O (purple squares).

Information about the relaxation dynamics of vibrational reporter can be obtained by
measuring the spectral diffusion as a function of waiting time[46-49]. As waiting time increases
the peaks become more circular, indicating a loss of frequency correlation caused by structural



dynamics. The center line slope (CLS) method is a useful technique for quantifying the loss of
frequency correlation and provides direct access to the frequency-frequency correlation decay
[49]. Using the CLS method, the loss of frequency correlation of the vibrational transition can be
measured as a function of waiting time, T. The correlation decay is plotted as the inverse slope of
the CLS, [S(T)] !, and fitted to a single exponential decay function,

[S(D]™ = Age™™T, (4)

where 1 represents the correlation decay constant. This function has no fixed offset, as opposed to
the complete frequency-frequency correlation function which may contain a static component. For
this work, the CLS correlation decay lifetime for the azide probe in different DoO/H20 ratio
solutions were determined. The top left panel of Figure 2 shows the CLS decay constant as a
function of D>O mole fraction and reveals very small changes in frequency-frequency correlation
function dynamics and/or inhomogeneity with varying D>O/H>O content. CLS decay constants
are calculated from the slopes of positive- and negative-going peaks, as well as for the slope of
the zeroth contour between the peaks. The standard deviation of all the values is used to generate
the error bars. The average value of the CLS correlation decay is approximately 1.4 &+ 0.1 ps, and
all CLS decay values for different solutions are within the experimental error. Representative CLS
correlation decays for D>O, H>O, and 50:50 D2O:H>O are shown in the bottom panel of Figure 2.
The faint red shadow region indicates the area associated with the range of values observed. This
result suggests that the inhomogeneous contribution to the FWHM in the FTIR spectral line shape
does not vary for these different solutions. Thus, the fast relaxation pathways, associated with the
population relaxation and the reorientation dynamics, must significantly impact the observed
differences in the FWHM (Figure 2 — top right). These dynamics will be detected from the
different pump-probe spectroscopies and compared to the intensity decay of the 2D IR spectra. A
systematic red shift is also observed in the azide peak with increasing DO mole fraction. This
shift in the vibrational frequency is a result of less hydrogen bonding species within the ensemble
average, shifting toward the direction with no hydrogen bonding as previously reported for azido-
probes in tetrahydrofuran[19].

The decrease in v =0 — v =1 diagonal peak intensity with increasing waiting time in 2D IR
spectroscopy is directly related to the vibrational relaxation, i.e. population relaxation and
reorientation time, of the probe[39,50]. The reorientation component can sometimes be neglected
if it is long compared to the population relaxation. To assess one of these relaxation pathways, the
population relaxations were obtained free of reorientation components. Pump-probe spectroscopic
measurements were performed with the relative orientation between the pump and probe beam set
to the magic angle (54.7°). The decay curve is fitted with a single exponential function,

Ipp(T) = Age™ /", ®)

The left panel of Figure 3 shows the pump-probe decay of the v=0 — v = 1 azide transition in
pure D>O and H>O. The fits of the decays yielded time constants of 2.2 £ 0.1 ps in D>O and 0.52
+ 0.02 ps in H20O. These results indicate the vibrational lifetime of the azide probe is 4.2 times
shorter in water. The reason for this vast difference in vibrational lifetime between water and D,O
is due to the spectral density of the solvents. Spectral density refers to the distribution of
vibrational frequencies resonant with the vibrational transition and their corresponding coupling
into the molecular system. The collision-induced mixing of internal modes of the system
dramatically affects the dissipation pathway. In the context of vibrational lifetimes, the spectral
density describes the number of vibrational modes accessible, i.e. in resonance, to the vibrational



transition to quickly divert energy and damp the oscillation. In the case of water and D20, the
difference in vibrational lifetimes arises from the disparity in their respective spectral densities
shown by the optical densities of the solvents in the region of the interest (Figure 2 — inset). D2O
exhibits a lower spectral density compared to water in the azide region due to the shift of the
combination band, 2075 cm™!, of water out of the spectral region. Thus, azide in D>O maintains its
vibrational energy for a longer time compared to azide in water. This is because the energy has
less propensity to spread out to other modes or transfer to the surrounding environment or bath.
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Figure 3. (Left) Kinetic traces and fits of the pump probe magic angle spectra for NaN; in pure (red triangles) D,O
and (blue circles) H>O. (Right) Azide vibrational population lifetime determined from magic angle pump probe as a
function of average optical density per micron (100% D>O to 100 % H>O from left to right).

To systematically assess the effects of spectral density, the vibrational lifetime for the azide
transition was determined from the magic-angle pump-probe intensity decay for different
D>0O/H»0 ratios. Interestingly, the vibrational lifetime of the azide probe shows a linear correlation
as a function of the average optical density of D>O/H>O solution within the spectral region of
interest (right panel of Figure 3). The average optical density was determined by calculating the
mean of the optical densities measured between 2043 cm™ and 2049 cm™! of the bath alone, where
NaN3 transition is typically observed. Additionally, a linear trend follows with the mole fraction
of H>O, which is important to understand the HOD contribution in the solvent system. With the
help of this semi-empirical equation,

7(p) = —99.36p + 1.96, (6)

the population relaxation lifetime (7(p)) can be predicted depending on the average optical density
per micron (p) of the solvent background within the spectral region of the azide probe for H,O/D>O
solutions. While this predictive model was developed for water/D>O solutions, it can be potentially
applied to other protic solvent. For example, the azide probe in methanol was determined to have
a population relaxation of 2.4 £ 0.2 ps via a magic-angle pump-probe measurement (data not
shown). Using the average optical density of methanol in a 25 um spacer, 0.055, the semi-
empirical prediction of the lifetime was calculated to be 1.7 = 0.2 ps, which is in reasonable
agreement with the experiment.

The population relaxation times measured by magic-angle pump-probe spectroscopy were
compared to those obtained via phase-resolved heterodyne-detected transient grating and the
intensity decays of 2D IR spectroscopies. Provided the detection window is sufficiently long, the
transient grating technique can be used to determine the reorientation time (Tr) in addition to the
population relaxation time (T1)[39]. Decay profiles of the azide probe in H>O and D>O obtained
using transient grating spectroscopy are seen in the left panel of Figure 4. In water, T; is 0.58 +



0.05 ps and Tr is 0.9 = 0.2 ps, in good agreement to past studies[35,39]. For D>0, the trace of the
spectra was fitted to a single exponential, yielding a decay constant of 2.4 + 0.5 ps, which closely
matches the magic-angle pump probe. Past studies by Hochstrasser and coworkers have reported
7.1 ps [35] for the reorientation relaxation of azide in D,O. Thus, the 6 ps collection window used
here is likely not long enough to fully capture this longer reorientation component. Finally, the
right panel of Figure 4 shows the 2D IR intensity decays of azide in water and D,O, which were
found to be 0.50 £ 0.01 ps and 2.06 £ 0.06 ps, respectively. These values closely resemble those
obtained from the pump-probe (4% and 7% difference for water and D>O, respectively) and
transient grating (15% difference for both water and D,O) measurements, suggesting that the 2D
IR intensity decay of the v =0 — v = 1 transition can be used as good approximation for the
vibrational relaxation times.

= 1t - 1 ?
e L% £ Has
E R . S T=2.4+0.5ps = & T T=2.06=0.06 ps
= L = L \ a
g go 0.5 9%1 -q:)] 0.5 \ A\AA‘
—g g . E L AMAM
E) -

> \T =0.58 £0.05 ps § gL 0o0=001ps Sassacan
Z ol ]L ~0.940.2ps Z ot fonaco

0 1 2 3 4 5 6 0 1 5 3 4 5

Time (ps) Time (ps)

Figure 4. (Left) Kinetic traces and fits of transient grating spectra of NaNj in (blue circles) water and (red triangles)
D;0. (Right) Kinetic traces and fits of 2D IR intensity decay of NaNs in (blue circles) water and (red triangles) D,O.

4. Conclusions

This study has demonstrated the importance of considering the spectral density of the solvent
when estimating its influence on the vibrational dynamics of a solute probe. Armed with this
knowledge, the proper solution of D>O and water can be chosen to provide a sufficient window of
observation for 2D IR measurements. Our results demonstrate that the frequency-frequency
correlation decay does not change considerably under various D>O/water ratios, i.e. with
increasing spectral density. However, the vibrational lifetime of the azide transition is significantly
influenced by the composition of the D>O/water solution. Specifically, we observed a ~4.5-fold
increase in vibrational lifetime in deuterated water compared to water, and we established a linear
correlation between the vibrational lifetime and the average solvent spectral density around the
azide transition. These results not only provide valuable insight into the importance of considering
the role of the solvent in energy dissipation pathways for a vibrational probe of interest, but also
propose a semi-empirical model to predict vibrational lifetimes based on the solvent spectral
density. Although our study focused on a small-molecule system, the observed bath coupling
model can provide a guide for tuning vibrational lifetimes in larger biomolecular systems. Overall,
this work highlights the significance of understanding the spectral density of the solvent in
studying energy dissipation pathways and vibrational dynamics in complex molecular systems.
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