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The ocean surface boundary layer links the atmosphere to the ocean. At the air-sea interface, ocean surface waves
play an important role in momentum, energy and gas exchange. A new parameterization with wave-induced
mixing is developed based on a set of Large Eddy Simulation experiments under different wind speeds and
mixed layer depths. The new parameterization scheme is then incorporated into a one-dimensional turbulence
model for verification. The inclusion of wave-induced mixing reduces the excessively high surface temperature

simulated in summer and reduces the underestimation of the mixed layer depth in winter. Compared to the
observation at Ocean Station Papa, the parameterization scheme with wave effects produces statistically more
accurate results than the parameterization scheme without wave effects.

1. Introduction

The ocean surface boundary layer (OSBL) is an integral part of the
climate system, controlling the heat and momentum transport between
the atmosphere and ocean. The flow within the OSBL, affected strongly
by wind, wave and buoyancy fluxes, is mostly turbulent. Wind blowing
over the ocean produces surface gravity waves, which interact with
background turbulence previously present in the OSBL (Teixeira and
Belcher, 2002), and thus play an essential role in air-sea momentum
exchange and upper ocean mixing. Compared with other physical pro-
cesses such as ocean currents, tides and internal waves, surface wave
motions have a smaller spatial and temporal scale (Webb and
Fox-Kemper, 2011, 2015). However, because waves are persistent and

common in space and time, they can affect large-scale phenomena.
Many studies point out that including the effects of wind-driven waves is
important in reducing the mismatch between climate simulations and
observations (Sullivan and McWilliams, 2010; Belcher et al., 2012;
Cavaleri et al., 2012; D’Asaro et al., 2014; Qiao et al., 2013; Li et al.,
2016).

However, the effect of waves on vertical mixing is not considered in
many OSBL turbulent mixing parametrization schemes. Wave-induced
mixing is crucial to vertical mixing (Li et al., 2019). Vertical turbulent
mixing influences the mixed layer depth (MLD) and thereby the heat
capacity of the layer in immediate contact with the atmosphere (Bala-
guru et al., 2015). Small sea surface temperature (SST) deviations may
significantly influence atmospheric convection. The mixed layer largely
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coincides with the euphotic zone and is critical for marine primary
productivity in biological models. The effect of turbulent mixing in the
OSBL, and the related feedback to the atmosphere, is not correct when
wave effects are not considered.

Over the past few decades, as our understanding of wave-induced
mixing increased, more studies focusing on the parameterization of
wave-induced mixing effects have been conducted. Qiao et al. (2004)
propose a non-breaking wave-induced mixing parameterization scheme,
which is similar to the scheme to be introduced in Section 3, in that it
generates more mixing when waves are strong. However, it differs in its
theoretical basis from the scheme under study here, which is derived
from the wave-averaged equations (Craik and Leibovich, 1976) and
represents the effect of Langmuir turbulence (McWilliams et al., 1997).
Averaging over a wave period following the trajectories of fluid parcels
gives a net flow in the direction of wave propagation, known as the
Stokes drift (van den Bremer and Breivik, 2018; Webb and Fox-Kemper,
2011, 2015). The Stokes drift and surface flow interact to drive the
Langmuir circulation (LC) and its disordered variant, the Langmuir
turbulence (LT), in the wave-averaged equation formulation (Craik and
Leibovich, 1976; Lane et al., 2007; McWilliams et al., 2004; Suzuki and
Fox-Kemper, 2016), which is important for vertical mixing (Li et al.,
2019). LT has been considered by many researchers in the study of
wave-induced mixing parameterization (e.g. Ali et al., 2019; McWil-
liams and Sullivan, 2000; Noh et al., 2016; Smyth et al., 2002; Van
Roekel et al., 2012). The effect of Langmuir mixing can be accounted for
by an amplification factor to the eddy viscosity and diffusivity in simple
first-order turbulence closure schemes (e.g. McWilliams and Sullivan,
2000), and by additional Stokes drift related terms such as the turbulent
kinetic energy production and pressure correlation in second-order
closure schemes (Harcourt, 2013, 2015; Kantha and Clayson, 2004).
The improved parameterizations with wave-induced mixing have been
applied to ocean and climate models (Li et al., 2016; Li and Fox-Kemper,
2017; Noh et al., 2016). The introduction of the amplification factor into
the K-profile parameterization (KPP) formulation proposed by McWil-
liams and Sullivan (2000) overestimates the effect of Langmuir circu-
lation under strong convection (Fan and Griffies, 2014; Li et al., 2016;
Smyth et al., 2002), and an improved version is proposed by Li et al.
(2016). Moreover, the effect of breaking waves (BW) is not taken into
account in previous LT studies.

In Wang et al. (2020), the sensitivity of turbulence to monochromatic
and wind-induced polychromatic waves in wave-averaged Large Eddy
Simulation (LES) experiments is analyzed with the influence of BW. The
results show that the Stokes drift calculated from wind (polychromatic
waves) is significantly different (and more accurate) from mono-
chromatic waves-estimated Stokes drift (see also Kukulka and Harcourt,
2017). Therefore, the effect of polychromatic waves is essential to
represent the real sea state (see also Webb and Fox-Kemper, 2015,
2011). In this study, a Stokes drift profile corresponding to
fully-developed, unidirectional waves as a function of wind speed is used
to investigate LT and LT-induced mixing with the influence of BW. The
rest of the study is as follows: The second section describes the experi-
mental setting, the third section is the parameterization study, the fourth
section is the application of the parameterization scheme, and the last
section is the summary and discussion.

2. Method and experiment configuration
2.1. LES experiment configuration

In this study, we use the LES model to resolve LT and parameterize
BW. In LES models, scales larger than the filter width are directly
simulated, while scales smaller than the filter width are parameterized
by a turbulence closure model. The Parallelized Large-Eddy Simulation
Model (PALM; Maronga et al., 2015) is applied in this study to investi-
gate the effects of LC and BW. The filtered equation is as follows:

Deep-Sea Research Part II 203 (2022) 105167

ou; ou; 1 op ot

EJr (u; 4 ug) a—xj: o el (U + tgy) + €ty — a—le +F; (@D)]

F,:“t” G(0; 1)(1 — 62)3(2) @
0

where u; is the Eulerian current velocity, subscripts i, j, k € {1,2,3}
indicate vector components, u; is the Stokes velocity, x; is the location
coordinate, and p, is the ocean density, p is dynamic pressure (modified
from the thermodynamic pressure to account for waves; Suzuki and
Fox-Kemper, 2016), ¢ is the Levi-Civita symbol, f is the Coriolis
parameter, o is the vorticity or curl of the Eulerian velocity, and 7; is the
subgrid-scale Reynolds stress.F; represents the random forcing (i.e.
BW-induced small-scale turbulence assuming that the random forcing
exists only at the sea surface; Noh et al., 2016), u* is the frictional ve-
locity, G(0; 1) is the Gaussian distribution, & is the Kronecker delta, ty =
0.125/au” is the time scale and « = 3 is a proportionality constant (Noh
et al., 2004). For simplicity, both the wind stress and wave fields are
assumed to be in the x-direction.

The model domain is 300 x 300 x 60 grid points, with a 1.25 m grid
resolution in the horizontal and vertical directions. Surface cooling is
applied at the beginning of the simulation for 900 s to initiate turbulent
motions, the detailed information can be found in Noh et al. (2004). The
domain is doubly-periodic in the horizontal and a free-slip bottom
boundary condition is used. The Stokes velocity required in Equation (1)
can be simply parameterized following Equation (3) below (Kenyon,
1969; McWilliams and Restrepo, 1999) if the fully-developed, unidi-
rectional Pierson and Moskowitz (1964) wave spectrum form is
assumed:

ug; =0.04U exp [ - 4 g|Z|] 3)

w

where g is the gravitational acceleration, U is the wind speed 10 m above
the sea surface (a vector quantity) and W = |U| is the absolute wind
speed (a scalar). We note that more accurate Stokes drift profiles based
on empirical wave spectra, including wave age and directional
spreading, are also known (Webb and Fox-Kemper, 2011, 2015). These
profiles tend to have stronger surface Stokes drift for the same
depth-integrated Stokes drift and thus larger Stokes shear, which tends
to drive stronger LT (Suzuki and Fox-Kemper, 2016). Therefore, the use
of profiles is a conservative lower estimate of the mixing strength by LT.

A series of numerical experiments (Table 1) are conducted to
examine the effects of LC and BW on the upper mixed layer. The wind
stress equation T = p,CpU? = pyu'? (where Cp is the drag coefficient and
pq is the air density) has been applied in which Cp is calculated following
Large and Pond (1982).

Cpx10° =

—1
{1.14 3< U< 10ms @

0.49+0.065x U 10<U <25ms™'
In Table 1, a new parameter (Lag) is introduced. La, is the surface

average Langmuir turbulence number, Lag, = |/ u'/(uf — u,), uy =

( } u’(z)dz) /Hs.

—Hs,

and u;,, is the Stokes drift velocity at the reference depth, which is

, where Hg; = 0.2hy, h, is the boundary layer depth,

usually thought as the bottom value. The subscript ref represents the
reference quantity, and the superscript s denotes the Stokes drift (Har-
court and D’Asaro, 2008).

2.2. GOTM experiment configuration

To apply the parameterization under realistic forcing purposes, the
study employs the fifth edition of the General Ocean Turbulence Model
(GOTMS5; https://gotm.net/; Umlauf and Burchard, 2005). Our method
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Table 1

List of numerical experiments with different combinations of wind speed (U, m/
s), initial MLD (m), surface friction velocity (u*, m/s) and surface average
Langmuir turbulence number (Lag).

Wind Surface friction Surface average Langmuir Initial mixed
speed velocity turbulence number Lag, layer depth
5 0.0055 0.61 20
6 0.0063 0.51 20
7 0.0077 0.48 20
8 0.0084 0.43 20
9 0.0095 0.43 20
10 0.0105 0.42 20
11 0.0122 0.44 20
12 0.0134 0.45 20
13 0.0151 0.47 20
5 0.0055 0.67 25
6 0.0063 0.56 25
7 0.0077 0.50 25
8 0.0084 0.43 25
9 0.0095 0.41 25
10 0.0105 0.40 25
11 0.0122 0.41 25
12 0.0134 0.42 25
13 0.0151 0.43 25
5 0.0055 0.73 30
6 0.0063 0.60 30
7 0.0077 0.54 30
8 0.0084 0.47 30
9 0.0095 0.43 30
10 0.0105 0.39 30
11 0.0122 0.40 30
12 0.0134 0.40 30
13 0.0151 0.41 30
5 0.0055 0.79 35
6 0.0063 0.65 35
7 0.0077 0.58 35
8 0.0084 0.50 35
9 0.0095 0.45 35
10 0.0105 0.42 35
11 0.0122 0.40 35
12 0.0134 0.39 35
13 0.0151 0.40 35

is based on the CVMix-KPP model (Large et al., 1994; Van Roekel and
Coauthors, 2018), where the LT-induced eddy diffusivity is added to the
CVMix-KPP model. In this paper, we modify Li et al. (2019)’s source
code to replace it with our wave-induced parameterization. The exper-
iments are conducted at 144.9° W and 50.1° N, which is near the Ocean
Climate Station Papa (https://www.pmel.noaa.gov/OCS/Papa) in the
northern Pacific. In the experiments, temperature and salinity are ob-
tained from the Papa observatory, and the initial and forcing field data
are from the wave rider buoy data recorded there (Belka et al., 2014),
more data information can be found in Li et al. (2019). The GOTMS5 time
step is set to 1 min, and the results are output every 3 h. The total
simulation time is 703.75 days, starting on January 1, 2012 and ending
on December 4, 2013. There are 150 vertical levels with 1 m intervals,
extending from the surface to 150 m. There are two sets of experiments:
GOTM LB, which results from parameterization considering wave effects
(both LT enhancement and BW), and GOTM no LB, which is the result of
the parameterization without wave effects.

2.3. Statistical method

In Dong et al. (2011), mean square error (MSE), skill score (SS) and
weighted skill score (WSS) are used. The mean square error (MSE) be-
tween the observation and model results is expressed as:

;

MSE(n) =10 > (mii.m) = o) ®

i

where the subscript i represents the variable (temperature and MLD); j
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represents the observed data point, N; is the number of observed data for
variable i, n represents the experiment (GOTM LB and GOTM no LB), m;
and o; represent the model and observed data, respectively.

Murphy (1992) proposed a skill score method based on a reference
experiment (Equation (6)):

SSi(n)=1— “MSE. (6)

where subscript r represents the reference experiment. When SS = 0,
there is no improvement compared to the reference experiment. When
SS < 0, the experiment has a lower performance relative to the reference
experiment. When SS is between 0 and 1, there is an improvement
compared to the reference experiment.

Since the numbers of available observation data for each variable is
different, a weighted skill score (WSS) based on the number of observed
values is used:

. WMSE(n)
WSS(n)=1— “WHMSE, @)
i
WMSE(n) _ Ziil (MSE!(n)Ni) (8)

I
Zi:lNi

where I is the total number of variables. The number of data points used
were 5631 and 563 for temperature and MLD, respectively. Wilkin
(2006) and Liu et al. (2009) both use this method.

3. The parameterization

In ocean and climate models, physical processes that cannot be
solved directly are parameterized. Here we focus on the parameteriza-
tion of vertical mixing within the OSBL. Usually, the mixing scheme
applied to the upper ocean does not include BW and LT effects but
instead focuses only on wind and convective forcing, such as the KPP
scheme proposed by Large et al. (1994). Some recently proposed vertical
mixing schemes that include the effect of LT are reviewed and compared
in Li et al. (2019). But they do not consider the effect of BW. In this
study, we propose a new mixing scheme based on the result of LES with
the influence of LT and BW. The diffusivity Kgy is diagnosed from LES
using the equation Ky = — Ow/(00 /dz), where 0 is the temperature
perturbation, w is the vertical velocity perturbation and @ is the mean
temperature. A non-dimensional parameter scaling method is used to
analyze the eddy diffusivity. Surface friction velocity(u") and boundary
layer depth (hy) are used to scale and transform eddy diffusivity into a
dimensionless variable (Kgy/(u"hp)). The remaining dimensional diffu-
sivity no longer depends on depth after this function is derived. In this
study, we define the boundary layer depth as the depth where the tur-
bulent heat flux approaches zero. Eddy diffusivity below the boundary
layer is affected by other processes that are not included in this study
such as breaking internal waves. Here we focus on improving the mixing
within the boundary layer.

After dimensionless processing, the effects of waves are directly
calculated as follows:

Ka/ (' hoi) = K/ (1" hoi) — Ko/ (1" hio) 9

where K is the eddy diffusivity diagnosed from LES with wave influence,
Ky is the eddy diffusivity diagnosed from LES without wave influence
and K, is the wave-induced eddy diffusivity. hyx and hpgy are the
boundary layer depth of the corresponding experiment. Fig. 1 is the non-
dimensional eddy diffusivity distribution for LES experiments. The red
curve represents the non-dimensional eddy diffusivity (K/(u"hyk)) under
different wind speeds, stratifications and surface average Langmuir
numbers (Table 1) and the blue curve represents the corresponding non-
dimensional eddy diffusivity (Ky/(u" hyks)) without the wave influence.
According to the form of eddy diffusivity (Large et al.,1994), We assume


https://www.pmel.noaa.gov/OCS/Papa

H. Wang et al.

——No wave
— With wave

0 0.1 0.2 0.3

Dimensionless Diffusivity

Fig. 1. Vertical distribution of eddy diffusivity curves. Red curves: experiments
under different wind speeds, stratifications and surface average Langmuir
numbers, K/u"hyg. Blue curves: the corresponding experiment without the wave
effects, Ky/u" hygp.

the wave-induced eddy diffusivity K4 has a form of K3 = hy YG. Y is the
velocity scale. For simplicity, Y is set as u”, since the variables of our
sensitivity test are boundary layer depth and Lay,, the shape function (G)
of the dimensionless eddy diffusivity is assumed to depend on the
dimenssionless depth ¢ = z/h,(0< || < 1) and Lay, that is G(o, Lay,),
G(o,Lag,) = Kq/u"hy. With Equation (9):

G(()'7 L[ll‘L) :K/ (M*hhk) - Kg / (ukh;,m) (10)

By fitting the dimensionless curves (Equation (10)), the following
functional relation is selected with parameters A and B:

Kd(ﬂ, u*,hb,LaSL) / (M*hb) = G(()'7 LLISL) = —0 eXp(—A(O‘)2 +B)7

or

2
K, i,u*,z,LaSL :—u*><z><exp —A £ +B
h;, hh

Different fitting curves (K/u"hyx — Ky /u" hygp) in Fig. 1 corresponds to
different maximum curvature of the shape function G determined by
parametersA and B. As the shape function G(o,Las;) is related to the
surface average Langmuir number, Fig. 2a and b displays the relation-
ship between A and B, and the average Langmuir number, respectively.
As the parameterization is obtained under the experimental conditions is
less than 1 (Table 1). The range of simulated Langmuir numbers corre-
sponds predominately to values 0.2-0.5 reported for field measurements

(€8]

120 T
—fit curve
100 * Avs.LaSL

80 Confidence bounds: 95%
R-square : 0.87

< 60 RMSE : 8.3 .
40 T /
A s % N ()

0.6 0.8 1 1.2
(LaSL)"?
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(Smith, 1992). The wave-induced mixing parameterization is suitable
for Langmuir turbulence numbers less than 1. A and B are expressed as
functions depending on Lay, as follows:

A=05exp (4\/LaSL>
B= 6Lll§[‘ - 11\/Ld§1‘ + 5

Our parameterization is different from other schemes. First, we use
the wind speed to calculate the Stokes drift in our experiment setting for
LES, which differs from other studies that use specified monochromatic
waves (e.g. Noh et al., 2004). Also, BW is considered together with LT in
the parameterization through the wind speed. Our parameterization
differs from others in that it is KPP-based, unlike Harcourt (2015) or
Reichl and Li (2019), our theory does not solve higher-order closures; it
is closer to the similarity theories underpinning KPP and
Monin-Obukhov, albeit with a different shape function than Troen and
Mahrt (1986), who obtained their results from simple polynomials
fitting of the atmospheric boundary layer formulations.

12

4. Test and discussion
4.1. Eddy diffusivity

GOTMS5 can directly output the eddy diffusivity coefficient as it
simulates an evolving parameterized boundary layer. Fig. 3 shows the
vertical profile of eddy diffusivity for temperature at different times in
the single-column simulation at Ocean Climate Station Papa. The eddy
diffusivity increases from 0.0340 m?/s without wave-induced mixing
(Fig. 3a, red line) to 0.1604 m?/s with wave-induced mixing (Fig. 3a,
blue line). The corresponding surface friction velocity and surface
average Langmuir turbulence number are 0.0115 m/s and 0.55,
respectively. In Fig. 3b, the maximum eddy diffusivity is 0.0051 m?/s
without the wave-induced mixing. By adding the wave-induced mixing,
the eddy diffusivity coefficient increases to 0.0287 m?2/s, roughly
doubling the diffusivity. The corresponding surface friction velocity and
Langmuir turbulence number are 0.0068 m/s and 0.53, respectively.
Fig. 3c compares the maximum eddy diffusivity value from GOTM ex-
periments GOTM LB and GOTM no LB. An annual cycle variation,
starting in winter, is observed. When wave-induced mixing is considered
in the parameterization scheme (GOTM LB), the maximum value can
reach 0.9 m%/s in winter. The eddy diffusivity value is very small in
summer and autumn, and the maximum eddy diffusivity changes with
the season. Note that the addition of waves in all cases leads to stronger
and deeper mixing.

4.2. Temperature and mixed layer depth
Direct comparison of the GOTM results with observation data (such

as temperature, salinity and current velocity) may require additional
external forcing beyond 1D mixing, such as horizontal and vertical

" fit curve
0.6 * Bvs. LaSL

02 Confidence bounds: 95% *
-0.4 (R-square : 0.57

RMSE : 0.16 (b)

-0.6
0.6 0.8 1 1.2

(LaSL)"?

Fig. 2. Relationship between the surface average Langmuir number and (a) parameter A; and (b) parameter B. The orange dots and blue curve represent the data and

fitting curves, respectively.
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N
-100
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0 0.01 0.02 0.03

eddy diffusivity (m?/s)

T T
——GOTM no LB
GOTM LB

2013.04 2013.08 2013.12

Fig. 3. Eddy diffusivity profiles of GOTM experiments. (a) 2012.11.12 06:00; (b) 2013.07.20 06:00. The red and blue curves are the eddy diffusivity distribution
without and with wave-induced mixing, respectively. (c) Time series of the maximum eddy diffusivity value from GOTM results. The yellow and green curves are the

results with and without wave-induced mixing, respectively.

advection, to adjust the heat and salt budget. Without these additional
adjustments, the simulated variables (e.g. temperature and salinity)
deviate from the observed values and lead to the imbalance of surface
fluxes. Therefore, we compare the simulation and observations indi-
rectly, that is, to verify if the LT and BW changes bring the result closer
to the observations while noting that there are external forcing present
that cannot be taken into account. The comparison aims to demonstrate
the improvement of the results due to wave effects in the parameteri-
zation scheme.

Fig. 4 is the vertical profile of temperature at different times. Fig. 4a
and b correspond to Fig. 3a and b, respectively. For simplicity, the mixed
layer in Fig. 4 is where |T-To|>0.5 °C is located. Fig. 4a shows that the
MLD is 44.5 m and SST is 12.1 °C without wave-induced mixing. When
the parameterization with wave effect is applied, the MLD is 62.5 m and
the SST is 10.9 °C, which is closer to the observed MLD and SST of 63.5
m and 8.2 °C, respectively. Fig. 4 (b) shows that the MLD increases from
16.5 m (without wave-induced mixing) to 22.5 m (with wave-induced
mixing). The corresponding SSTs are 18.9 °C and 16.2 °C, respec-
tively. The observed MLD and SST are 24.5 m and 12.9 °C, respectively.
Thus, applying the new parameterization with wave-induced mixing to a

(@

Z(m)

-100

-150
2 4 6 8 10 12 14

temperature (°C)

realistic marine environment shows that the temperature and MLD tend
to be closer to observations. The simulated temperature without wave
influence is warmer than that with wave influence. Wave-driven mixing
provides more mixing, bringing up deeper, denser water, thus improving
the surface temperature match. The parameterization with wave influ-
ence thereby reduces this temperature bias. Comparing the observed
MLD, the parameterization scheme without wave effect simulates a
shallower mixed layer. The new parameterization scheme with wave
effect deepens the MLD, again agreeing more closely with the observa-
tions. Therefore, the new parameterization scheme more accurately
simulates temperature and MLD than the parameterization without
wave effects in the GOTM experiments. For future research, the
parameterization will be applied to a climate model to confirm the
results.

Fig. 5 is the annual SST time series at Ocean Climate Station Papa
(50° N, 145° W, https://www.pmel.noaa.gov/ocs/Papa). The GOTM-
simulated temperature trend is consistent with the observed value, but
there is a temperature deviation between the experiments with and
without wave effects. The GOTM simulations cannot match the obser-
vations completely as other horizontal process influences (such as eddies

0—
(b)
-50
B
N
-100
—observation
——GOTM no LB
—GOTMLB |
-150
-1 10 15 20

temperature (°C)

Fig. 4. Vertical temperature profile from GOTM, with time corresponding to Fig. 3. The blue curve represents the GOTM results with wave effects, the black curve
represents the GOTM results without wave-induced mixing, and the red curve is the observation data.
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2012.04 2012.08 2013.04 2013.08 2013.12

Fig. 5. Time series of temperature changes, starting from January 1, 2012. The
blue and black curve represents the GOTM results with and without wave ef-
fects, respectively, and the red curve is the observation data.

and fronts). Furthermore, since errors tend to accumulate, any errors
that affect the stratification early in the simulation also ripple to the
results later in the simulation. Nonetheless, it should be noted that wave
effects separating GOTM LB from GOTM no LB becomes more evident as
temperature increases. The figure shows two peaks for temperature,
both appearing in summer. The wave-induced mixing influence on
temperature is strongest in summer and weakest in winter. Therefore,
including the wave effects can reduce the overestimated SST in summer.
Fig. 6 shows the time series of the MLD. The mixed layer is defined as the
depth where the absolute difference between the temperature and the
surface temperature is 0.5 °C. The difference between the simulated and
observed values is smaller in spring and summer, which may be related
to seasonal heat flux changes (Alford, 2020). Since this study focuses on
improving parameterizations, no further analyses are made on the
physical mechanism of shallower MLD in summer. However, when the
wave effect is considered in the parameterization, the mixing layer
obviously deepens in winter. Nevertheless, the effect is not particularly
obvious in summer, which is consistent with the seasonality of waves in
the North Pacific. Thus, this parameterization features a summertime
SST cooling and a wintertime deepening of the mixed layer.

4.3. Statistical analysis

To quantify the experimental model results, we apply the statistical
method mentioned in Dong et al. (2011) to temperature and MLD depth.
The results are shown in Table 2. The MSE of temperature is 18.2 (7.1)
when the parameterization without (with) wave effect is used. The MSE
of the MLD is 648.7 (215.3) without (with) wave effects. Therefore, the
parameterization with wave effects produces more accurate results than
that without wave effects. The influence of SS on waves is evaluated
with the GOTM no LB experiment as the reference. The SS_T of GOTM LB
is 0.61 (according to Equation (6)), meaning that the GOTM LB tem-
perature simulation has an improvement of 61% as compared to GOTM
no LB. The SS_H of GOTM LB is 0.67, which means that the MLD
simulation is improved by 67% relative to the GOTM no LB experiment.
The weighted skill score analysis of the GOTM LB experiment is 0.66.
That is, the simulation with the wave-induced mixing parameterization
is 66% more accurate than the parameterization without wave effect. To
sum up, the temperature and mixing layer depth simulation are
improved by the parameterization scheme with wave effect, although
including climatological upwelling would play a larger role than this
wave-induced adjustment. The study conducted by Johnson et al. (2016)
is an example of an alternative observational analysis intended to reduce
this effect.

5. Conclusions

In the current study, a parametric equation of wave-induced mixing,
including average surface Langmuir turbulence number, surface friction
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Fig. 6. Same as Fig, 5, but for mixed layer changes.
Table 2

MSE, SS and WSS of the GOTM LB and GOTM no LB experiments. T and H
represent temperature and MLD, respectively.

EXP MSE _T SS_T MSE_H SS_H WSS
GOTM no LB 18.2 0 648.7 0 0
GOTM LB 7.1 0.61 215.3 0.67 0.66

velocity, boundary layer depth and seawater depth, is obtained by
analyzing LES model results. A new parameterization based on wave-
induced eddy diffusivity is added to the KPP turbulence model. The
new parameterization is then applied into the GOTM for verification,
and the results from the experiments GOTM no LB (parameterization
without wave effect) and GOTM LB (parameterization with wave effect)
are compared.

It is found that the temperature trend from GOTM is consistent with
the observed temperature. In summer, the effect of wave-induced mix-
ing on temperature is higher than in winter. The wave-induced mixing
can reduce the overestimated temperature in summer, but the influence
on the MLD in summer is not particularly obvious and almost un-
changed. However, it deepens the MLD in winter. Wave-induced mixing
can improve temperature simulation in summer and reduce the under-
estimation of the MLD in winter.

Three statistical analyses are conducted, namely, MSE, SS and WSS.
The parameterization scheme with wave effects is closer to the observed
profile results than the parameterization scheme without wave effects.
The parametric equation still requires further verification. Due to the
limited conditions in the GOTM testing cases, the parametric equation
will be added into a climate model for verification in future experiments,
which allows for a broader range of conditions and the inclusion of ef-
fects such as climatological upwelling and lateral influences that are
neglected here in this initial assessment of the parameterization.
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