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complements the performance of some task.
To facilitate interaction in the virtual world, users are usually pro-

vided with virtual representations called user representations [71].
These representations provide users with a frame of reference of them-
selves, visually depicting the locus of the user in the virtual scene.
User representations can range from full-body avatars to more visually
primitive approaches wherein virtual models of the controllers alone
are rendered. The nature and fidelity of these user representations affect
users’ sense of embodiment, ownership, and agency all of which tend
to be important aspects of such representations in interactive IVEs [5].
Given the challenges and additional hardware requirements involved in
provisioning tracked full-body avatars, it is common to only represent
the user’s end-effectors (the entities that interact with the world). In
such situations, the user only sees an assigned representation of the
virtual controller and acts based on visual, tactile, and proprioceptive
information afforded by this visualization of the end-effector. In do-
ing so, users incorporate the assigned representation into their body
schema which has been shown to be fluid and malleable [17]. In at-
tempting to maximize embodiment and ownership, contemporary VR
experiences are resorting to representing the end-effectors as hands as
opposed to virtual replicas of the handheld controllers themselves. This
leads to a discordant mapping between what users see and use as their
end-effectors, potentially affecting interactions. End-effector represen-
tations can also vary anthropometrically or anthropomorphically, each
having its own consequences on how IVEs and affordances within the
experience are perceived [19, 57].

Affordances are the relationship between the environment and the
organism/actor, and determine one’s opportunities for action like pass-
ability, graspability, reachability, etc., [8, 24]. They can be static or can
even exhibit dynamic properties wherein elements of the environment
temporally move, requiring the actor to synchronize their own move-
ments to the movement of the objects in the environment. Examples
of such dynamic affordances include crossing gaps in moving traffic,
stepping on a moving escalator, catching a moving ball, etc. Affor-
dances scale to the organism, and are determined by the morphology
and physical capabilities of the actor [24]. For example, objects are
judged smaller when one’s virtual hand is larger [57]. Researchers
continue to show that the way in which a user and their end-effectors
are represented in VR, affect their perceptions and action capabilities
in these virtual experiences.

The appearance of users’ self avatars have been demonstrated to
have effects on whether or not apertures are judged as passable [64].
While such work has been extensively researched in contexts involv-
ing relatively immutable affordances, limited work delves into more
dynamic contexts. Research on dynamic affordances conducted in
IVEs has explored the effects of display type, method of locomotion,
and age on gap crossing behavior, finding significant impacts of these
factors [15, 25]. However, little is known about the effects of user rep-
resentations on user behavior, and it remains to be seen as to how the
virtual end-effector representation affects task performance in complex
interactions that encompass dynamic affordances. Given the growing
number of VR training, rehabilitation and sport related applications
featuring near-field interactions with rather dynamic elements [38, 50],
it is imperative for researchers to understand how design decisions
made on end-effector representations affect these interactions in the VR
experience. Apropos of this, we discuss the results of an experimental
investigation that evaluates how end-effector representations affect near
field interactions with dynamic affordances in IVEs. Downstream of
this, we go on to discuss the implications of these representations on
users’ sense of embodiment, detailing scenarios that merit using one
representation over the other.

2 RELATED WORKS

2.1 Grasping in VR
Interactions with virtual objects is a topic that has been extensively
explored [4, 26, 31, 69]. Grasping is a common interaction that people
perform routinely and its realistic simulation in VR requires dedicated
hardware and algorithms [9]. It can be treated as an egocentric manip-
ulation technique when simulated using virtual hands which in turn

Fig. 2: The input devices used in the experiment. a)HTC Vive Pro
controller, and b)Noitom’s Hi5 VR glove

allows users to hold virtual objects upon contact with the hands [66].
While visualizing grasping, depicting the grasping entity and allowing
it to penetrate the object can result in better performance, embodiment,
and enjoyment than when disappearing it or snapping the object to
it [1,12]. Interaction metaphors that involve virtual hands are improved
by increasing users’ control over the hands by affording finger motions,
and by providing visual feedback [37,76]. Furthermore, it bodes well
to provide additional feedback through the interacting entities (virtual
hands and objects) by using illumination effects [76] and indicating the
grasping status [53]. Research suggests that high fidelity grasping with
tracked gloves using IMU sensors performs better than camera vision
based commodity hardware like the LeapMotion sensor [43].

2.2 User representations: Interaction and Embodiment
In IVEs, the user is often provided with virtual representations that are
commonly referred to as user representations [71, 72]. These represen-
tations help users perform actions and affect how effectively, accurately,
and efficiently users can perform them [19, 52, 54, 77]. Furthermore,
they play a role in shaping users’ sense of embodiment, a phenomenon
that comprises the sense of self-location, agency, and ownership [35,45],
which are important characteristics associated with interactive IVEs.
De Vignemont [18] taxonomizes the sense of embodiment into three
dimensions (Spatial, Motor, and Affective) that directly relate to the
senses of self-location, agency and ownership respectively. Agency
corresponds to motor activity control over a body part that obeys one’s
will and sensation of movement [7], while ownership pertains to one’s
self attribution of a body [23, 80]. User representations can differ in
terms of their visual appearance, the input modality used to support
their actions, and the mapping of their control mechanisms [72].

On the subject of the different input modalities used to support
interactions in VR, several systems have been implemented and further
investigated in terms of how they are perceived by users and how
much they affect task performance. Interactions can be facilitated
through direct VR handheld controller inputs, camera vision based
tracked hand gestures, using magnetic or reflective markers with a
motion capture system, or even through supplemental hardware that
have been configured with the system. Examples of these supplemental
input modalities include the Leap motion controller (though this is
also a camera vision based tracking solution), optitracked gloves [49],
Noitom’s Hi5 VR gloves with IMU sensors, etc., that use additional
hardware to facilitate hand tracked gestures for interacting with the
IVE. These input systems typically differ in the means through which
they support interactions, their tracking and latency characteristics, and
more broadly, their accuracy and fidelity. Ultimately, these factors affect
users’ ability to perform tasks in the environment and invoke different
levels of perceived agency, ownership and realism associated with their
representations in an immersive experience. Research on this front that
compared the use of the Vive controllers to the leap motion controllers
in performing motor tasks (i.e, selection, placement and rotation) found
that the former input method resulted in faster performance and lower
perceived difficulty [11]. The visual and kinematic properties of a
virtual hand representation and its corresponding motor synchronicity
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can also affect task performance [13, 60]. Other studies have shown
that virtual hands do not significantly impact performance for tasks
involving tool based object manipulation [44, 67].

Interactions through direct hand gestures (e.g., using tracked data
gloves, visual gestures recognition, etc.) tend to be associated with
higher levels of body ownership and perceived realism than interac-
tions performed using physical hand-held controllers [40]. Users in
the aforementioned study preferred interacting using tracked gloves
over the use of controllers despite the latter resulting in better task
performance. Other works have obtained similar results wherein ges-
ture based interactions supported using tracked gloves or hand tracking
were preferred over controllers despite resulting in diminished perfor-
mance [51, 69]. On a similar vein, it was found that using hand tracked
gloves to support interactions in IVEs was associated with higher lev-
els of ownership, realism, enjoyment and presence than when using
controllers [1]. This study, however, did not investigate task perfor-
mance. Research has also shown that users tend to pay more attention
to tasks when performing them based on direct hand inputs over the
use of controllers [2]. A recent study comparing interactions supported
using controllers against hand tracking found no significant effects of
providing users with tracked hand gestures on the perceived usabil-
ity and satisfaction associated with the representations [34]. Overall,
input modalities that support hand tracked gestures in IVEs seem to
be associated with higher levels of embodiment, naturalness and per-
ceived realism over physical hand held controllers despite controllers
producing better performance [53, 74].

With respect to the visual appearance, user representations can range
from the provisioning of realistic high fidelity self avatars to the user be-
ing represented through virtual models of the controllers they physically
hold in their hands. To support realistic avatars, body tracking tech-
nologies are used due to their ability to allow users control movements
of the virtual avatar based on their own movements. Such technologies
promote a high sense of agency and embodiment seeing as how users
perceive and control their virtual body as if it were their own [5,35,36].
A number of studies have demonstrated that interacting with IVEs
through virtual avatars produce more favorable outcomes. Along these
lines, work conducted by Peck et al. has shown that appropriate user
representations can help reduce racial bias [63]. Research further sug-
gests that users experience lower cognitive loads while performing a
spatial rotation task in the presence of self avatars than without [77].
Furthermore, the provision of a fully tracked avatar was found to pro-
duce more accurate egocentric depth judgements when compared to
judgements provided in the absence of such an avatar [54]. Depth esti-
mations were also shown to improve when users were provided with
high-fidelity self avatars, compared to low-fidelity avatars or seeing the
virtual end-effectors alone [19]. The realism, size, and shape associated
with one’s own self avatar has also been shown to affect the perception
of the size of virtual objects [41, 57]. Recent work has shown that
higher visibility and anthropomorphism of self-avatars results in users
adopting more realistic behaviors (i.e., not penetrating a virtual wall)
in IVEs [58].

End-effector representations can be considered a subset of user rep-
resentations which involve the representations of the hands or the tools
with which actions are performed in the virtual world. These end-
effectors refer to the virtual tool or the part of the representation that
comes into contact with the object being manipulated [3]. Typical
ways in which contemporary VR experiences represent end-effectors
include rendering them as virtual models of the handheld controllers
themselves (virtual replica), or by rendering them as virtual hands
that may vary in realism, size, and fidelity, or by depicting them as a
tool. Similar to user representations, the way in which end-effectors
are represented affect task performance, embodiment and other char-
acteristics associated with interactions in IVEs. A few studies have
investigated the effects of the visual appearance of end-effectors on
task performance and embodiment while managing to keep the input
modality consistent. Along these lines, in a study leveraging the HTC
Vive controller as an input modality, it was found that visually repre-
senting the end-effectors as hands leads to increased levels of body
ownership than when rendering them as controllers or spheres [46]. The

authors of the aforementioned study found that the controller and hand
representations produced better performance in a pick and place task
than the sphere representation. Their results additionally revealed that
visually representing the end-effector as a controller was better suited
for a positioning task as compared to representing the end-effector as
both a hand, and a sphere. In another study that used the leap motion
controller to provision three gesture tracked virtual hand representa-
tions (i.e., abstract, iconic and realistic), the authors found that the
sense of agency was higher for less realistic virtual hands owing to the
lower degree of mismatch between the users’ gestures and the anima-
tions on the virtual hands [5]. In contrast, a higher sense of ownership
was associated with the realistic hand representation. In terms of task
performance, it was found that simplified end-effector representations
produced faster and more accurate interactions for a pick and place
task. In a study comparing three representations of virtual arms (i.e.,
’hand-only’, ’hand+forearm’ and ’whole arm") on the performance
of a selection task, it was found that representing the end-effectors
as whole arms made users take more time to perform the selection
than when representing the end-effectors as just hands [79]. One other
study investigating the effects of end-effector representation on body
ownership, immersion, perceived difficulty and performance found no
differences between representing hand held controllers as virtual hands,
virtual controllers or partially rendered virtual bodies [48]. Overall,
studies that have investigated how end-effector representations affect in-
teraction and embodiment have focused on tasks that involve selection,
placement, collision avoidance, etc., in the near field where the affor-
dances are relatively static. The effects of end-effector representations
on interactions that involve tasks with near-field dynamic affordances
seems to be an avenue of research that remains relatively unexplored.

2.3 Affordances and User representations

Affordances refers to what the environment offers the individual. They
represent the relationship between the properties of the organism and
characteristics of the environment and can be described in terms of
the organism’s own intrinsic units [8]. Stated simply, they refer to
the opportunities of actions offered by the surrounding environment
to the perceiver. Our lives expose us to a multitude of affordances,
quotidian examples of which include passing through openings such as
doors, hallways, etc., grasping objects, sitting on chairs, and stepping
on stairs to name a few. Scaled to the organism (actor), affordances are
determined by the morphology and physical capabilities of the actor.
The possibilities for action that arise from the relationship between the
environment and the geometric scale of the perceiver is described as
body-scaling in affordance literature [30]. For example, the shoulder
width of an individual determines their ability to frontally pass through
an aperture [82, 83]. Action-scaled affordances furthers this concept
by including both kinematic and kinetic abilities of the body to act
in dynamically changing environments like catching a moving ball
[21, 68]. It hence follows that manipulations of an individual’s body
schema or their action capabilities affects the way they perceive the
environment [78,83]. This has also been demonstrated in contexts of
virtual environments wherein manipulations of the user’s self avatar or
their action capability has been shown to affect perceptions of depth,
size, weight, and passability [19, 57].

One way to classify affordances is based on the dynamicity of the
affordance or environment thereof. Research on static affordances
wherein the environment remains relatively static has been widely
studied in the context of virtual environments. For example, it has
been shown that foot size of a self avatar in an IVE affects judgements
on whether gaps can be perceived as crossable [33]. Similarly, the
appearance of users’ self avatars (i.e, overweight/underweight) was
shown to affect passability judgements for apertures created between
two poles [64], demonstrating that user representations affect how
affordances are perceived [6]. In these studies, the affordances of the
gaps and apertures are static in that they exist in the environment with
unaltered spatio-temporal dynamics. However, interactions can also
involve affordances that exhibit dynamic properties. Examples include
crossing gaps in traffic and crowds, kicking a soccer ball, picking up
luggage from a carousel, etc., wherein elements of the environment
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move. The spatio-temporal dynamics of such environments require
the actor to synchronize their own movements to the movement of the
object(s) in the environment, making these affordances more complex
in nature. Some studies have explored dynamic affordances in the real
world. On this front, investigations have explored dynamic affordances
in contexts of gap crossing, walking through oscillating or closing
doors [10, 16, 22, 47], and crossing streets with oncoming traffic [15,
59, 65]. In IVEs, such research has shown that the locomotion method
(action capability) affects the perceived opportunities for action in
the environment [25]. Participants in this study were tasked with
choosing from among a series of opportunities to pass through a gate
that cycled open and close and then board a moving train. The mode of
locomotion was varied between walking and joystick control, and was
tested for both HMD and CAVE displays, with the results indicating
that both manipulations affected performance. The affordance in the
aforementioned study was dynamic such that participants had to make
judgements of passability through an aperture that constantly varied
in width. With an intention to improve traffic crossing behavior and
safety in pedestrians and bicyclists, IVEs are frequently used to study
such affordances [15, 65, 73]. Although dynamic affordances have
been examined in IVEs, the relationship between user representations
and their concomitant effects on such affordances remains relatively
unexplored. Given that user representations affects perceptions of static
affordances in IVEs [20, 39, 54], there is merit in exploring if and how
they affect perception of affordances in more dynamic contexts, and
this work seeks to contribute to that knowledge base.

3 SYSTEM DESCRIPTION

3.1 Apparatus
The IVE used for this study was built using the Unity 2020.2.2f1 game
engine software and was rendered on an HTC Vive Pro HMD using a
computer equipped with an Intel i7-8700 processor, 32 GB of RAM,
and an NVIDIA RTX 2080 graphics card. The HMD has an FOV of
110◦ with a frame refresh rate of 90 Hz. The HTC Vive Pro controller
and the Noitom Hi5 VR glove (figure 2) were used to provide the end-
effector representations investigated in this study. During pilot testing,
the simulation’s frame-rate was measured, ensuring that it was stable
and approximately equal to the device’s maximum refresh rate (90Hz).

3.2 Virtual Environment
A rectangular virtual room was designed for this experiment. The room
contained a couch, a rug, potted plants, coffee tables, wall paintings,
and a desktop workstation in the corner to provide a realistic sense
of size and scale with familiar objects in the experiment environment.
A virtual wooden box was placed on a virtual table in the center of
the room and this box was used to host the near-field object retrieval
task described in section 4.1. A stationary virtual ball treated as the
target object to be retrieved, sat in the center of the floor of the box.
A uniformly patterned and non-solid texture was applied on the ball
to make its contour salient. Users sat on a wooden chair that was
physically co-located with a virtual world replica, facing the front of
the box (figure 1). The virtual wooden chair was modeled and textured
to match the dimensions and look of its real world counterpart.

The box was modeled to be 50cm wide, 35cm deep, and 50cm high,
allowing for ample room to retrieve a target from inside. The front of the
virtual box featured two identical rectangular, transparent sliding doors
made out of glass. The bezels of the doors were designed to be metallic
with specular reflection to make the edges of the door appear salient
and distinct. The two doors were programmed to simultaneously and
symmetrically oscillate along a horizontal axis in a fashion that opened
and closed the box periodically. A custom script was programmed
to control the periodicity of the doors’ oscillations, thus allowing to
control the number of times that both the doors slid in and out per
minute (referred to as door frequency). A higher frequency implies
a larger number of oscillations per minute, which corresponds to a
higher speed at which the doors oscillate. When the box is closed, the
inner edges of the doors touch, thus closing the aperture from which
the target can be retrieved. The box is fully open when the distance
between the inner edges of the doors become equal to the width of the

box, representing the largest aperture width from which the target can
be retrieved. The sliding doors correspond to a dynamic affordance
wherein the width of the aperture from which a target can be retrieved,
continuously changes at a constant rate. This aperture width increases
when the doors slide out and decreases when the doors slide back in.
Sounds were not added to the moving doors to ensure that participants
performed the task strictly based on visual information of the aperture
alone. Furthermore, pilots revealed that users felt annoyed when a
collision sound was periodically produced on the doors coming to the
close position when their inner edges touched.

3.3 End-Effector Representations

This study investigated three different virtual end-effector representa-
tions the specifics of which are described in this section. We use the
term end-effector as it encompasses terms that refer to either the con-
troller, the virtual hand or more broadly speaking, the tool with which
users interact in the virtual world. The following three representations
were investigated in this study.
Controller: This end-effector representation provides users with an
identical virtual representation of what they hold in their hands in the
real world. The HTC Vive Pro controller is rendered in the virtual
world based on the 3D models provided by the Steam VR plugin. This
6 DoF physical handheld controller is collocated with its virtual replica.
Controller-hand: This end-effector representation provides users with
a realistic looking virtual hand when holding an HTC Vive Pro con-
troller in their hands in the real world. The virtual hand models are
provided by the Steam VR plugin. The position of users’ thumb on the
controller’s touchpad is mapped to the position of the virtual hand’s
thumb. Animations are applied on the virtual hand model based on the
button being pressed, accounting for the position of the thumb. The
animation involves a fist clenching grasping gesture.
Glove: This representation provides users with a 6 DoF hand-tracked
high fidelity realistic looking virtual hand when wearing the Noitom
Hi5 VR glove [56]. The gloves are compatible with the HTC Vive Pro
tracking system such that they are fitted with an HTC Vive tracker to
track the position and orientation of the glove in the virtual space. The
Noitom Hi5 VR Glove delivers wireless, full-finger tracking with a se-
ries of IMU sensors that can accurately relay un-occluded motion data
in real-time. With this representation, the full-finger tracking allows
for poses and gestures to be sensed. In all three conditions, the end-
effectors were tracked using the HTC Vive Pro tracking system. The
controller and controller-hand representations were identical to those
employed in [46]. In both these representations, the control mechanism
was exactly the same. To perform the actions necessary for the task,
only the trigger button on the back of the controller, accessible with the
index finger, was required. In order to grab the target ball, users would
approach it and press the trigger button. With the hi-fidelity glove, the
provision of six 9-axis IMU sensors on each finger allowed for high
performance positional and rotational tracking of the hand. An adult
(large) sized right-handed glove was procured for this condition. Users
wearing this glove could grab the target ball by simply clenching their
fists. The prehension distance that a representation had to have to suc-
cessfully grab the ball was the same across all three conditions. In both
the controller-hand and glove representations, the material and texture
applied on the hand meshes were made identical to ensure consistency
between conditions. Additionally, the texture and shaders applied on
the virtual hands made the representation appear neutral as though the
user was wearing a black glove. This was done in order to prevent any
possible consequences on the levels of presence or feelings of eeriness
that could arise from choosing realistic human textures that are not
gender matched, an effect that prior research has demonstrated [70].

A system evaluation of latency in all three conditions was conducted
using Niehorster et al.’s method [55]. Ten samples of latency for simple
translational and rotational movements were measured in all condi-
tions. A high frame rate iPhone 11 camera (240 fps) was mounted
on a stand to capture the physical device (controller or a hand when
wearing the glove) as well as their respective end-effector represen-
tations through a monocular view port of the HMD (with the lens
removed). The device was moved in a straight line (translational), and
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(a) Controller (b) Controller-hand (c) Glove

Fig. 3: First person perspective of the virtual experience in the different end-effector conditions of the study. The images show the two ball sizes
tested, and the doors at different points during their oscillations. Sub figure (a) shows the doors sliding out towards the widest open aperture
width, while (b) and (c) show the doors sliding in towards the close position.

rotated about the vertical axis (rotational) multiple times, thus capturing
several respective latency samples. Using video editing software, the
translational and rotational latency were calculated for each trial. The
mean end-to-end latency of the conditions were as follows: Controller
(Pos. lag =14.16ms and Ori. lag = 14.58ms), Controller-hand (Pos.
lag = 14.58ms, Ori. lag=15ms), Glove (Pos.lag = 11.25ms, Ori. lag =
10.41ms).

4 EXPERIMENT

4.1 Task

For this experiment, a simple object-retrieval task with a dynamic
affordance was conceptualized wherein users had to retrieve a virtual
ball from a virtual box for a number of trials. The box was situated
on virtual table in front of the user (figures 3 and 1). The glass doors
in front allowed users to see the target during the trials. Users were
seated on a wooden chair that was physically co-located with a virtual
world replica and were tasked with retrieving the ball from inside the
box without touching or colliding with either of the doors.

To initiate each trial, users had to bring their arms to rest on the arm
rest of the chair, placing their end-effectors inside a red virtual bubble
that sat atop the edge of the arm-rest. Once the end-effector was placed
inside the virtual bubble for 2 seconds, the bubble turned green and then
disappeared following which the doors turned transparent, marking the
start of that trial. This ensured that all participants began every trial
with their end-effectors in the same position. In each trial, the doors of
the box oscillated symmetrically at a constant speed, thus moving in a
way that continuously changed the width of the opening from which
the target ball could be retrieved (dynamic affordance). Users were free
to take as much time as they required for each trial, and were strongly
encouraged to try to successfully retrieve the ball in each trial.

Each trial resulted in an outcome that was marked with either a
success or failure. If the user’s virtual end-effector or the target ball (or
both) collided with either of the doors during a trial, they were provided
with both auditory and visual feedback indicating that a collision took
place and that their attempt for that trial resulted in a failure. The visual
feedback provided during a collision involved the bezels of that door
being highlighted in red, the ball being highlighted in a red (figure
1), and the doors being frozen in position for 2 seconds. This was
followed by resetting both doors to the close position, re-spawning
the target ball at the same target start position, and the glass being
rendered opaque, thus preventing the user from viewing the target ball
to be retrieved in the next trial. Users would also fail a trial if their
end-effector remained completely inside the box while the doors closed,
simulating a collision with their forearm despite not rendering it. If the
user managed to successfully retrieve the ball, bringing it completely
outside the box avoiding any collisions, the ball would immediately
disappear and they were provided with a success sound, giving them
both visual and auditory feedback that was indicative of a successful
trial. After 2 seconds, both doors were reset to the close position and
the glass once again turned opaque. Upon success or failure, users had

to move their hand to the start position by placing their end-effector on
the red bubble on the arm rest to initiate the next trial. On the start of
every trial, the doors were rendered transparent and continuously slid
in and out. Thus, every trial ended when the user either successfully
retrieved the ball or collided with either of the moving doors following
which the doors were rendered opaque and reset to the close position.
It was ensured that the success and collision sounds were different
from each other, and that the visual and auditory feedback occurred
simultaneously thus providing users with multi-modal feedback that
was indicative of the outcome of that trial.

4.2 Study Design

We employed a 3 (virtual end-effector representation) X 13 (frequency
of moving doors) X 2 (target object size) multi-factorial design, ma-
nipulating the input modality and its concomitant virtual end-effector
representation as a between-subjects factor across three experimental
conditions: (1) Controller (using a controller represented as a virtual
controller); (2) Controller-hand (using a controller represented as a vir-
tual hand); (3) Glove (using a hand tracked hi-fidelity glove represented
as a virtual hand). Users in each condition performed an object retrieval
task for a number of trials during which the size of the target object
and the nature or rather rapidity of the dynamic affordance (frequency
of moving doors) were manipulated as within-subjects factors. Users
in VR often interact with targets of different sizes, which in turn can
influence how difficult it is to perform such a task. In comparison to
a small target, a large target may be easier to reach but harder to ma-
nipulate through an aperture while avoiding collisions. This merits the
investigation of target size on performance. In addition to making the
task more like real world reaching, the variation in ball size introduces
additional variation in motor control that will require the participants
to maintain a high level of attention to the task.

For each experimental condition, participants performed the object
retrieval task described in section 4.1 for a total of 130 trials. Thirteen
different sliding door frequencies were tested in this study ranging
from 35 oscillations per minute up to 155 oscillations per minute with
standard increments of 10 oscillations per minute between adjacent
levels of the frequencies. For each frequency, two different ball sizes
categorized as small (diameter=8.61cm) and large (diameter=19cm)
were utilized. Each frequency-ball size configuration repeated five
times thus making a total of 130 trials (13 Frequencies X 2 Ball sizes X
5 repeats). The order of the all the 130 trials was randomized for each
participant.

4.3 Measures

Performance - Each trial resulted in an outcome that was marked with
either a success or failure in retrieving the target, creating a dichoto-
mous dependent variable. This allowed for the operationalization of
performance as an estimate of the probability of successfully retrieving
the target from within the box without any collisions, allowing for
classical psychophysical analysis.
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Embodiment - Users’ level of embodiment towards the virtual end-
effector representation was measured using an avatar embodiment
survey proposed by Peck et al. [62]. This questionnaire comprises 16
items that load on to four interrelated sub-dimensions, which in turn
collectively produce a final embodiment score for each user.
Workload - Users’ perceived level of workload as a result of the simu-
lation was measured using the NASA TLX questionnaire [27].

4.4 Research Question and Hypotheses
This study aimed at answering the following research question: "How
do end-effector representations affect perceptions of dynamic af-
fordances in near field virtual reality interactions?" Downstream
of this, we were interested in understanding how such representations
of the virtual end-effector affect perceived levels of embodiment and
workload. User performance was operationalized based on the measure
described in section 4.3. The following hypotheses were developed:
H1: The controller condition will produce the best performance.
H2: As the frequency of the moving doors increases, rates of success
will decrease.
H3: The target’s size will affect the success rate.
H4: Users’ performance of the task will improve over trials.
H5: Users in the controller-hand and glove conditions will exhibit
higher levels of embodiment than those in the controller condition.

It is expected that the controller condition will outperform the
controller-hand condition because the latter involves a discordance
between the input modality and its visual representation. With this ra-
tionale, one would expect superior performance in the glove condition
but given the limited knowledge of the tracking performance associated
with this technology in comparison to the HTC Vive controllers, we do
not hypothesize effects related to performance in the glove condition.
With respect to target size, two competing expositions can be offered.
On the one hand, a larger target can be reached faster by virtue of its
size making its retrieval easier. On the other hand, the larger target is
more likely to collide with the doors during retrieval than a smaller
one. For these reasons, we do not develop directional hypotheses with
respect to how the target size affects performance. With regards to
frequency, it is expected that a higher frequency will yield inferior
performance because the frequency represents the speeds at which the
doors oscillate.

4.5 Participants
A total of 60 right handed participants were recruited for this Insti-
tutional Review Board (IRB) approved study, with 20 allotted per
condition. Participant ages ranged from 18 to 47 years old (M = 22.48,
SD = 4.69), 35 of which whom identified as female. All participants
had normal or corrected-to-normal (20/20) vision, along with normal
motor function of their upper body.

4.6 Procedure
Upon arrival to the laboratory, participants were greeted and asked
to read and sign a consent form. After consenting to participate in
the study, participants filled out a demographics questionnaire that in-
cluded information about their backgrounds and experience with VR
and video games, experience playing sports. Following this, partici-
pants’ arm lengths, interpupillary distances (IPD), and stereo acuity
were measured. They were then randomly assigned to one of the three
experimental conditions. The experimenter then detailed the task they
would be performing in the study, further demonstrating how to use
either the controller or the Hi-fidelity glove required to perform the
object retrieval task. The experimenter then went on to explain different
possible means of failing a trial and how to successfully retrieve the
target ball (see section 4.1). Participants then donned the HTC Vive Pro
HMD (adjusted for their IPD) and performed 5 practice trials to famil-
iarize themselves with the task and its mechanics. The frequencies in
the practice trials were 30, 60, 90, 120, and 150 oscillations per minute
(Hz). This ensured that the frequencies presented in the practice phase
were different from those tested in the experiment, thus avoiding any
potential learning effects. For each participant in the glove condition, a
calibration procedure was performed right before the practice phase to

Fig. 4: Effect of door frequency on success, moderated by condition.
Shading around each line indicates 95% confidence intervals.

precisely calibrate the representation, its finger pose tracking, position,
and orientation to precisely match the user’s actual hand. After the
practice phase, participants then began the experiment performing the
task over the 130 trials. Upon completion, participants removed the
HMD and filled out the embodiment questionnaire, and the NASA TLX
questionnaire. They then participated in a debriefing interview about
the study and were compensated for their time. On average, it took a
participant up to 50 minutes to complete the whole procedure.

5 RESULTS

Since a repeated measures design was used in this experiment, variables
had considerable nesting. As each participant completed 130 trials, a
portion of the variance in their responses can be attributed to a common
source – the fact that the same participant was responding to each trial.
Level 1 (within-participant) variables represent those that change from
trial to trial. Level 2 (between-participant) variables represent those
that change from participant to participant. To properly account for
variance between and within subjects, Hierarchical Linear Modeling
was used [29]. Since a dichotomous dependent variable (whether the
participant retrieved the ball successfully or not) was used, binary
logistic regression was performed. For each analysis, an initial main
effects model was run, such that all main effects (Level 1 and Level 2)
were included in the analysis at once. Results for each of these main
effects are reported from the initial main effects model. To analyze
the interactions, individual interaction terms were added to the main
effects model one at a time. In each iteration of the model, there was
never more than one interaction term present at a time. Results of each
interaction are reported from the model in which that interaction was
included. Effect sizes for each fixed effect is presented as the change
in R2 (proportion of variance explained) comparing the model that
includes the effect and the same model with the effect removed. The
resulting sr2 (semi-partial r2) is the percentage of variance uniquely
accounted for by the fixed effect [75].

Prior to conducting analysis, the extent of nesting in the data was
assessed by computing the intraclass correlation coefficient (ICC) from
the null model. The intraclass correlation coefficient was calculated
to be 0.155, indicating that approximately 15.5% of the variance in
the success rate (whether the participant retrieved the ball successfully
or not) was associated with the participant and that the assumption of
independence was violated. Following a multilevel modeling technique
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Fig. 5: Effect of door frequency on success rate, moderated by ball size.
Shading around each line indicates 95% confidence intervals

is ideal in this case. For all the following models, the only random
effect computed was the intercept based on the Participant ID. A binary
logistic hierarchical linear model was run to assess the effects of con-
dition, door frequency, ball size and the trial number on participants’
success rate. This model with only the main effects (AIC = 4460.8, df =
7) offered a significantly better fit to the data than the null model (AIC
= 10013.4, df = 2), χ2= 5562.5, p < 0.001. It explained 82% of the
variance in success rate (conditional R2 = 0.82, marginal R2 = 0.655).

5.1 Performance
5.1.1 End-Effector Representation
As expected, there was a significant effect of condition on success
rate, χ2(2, N = 7800) = 23.02, p < 0.001, sr2 = 0.067. Participants
were significantly less likely to be successful when in the controller-
hand condition (M probability = 0.16, SE = 0.054) as compared to
the controller condition (M probability = 0.56, SE = 0.097), z = -3.37,
p = 0.002, or glove condition (M probability = 0.72, SE = 0.079), z
= -4.64, p < 0.001. Probability of success was not different when
between the controller and glove conditions.

5.1.2 Frequency, Target Size and Learning
There was a significant effect of door frequency on success rate, χ2(1,
N = 7800) = 1866.32, p< 0.001, sr2 = 0.60. As the door frequency in-
creased by 1 unit, the odds of successfully retrieving the ball decreased
by 0.92. This accounted for 60% of the variance in success rate.

Ball size had a significant effect on success rate as expected, χ2(1, N
= 7800) = 99.97, p< 0.001, sr2 = 0.009. Participants were significantly
more likely to be successful when the ball was smaller (M probability
= 0.56, SE = 0.06) than when larger (M probability = 0.37, SE = 0.05).

The trial number also significantly affected success rate, χ2(1, N =
7800) = 93.04, p < 0.001, sr2 = 0.008. As the trials progressed by 1
unit, the odds of successfully retrieving the ball increased by 1.01. This
accounted for 0.8% of the variance.

5.1.3 Interaction Effects
Condition was a significant moderator for the effect of door frequency,
χ2(2, N = 7800) = 60.75, p< 0.001, sr2 = 0.02. The levels of condition
altered the relationship between door frequency and success rate. As
seen in figure 4, a test of simple slopes revealed that for each condition,

Fig. 6: Effect of trial number on success rate, moderated by condition.
Shading around each line indicates 95% confidence intervals.

the simple slope for door frequency was negative. The glove condition
had a shallower negative slope (B = -0.071, SE = 0.003, odds ratio =
0.93, z = -26.43, p< 0.001) as compared to controller-hand condition
(B = -0.111, SE = 0.005, odds ratio = 0.90, z = -23.64, p < 0.001)
and controller condition (B = -0.091, SE = 0.004, odds ratio = 0.91,
z = -25.80, p < 0.001). Although the success rate generally reduced
with increasing door frequency, it reduced at a much slower rate in the
glove condition (indicating a superior performance in this condition) as
compared to the other conditions.

Ball size was also a significant moderator for the effect of door
frequency, χ2(1, N = 7800) = 13.09, p< 0.001, sr2 = 0.002. As seen
in figure 5, a test of simple slopes revealed that for each ball size, the
simple slope for door frequency was negative. The small ball had a
shallower negative slope (B = -0.08, SE = 0.002, odds ratio = 0.92, z =
-35.40, p< 0.001) as compared to the large ball (B = -0.09, SE = 0.003,
odds ratio = 0.91, z = -35.60, p< 0.001).

Condition was a significant moderator for the effect of trial number,
χ2(2, N = 7800) = 20.89, p< 0.001, sr2 = 0.002. As seen in figure 6, a
test of simple slopes revealed that for each condition, the simple slope
for trial number was positive, suggesting a learning effect from one trial
to the next. The glove condition had a shallower positive slope (B =
0.005, SE = 0.002, odds ratio = 1.01, z = 2.49, p= 0.01) as compared
to controller-hand condition (B = 0.010, SE = 0.002, odds ratio = 1.01,
z = 5.57, p< 0.001) and controller condition (B = 0.016, SE = 0.002,
odds ratio = 1.02, z = 8.83, p< 0.001).

Condition and door frequency were significant moderators for the
effect of trial number, χ2(3, N = 7800) = 12.69, p= 0.005, sr2 = 0.002.
As seen in figure 7, a test of simple slopes for trial number revealed
that, when the door frequency was 57.58 (-1 standard deviation), the
glove condition (B = 0.006, SE = 0.002, odds ratio = 1.01, z = 4.15,
p < 0.001), the controller-hand condition (B = 0.007, SE = 0.002,
odds ratio = 1.01, z = 4.15, p< 0.001), and controller condition (B =
0.010, SE = 0.002, odds ratio = 1.01, z = 4.15, p< 0.001), had slopes
significantly different from zero. When the door frequency was 95 (the
mean), the slope of trial number again significantly differed from zero
for the glove condition (B = 0.008, SE = 0.002, odds ratio = 1.01, z
= 10.10, p < 0.001), the controller-hand condition (B = 0.009, SE =
0.002, odds ratio = 1.01, z = 10.10, p< 0.001) and controller condition
(B = 0.014, SE = 0.002, odds ratio = 1.01, z = 10.10, p < 0.001).
Similarly, when the door frequency was 132.42 (+1 standard deviation),
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Fig. 7: Performance over trials in the conditions at (a) one standard
deviation below the mean door frequency, (b) mean door frequency,
and (c) one standard deviation above the mean door frequency. Shading
around each line indicates 95% confidence intervals.

Fig. 8: Embodiment scores across the different conditions.

the slope of trial number was again significantly different from zero for
the glove condition (B = 0.010, SE = 0.002, odds ratio = 1.01, z = 7.28,
p< 0.001), the controller-hand condition (B = 0.011, SE = 0.003, odds
ratio = 1.01, z = 7.28, p< 0.001) and controller condition (B = 0.018,
SE = 0.002, odds ratio = 1.02, z = 7.28, p< 0.001).

5.2 Embodiment
A Kruskal-Wallis H test showed that there was a statistically significant
difference in the perceived embodiment score between the different
conditions, χ2(2) = 25.51, p < 0.001. Post-hoc pairwise Mann Whit-
ney tests using a Bonferroni-adjusted alpha level of 0.17 (0.05/3) were
used to compare every pair of conditions. A significant difference
in embodiment was found between the controller and controller-hand
condition U(Ncontroller = 20, Ncontroller−hand = 20) = 26.0, z = −4.7,
p< 0.001, and between the controller and glove condition U(Ncontroller
= 20, Nglove = 20) = 53.0, z = −3.97, p < 0.001. Participants in the
controller condition (Mdn = 2.81) perceived less overall embodiment
than those in the controller-hand (Mdn = 4.66), and glove (Mdn = 4.68)
conditions. See figure 8.

5.3 Workload
A Kruskal-Wallis H test showed that there was a statistically significant
difference in the perceived workload score between the different con-

Fig. 9: Workload scores in the different conditions of the study.

ditions, χ2(2) = 8.627, p < 0.013. Post-hoc pairwise Mann Whitney
tests using a Bonferroni-adjusted alpha level of 0.17 (0.05/3) were used
to compare every pair of conditions. A significant difference in work-
load was found between the controller and controller-hand conditions
U(Ncontroller = 20, Ncontroller−hand = 20) = 106.0, z=−2.54, p= 0.011,
and between the controller-hand and glove conditions U(Ncontroller =
20, Nglove = 20) = 109.5, z = −2.45, p = 0.014. Participants in the
controller-hand condition (Mdn = 7.1) perceived more overall workload
than participants in the controller (Mdn = 5.7), and glove (Mdn = 6.2)
conditions. See figure 9.

6 DISCUSSION

The statistical analyses pertaining to user performance revealed that the
end-effector representation had a significant effect on users’ ability to
successfully retrieve the target from inside the box. The results revealed
that there were no major differences between the controller and glove
conditions, but that the controller-hand condition negatively impacted
performance. Figure 4 depicts the effects of the door frequency and
condition on the probability of successfully retrieving the target without
any collisions. The curves resemble psychometric functions wherein
differences between curves are typically evident at non extreme stimu-
lus levels (in this case the frequency of oscillating doors). This can be
explained in terms of the level of difficulty of the task at the extremities
of frequencies tested. At very low frequencies, participants find the task
easy to perform and can successfully retrieve the target without any col-
lisions regardless of the end-effector representation. Similarly, at very
high frequencies, participants in all conditions fail to avoid collisions.
Thus, at these extreme ends of the frequency spectrum, performance
does not significantly vary between the conditions. The differences
between the conditions on performance manifest in the frequency range
that sits in between the extreme frequencies. Along these lines, the
curve associated with the controller-hand condition is shifted left in
comparison to the other two conditions. Consequently, the Point of
Subjective Equality (PSE) in this condition can be seen to be lower than
those of the controller and glove conditions. The PSE can be construed
as the door frequency that produces a success rate corresponding to
equiprobable outcomes (50%) of either success or failure in retrieving
the target from within the box without collisions. The lower PSE in the
controller-hand condition indicates that the equiproabable likelihood
of users failing a trial occurs at a frequency lower than the other two
conditions. Taken together, it can be seen that performance was best in
the controller and glove conditions and was significantly diminished in
the controller-hand condition, supporting hypothesis H1. These find-
ings are in line with prior research that found faster performances in
positioning when using a controller represented as itself rather than it
being represented as a hand [46]. Furthermore, our findings situate with
research showing that the end-effector representation affects the per-
ception of available action possibilities in virtual reality [32], extending
the same to scenarios that involve affordances whose spatio-temporal
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dynamics continuously change over time. Our results hence tend to
favor a one-to-one mapping between the input modality used to perform
the task and its concomitant end-effector representation, aligning with
the idea of a more functionally transparent [61] virtual tool to help
improve performance in scenarios involving dynamic affordances.

With respect to the factors affecting the probability of success at
a within-participants level, our results showed significant effects of
the frequency of the oscillating doors, the size of the target ball to
be retrieved and the familiarization of the task over trials. Firstly, as
expected, participants were less likely to be successful in retrieving the
targets without collisions when the frequency of the doors increased,
confirming hypothesis H2. This is understandable given that a higher
frequency corresponds to a larger number of oscillations in the same
time frame, implying an increased difficulty in performing the task
without collisions. This can be inferred from figures 4 and 5, both
of which show declining probabilities of success on increasing door
frequencies. Secondly, our results revealed that the smaller ball was
associated with a higher probability of successful retrieval without
collisions (figure 5). This may be because the size of the target to
be retrieved dictates the added potential for collisions to occur during
object retrieval in such a dynamic affordance task. Since collisions
were based on both the end-effector and the target ball to be retrieved,
a smaller ball has lower potential for collision than a larger ball simply
by virtue of its size. This was corroborated by users’ comments in
the debriefing interviews wherein they commented about the larger
ball being more difficult to maneuver and bring out through the gap,
requiring them to move their hands faster to avoid collisions. Our results
hence confirmed hypothesis H3, suggesting an influence of the size of
the object to be retrieved in dynamic scenarios involving fine motor
control for near field interaction in IVEs. Lastly, we found a learning
effect such that participants’ ability to successfully retrieve the target
for a given frequency of the doors, improved over trials, confirming
hypothesis H4. However, this learning effect was more pronounced in
the controller and glove conditions than the controller-hand condition
as evinced in figure 6. This seems to indicate a diminished ability
to calibrate to the representation when there is a discordant mapping
between the input modality used and its end-effector representation.
This counters results obtained in another study showing that adaptation
to avatars is fairly fast in VR [32]. In contrast to their work, our study
investigated a dynamic context, requiring users to synchronize their
movements to an aperture whose width continuously changed over time.
This is a noteworthy finding given the growing number of applications
that resort to representing users’ end-effectors as hands in attempting
to increase the perceived enjoyment and realism of the experience.
Moreover, with VR training simulations increasingly featuring moving
parts like machinery, equipment, etc., it deserves noting that the type
of end-effector representation influences users’ efficacy in calibrating
their performance over time.

Analysis on workloads experienced by users revealed that the
controller-hand condition produced significantly higher levels of work-
load than both the controller and glove conditions. With respect to
the perceived levels of embodiment towards the end-effector repre-
sentation, users in the controller-hand and glove conditions reported
significantly higher embodiment scores than those in the controller
condition, supporting hypothesis H5. Understandably, both conditions
that represented the end-effector as a virtual hand scored significantly
higher on the construct of embodiment than when the end-effector was
represented as the controller itself, aligning with findings obtained from
prior research [46]. Given the findings regarding users’ performance
in the task, these results on workload and embodiment are interesting.
Representing the end-effector as a virtual hand when using a controller
seems to increase embodiment, but this alteration of the end-effector
representation tends to come at the cost of performance in addition to
an increased workload in scenarios involving dynamic affordances.

Taken together, it seems appropriate for VR developers to consider
the target requirements of an application when deciding on how to
represent users’ end-effectors in the experience. It also seems im-
portant to understand what consequences the representations of these
end-effectors have on different aspects of the experience. Along these

lines, when higher levels of performance is desired, it bodes well to
represent the end-effector as a virtual replica of the input modality used
to perform the task, ensuring a concordant mapping between the input
modality and the end-effector representation. On the other hand, when
the application requires higher levels of embodiment, it seems to be
favorable to represent the end-effector as a realistic hand. Choosing to
represent the end-effector as something different from the input modal-
ity seems to increase the workload of the users, something important
for VR system designers to consider, and for researchers to investigate.
Overall, our work serves to show that the end-effector representation
and its mapping with the input modality used strongly influences how
well users are able to perform tasks that involve dynamic affordances
and to what extent they embody their virtual representations.

7 LIMITATIONS

In this study, the dynamic affordance in each trial was created by
doors that oscillated periodically at a given frequency. This results
in an affordance that is rather predictable in nature because the speed
of the doors (frequency of their oscillations) does not change in a
trial. For example, when doors open and close in a variable, and thus
less predictable, manner, participants’ judgments of their ability to
locomote through those doors becomes less reliable [47]. Given that
dynamic affordances need not necessarily involve periodic, symmetric,
and predictable movements, it must be noted that the findings from
this study may be limited to such scenarios rather than more complex
dynamical systems. The experimental design employed in this work
did not include a fourth condition with a data glove represented as
a controller and this can be considered as another limitation of this
work. While such a condition was considered, the lack of applicability
and generalizability of the potential results generated by this condition
dissuaded the pursuit of this investigation.

8 CONCLUSION AND FUTURE WORK

In this work, we empirically evaluated how different virtual end-effector
representations affect users’ perceptions of dynamic affordances in an
object retrieval task in the near field. Users performed a collision-
avoidance based object retrieval task for a number of trials. We em-
ployed a between-subjects study design manipulating the end-effector
representation across three experimental conditions, namely, Controller
(using a controller represented as a virtual controller), Controller-hand
(using a controller represented as a virtual hand), and Glove (using a
hand tracked hi-fidelity glove represented as a virtual hand). Results
indicated that users in the controller-hand condition performed worse
than users in the other conditions. Furthermore, users in this condi-
tion exhibited a diminished ability to calibrate their performance over
trials. Overall, we find that representing the end-effector as a hand
can be detrimental to performance when there is a discordant mapping
between the virtual representation and the input modality used.

In this line of work, we wish to further investigate how our findings
are affected by virtual end-effector representations that fall at differ-
ent points in the appearance fidelity continuum. This could involve
representations that range from abstract representations like hooks
and prosthetic limbs to photorealistic representations of human-like
hands. Further we wish to explore how manipulations to the nature of
the dynamic affordance affects performance of near field interactions.
Specifically, dynamic affordances that do not involve periodic oscilla-
tions but are rather more unpredictable are of interest. We call for future
investigations to further explore what other tradeoffs can manifest as a
result of discordant mappings between user representations and input
modalities used to support interactions.
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