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Data Subjects’ Conceptualizations of and Attitudes Toward
Automatic Emotion Recognition-Enabled Wellbeing
Interventions on Social Media
KAT ROEMMICH and NAZANIN ANDALIBI, University of Michigan, USA

Automatic emotion recognition (ER)-enabled wellbeing interventions use ER algorithms to infer the emotions
of a data subject (i.e., a person about whom data is collected or processed to enable ER) based on data
generated from their online interactions, such as social media activity, and intervene accordingly. The potential
commercial applications of this technology are widely acknowledged, particularly in the context of social
media. Yet, little is known about data subjects’ conceptualizations of and attitudes toward automatic ER-enabled
wellbeing interventions. To address this gap, we interviewed 13 US adult social media data subjects regarding
social media-based automatic ER-enabled wellbeing interventions. We found that participants’ attitudes toward
automatic ER-enabled wellbeing interventions were predominantly negative. Negative attitudes were largely
shaped by how participants compared their conceptualizations of Artificial Intelligence (AI) to the humans
that traditionally deliver wellbeing support. Comparisons between AI and human wellbeing interventions
were based upon human attributes participants doubted AI could hold: 1) helpfulness and authentic care;
2) personal and professional expertise; 3) morality; and 4) benevolence through shared humanity. In some
cases, participants’ attitudes toward automatic ER-enabled wellbeing interventions shifted when participants
conceptualized automatic ER-enabled wellbeing interventions’ impact on others, rather than themselves.
Though with reluctance, a minority of participants held more positive attitudes toward their conceptualizations
of automatic ER-enabled wellbeing interventions, citing their potential to benefit others: 1) by supporting
academic research; 2) by increasing access to wellbeing support; and 3) through egregious harm prevention.
However, most participants anticipated harms associatedwith their conceptualizations of automatic ER-enabled
wellbeing interventions for others, such as re-traumatization, the spread of inaccurate health information,
inappropriate surveillance, and interventions informed by inaccurate predictions. Lastly, while participants
had qualms about automatic ER-enabled wellbeing interventions, we identified three development and delivery
qualities of automatic ER-enabled wellbeing interventions upon which their attitudes toward them depended:
1) accuracy; 2) contextual sensitivity; and 3) positive outcome. Our study is not motivated to make normative
statements about whether or how automatic ER-enabled wellbeing interventions should exist, but to center
voices of the data subjects affected by this technology. We argue for the inclusion of data subjects in the
development of requirements for ethical and trustworthy ER applications. To that end, we discuss ethical,
social, and policy implications of our findings, suggesting that automatic ER-enabled wellbeing interventions
imagined by participants are incompatible with aims to promote trustworthy, socially aware, and responsible
AI technologies in the current practical and regulatory landscape in the US.
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1 INTRODUCTION
Human emotion holds powerful influence over how we engage with the world around us [68].
Emotions mediate our experiences and drive how we make decisions [52, 117]. Emotions are
uniquely personal and private, yet vulnerable to manipulation [22].

Social media platforms provide distinctive contexts for people to share personal and emotional
content, while also being personally and emotionally affected by interactions mediated on these
platforms [156]. Social media companies have been implicitly or explicitly interested in emotions.
For example, to better understand their users’ emotions and whether and how they could shape
them, in 2014, Facebook researchers conducted a large-scale experimental study to examine whether
“emotional states could be transferred to others via emotional contagion" [115]. The public backlash
to this study of emotion manipulation was widespread and severe [102, 132, 155]. Bottom-up
criticism derived from news article commentators has demonstrated that the public had a variety
of concerns about Facebook modifying their News Feed for emotional content and analyzing their
subsequent engagement with the platform to infer its emotional impact, including concerns about
being manipulated, being subject to research without consent, violation of expected use of data,
and lack of trust in Facebook generally [94].
Despite negative public sentiment regarding technology companies engaging in the manipu-

lation of and making inferences about an individual’s emotion, as evidenced perhaps notably by
Facebook’s emotional contagion study, researchers and technology companies continue to deepen
and expand the application of the growing emotion recognition (ER) market. ER, sometimes re-
ferred to as emotion AI or artificial emotional intelligence, is "achieved by the capacity to see, read,
listen, feel, classify and learn about emotion life” enabled by “reading words and images, seeing
and sensing facial expressions, gaze direction, gestures and voice. . . feeling our heart rate, body
temperature, respiration, and the electrical properties of our skin, among other bodily behaviours"
[130]. As costs for computing power continue to decline while advances in computational power
rise [3], and sharing of personal and revealing information on social media continues to grow [144],
development of ER applications on social media have spread across public and private sectors.
Academic researchers are primarily interested in harnessing emotion data for public health purposes
[51, 133], corporations use it to gauge opinion about their products and consumer preferences, and
governments find it useful to understand public sentiment and assess security risks, to name a few.

Automatic ER-enabled wellbeing interventions rely on computational techniques to process the
data a person generates in their day-to-day use of internet-connected devices to infer their emotions,
and intervene accordingly. Data sources could include social media use, search engine use, wearable
devices, voice assistants, and more. Computationally inferred emotions can be processed to make
inferences and predictions about individual behaviors, medical and mental health conditions, and
emotional states [89]. In the US, medical and mental health data is protected by federal and state
legislation, but such digital inferences fall outside the scope of these protections [125]. As such,
inferences of a person’s emotions can be packaged and sold to insurance companies, advertisers,
and other interested parties, often without that person’s knowledge or consent [47, 89]. These
inferences are of special interest to psychiatry and psychology — fields that have traditionally relied
on self-reported patient surveys to diagnose conditions — as an intervention tool with potential to
increase accuracy in patient diagnosis, detect conditions early, and identify people in moments of
crisis or relapse [35, 103, 148].
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There has been increasing enthusiasm for population scale research and monitoring, particularly
in the medical and computational social science fields [16, 54, 122, 158, 163]. Social media platforms
in particular are a uniquely rich source of emotional data, as individuals use these sites to disclose
and disseminate sensitive information such as personal experiences and media content [19], as
well as receive social support from friends within their network [25], with the potential to improve
wellbeing [93]. In this study, we are interested in the application of ER for automatic wellbeing-
related interventions on social media, which we define as the application of ER to automatically
infer individuals’ emotions and intervene accordingly, and to which we take a broad perspective,
describing anything aimed at or framed as aiming to automatically provide support to social media
users’ wellbeing. We argue that individuals who post the emotional content on which automatic
ER-enabled wellbeing interventions are trained and depend, and as potential subjects to those
interventions, are stakeholders in the development and delivery of ER technologies. In our study,
we center data subjects, which we refer to as individuals whose data enables ER and are possibly
affected by its outcomes or applications.1 Understanding the human impact of the surveillance,
datafication, and commodification of data subjects’ emotions is crucial to any evaluation of the
ethical and responsible use of this emerging technology. Thus, in this study we seek to understand
the attitudes of those data subjects who, by posting emotional content on social media, both
contribute to the creation of and may be targeted by automatic ER-enabled wellbeing interventions.
Indeed, automatic ER-enabled wellbeing interventions on social media have been criticized in

both academic scholarship and opinion pieces for the enormous harm they present to individual
autonomy, individual privacy, and individual safety [33, 48, 53, 89, 125, 157]. However, the critical
discourse surrounding this technology has grossly omitted engagement with data subjects, who are
potentially affected by automatic ER-enabled wellbeing interventions and whose data make this
technology possible, as a relevant social group [154] to gain their insights, perceptions, preferences,
and attitudes toward automatic ER-enabled wellbeing interventions. Given the sensitive data that
enables automatic ER-enabled wellbeing interventions [22], we submit that the participation of
data subjects in its development, implementation, and delivery is critical to any potential ethical,
trustworthy, and responsible implementation of this technology. In this study we contribute an
in-depth understanding of data subjects’ conceptualizations of and attitudes toward automatic
ER-enabled wellbeing interventions on social media. We do not seek to make normative statements
about the existence of automatic ER-enabled wellbeing interventions, but rather to center and
promote the voices and concerns of data subjects. To that end, we conducted a series of in-depth
semi-structured interviews with adult social media users in the United States who have experienced
both positive and negative meaningful personal experiences in the past year and who reported
having shared about them on social media.
Overall, we found that participants had negative conceptualizations of and attitudes toward

automatic ER-enabled wellbeing-related interventions on social media, but in a minority of cases
held more positive attitudes toward such wellbeing interventions when they targeted other indi-
viduals, rather than themselves. We first develop an understanding of why people held negative
attitudes toward automatic ER-enabled wellbeing interventions. Negative attitudes were rooted in
the way people compared traditional delivery methods of wellbeing interventions, by humans, to
their conceptualizations of algorithmically-enabled wellbeing interventions, by AI. We identified
four attributes that participants remarked were essential to supportive wellbeing interventions:
1) helpfulness and authentic care; 2); personal and professional expertise; 3) morality; and 4)

1The term data subject has been used by scholars to refer to individuals whose data enables technologies and who are
impacted by it, although not always clearly defined [58, 105]. It also has a very different meaning in the General Data
Protection Regulation (GDPR) context [14], which emphasizes identifiability, and is not how we use the term.
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benevolence through shared humanity. Participants felt that these attributes could only be held
by humans, expressing doubt that Artificial Intelligence (AI) could hold them. These comparisons
between conceptualizations of automatic ER-enabled wellbeing interventions and human-delivered
wellbeing interventions shaped attitudes toward automatic ER-enabled wellbeing interventions in
a negative way.
We describe the tension between participants’ negative conceptualizations of and attitudes to-

ward automatic ER-enabled wellbeing interventions broadly, and how some participants imagined
possible positive social benefits when realizing its potential, assumed impact on others. These
participants conceived of automatic ER-enabled wellbeing interventions as a potential social good
that could support academic research, increase access to wellbeing, and prevent egregious harm.
Yet most participants maintained their negative attitudes toward automatic ER-enabled wellbeing
interventions when conceptualizing its potential impact on others, revealing worries about the
potential harm (e.g., re-traumatization, spread of inaccurate health information, inappropriate
surveillance, interventions informed by inaccurate predictions) that automatic ER-enabled wellbe-
ing interventions could cause others. Participants emphasized a requirement for individual and
external control to potentially mitigate these harms. These observations highlight the importance
of including data subjects in emerging technologies’ development rather than conceiving of data
subjects as “others” and assuming what their wellbeing entails. Finally, we discuss qualities in either
the development or delivery of the data subjects’ conceptualized intervention upon which data
subjects’ attitudes were dependent. These qualities include: 1) accuracy; 2) contextual sensitivity;
and 3) positive outcome.

We then situate these findings within the discourse surrounding policy and ethical implications of
automatic ER-enabled wellbeing interventions. We argue that in the current practical and regulatory
landscape in the US, automatic ER-enabled wellbeing interventions are incompatible with ethical
and socially responsible AI applications. Further, we express concern for current state social media
intervention processes that include police intervention for mental health crises, especially for
racial/ethnic minority populations in the US. We speculate (and critique) that instead of honoring
the concerns of data subjects, the entities that employ emotion surveillance technologies have
focused on promoting a rhetoric of “safety through surveillance,” and shaping social norms to
accept ubiquitous surveillance under the guise of public safety.

The constant monitoring of data subjects’ emotions carries tremendous risk in its power to shape
human behavior. By developing automated and predictive systems built on normative assumptions
of human emotion, new realities are built around the expectations and anticipations of their outcome
while perpetuating stigma around emotion and mental illness [142]. As warned by Couldry and
Mejias, "the constant watchability of our every thought and action by external forces changes the
field of power in which we exist, transforming a supposed order of individuals into a collection of
living entities plugged into an external system" [58]. In other words, even when and if individual
people are not subject to the gaze of surveillance capitalism, its practice holds implications for all
individuals as part of a larger system [58]. The "normative weight" of the models used to develop
ER technologies, what data is collected to feed those models, and what people (and society) believe
about the inferences and predictions of the "interiority, judgments, and potential future actions of
human beings" matters if we are to understand the ethical and social implications of ER [159]. We
align our position with these works, and center the data subject to contribute to understanding
ER’s impact on humans and society at large.

2 PRIORWORK
In this section, we summarize the historical development of ER in computing, discuss the cur-
rent state of automatic ER-enabled wellbeing interventions, and document the ethical concerns
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surrounding this technology, showing how our work is partly motivated by the absence of data
subjects’ voices in these valuable debates.

2.1 Automatic Emotion Recognition
We first summarize the history of ER technologies that enable automatic ER-enabled wellbeing
interventions. Automatic ER-enabled wellbeing interventions use emotion AI to infer, detect, predict,
and recognize emotions through the surveillance of an individual’s everyday use of internet-enabled
devices, classify those emotional inferences, and respond in a personalized way [130, 168]. Data
used to computationally infer emotion include emotional content explicitly or implicitly disclosed
on social media [23, 27, 114], search engine logs [91], sensor data [147, 150], and voice data [123],
to name a few. ER is foundational to computational wellbeing interventions, as “an affect-sensitive
interface can never respond to users’ affective states if it cannot sense their affective states" [43].
The theoretical frameworks underpinning ER are varied and multidisciplinary, rooted primarily in
the works of 19th century American philosopher and psychologist William James, who proposed
that emotions were secondary to and embodied by perceptions of physiological changes [109], and
British naturalist and biologist Charles Darwin [60], whose study of facial and bodily expressions,
understanding of emotions as universal, and treatment of emotions as discrete entities deeply
influenced modern American psychologist Paul Ekman’s understanding of emotion [71]. Ekman
developed a theory of six basic emotions — anger, disgust, fear, joy, sadness, and surprise —
informing much of how the field of Affective Computing conceptualizes emotions [70, 72, 145].
Some have criticized Affective Computing for its focused attention to technical challenges rather
than broadening its theoretical underpinnings, which have in some cases shown to be in conflict
with developments in affective science [39, 43, 153]. For example, some affective neuroscience
research has shown that subtle emotional behavior may not be explicitly processed by the person
exhibiting the behavior, challenging traditional assumptions of emotion [42]. Others have suggested
Ekman’s theory of basic emotions is too definitionally rigid [151] and might require reformulation
in light of neuroimaging data that complicates this view [45].

This section highlights the physiological assumptions of emotion that have shaped computational
methods to detect, infer, and predict emotion.

2.2 Automatic Emotion Recognition-enabled Wellbeing Interventions on Social Media
Social media in particular has shown promise as platforms from which to harvest emotion-intensive
data [15, 48, 62, 65, 114, 124, 148], and infer mental health conditions such as schizophrenia [37, 134],
depression [54, 64, 148, 164], post-partum depression [63], or post-traumatic stress disorder [55].
Researchers across disciplines, from medicine to computing, consider the potential benefit of
computationally inferring emotions to promote public health [75] by way of early diagnosis of
illness [149], sentiment detection and behavior surveillance [97, 136], and real-time intervention
[51, 90, 135, 161].

Due to the intimate way in whichmany people use social media, social media is considered both as
a suitable source from which to infer emotions, and as an ideal platform to intervene based on those
inferences of emotion. Opinion pieces regarding automatic ER-enabled interventions have offered
mixed support and criticism, with some questioning its ethical and privacy implications while
others laud the interventions’ support of suicide prevention efforts [31, 131, 138, 140]. Perhaps
the most prevalent example of an automatic ER-enabled wellbeing intervention is Facebook’s
suicide prevention intervention, which uses a combination of n-gram based linear regression and
DeepText-based neural network models to flag users at risk of imminent harm, and intervenes by
suggesting the contact number of the National Suicide Prevention Lifeline and offering the ability
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to chat with a crisis worker; the case is also sent for review by a human reviewer, who then decides
if the company will involve police for a welfare check [34, 69, 90].

While prior work has examined peoples’ attitudes toward the development, use, and implications
of ER or similar approaches on social media generally [22, 49, 76, 78], relatively little work has
explored peoples’ attitudes and conceptualizations of the application of ER inferences to develop,
implement, and deliver automatic ER-enabled wellbeing interventions (a key application domain
for ER technologies). Beyond general attitudes toward ER, it is important to examine peoples’
attitudes toward ER’s various applications for particular purposes and in specific contexts such
as for purposes of wellbeing (our focus) or advertising, and in contexts such as social media (our
focus), the workplace, or education. The various ways in which automatic ER-enabled wellbeing
interventions have been researched and deployed, as reviewed here, point us to a lack of including
data subjects in the development and deployment of such interventions.

2.3 Automatic Emotion Recognition-enabled Wellbeing Interventions: Ethics and
Values

The growing interest and development of algorithmically inferred emotions and associated in-
terventions has raised new ethical questions and considerations in the areas of privacy, harm to
vulnerable populations, transparency, and fairness. Echoing past work that has shown predomi-
nantly negative data subjects’ attitudes toward ER broadly, finding that people perceive algorithmic
inferences of emotion as invasive and intrusive [22, 85], scholars from many disciplines including
law, computing, philosophy, and psychiatry have sounded the alarm on the potential of targeted
wellbeing interventions to infringe on individual privacy and autonomy [33, 48, 53, 89, 125, 157].
Additionally, scholars have warned of ER’s potential to increase harm to vulnerable mental health
patients through amplification of mental health bias and potential misuse of data [48, 59, 119, 125],
express concern about ER’s lack of algorithmic transparency [31, 34, 48, 59, 87, 92, 113], and raise
doubt in ER’s algorithmic fairness [29, 31, 48, 87, 92] and testing practices [47, 48].
While ethical and privacy implications of automatic ER-enabled wellbeing interventions have

been discussed across disciplines, there has been little scholarly engagement with the data subjects
whose data enable, and who are potentially affected by, these interventions. In their study of
social media users’ attitudes toward ER algorithms broadly, Andalibi and Buss discovered that
people often had “negative reactions to ER using social media data”[22]. Participants in their study
expressed feelings of distrust toward social media companies, and were concerned with how the
social media company would use their emotional data [22]. They felt that social media companies
did not regulate their algorithms, and did not trust social media companies to take responsibility
for the algorithm’s consequences [22]. Ford et al. found similar results in their survey of user
perceptions toward Facebook using emotion data to provide targeted mental health advertising.
Participants in their study were not comfortable with their Facebook posts being analyzed for
targeted advertising by algorithms, and even more uncomfortable with their posts being analyzed
by human reviewers [85]. Studying the context of digital phenotyping by technology companies
broadly, Costello and Floegel found that individuals with mental illness were wary of automated
assessments of mental health and mood-tracking applications. The participants in their study
were concerned about the profit motives behind such applications, and were distrustful that their
personal data would be used responsibly [57]. These studies highlight an overall public distrust of
social media companies collecting, processing, and sharing sensitive information such as emotion
data [22, 85].

To date, empirical research has only sought either a very broad [22] (i.e., ER in general) or a limited
[85] (i.e., targeted mental health-related ads) understanding of data subjects’ attitudes toward ER
use on social media. A notable application of ER is that of wellbeing-related interventions. Thus, we
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build on these studies, contributing an in-depth understanding of data subjects’ attitudes toward an
unrestrained imagination about the development, implementation, and delivery of automatic ER-
enabled wellbeing interventions on social media. We center the preferences, needs, and attitudes of
data subjects in a discussion of the ethical, social, and policy implications of automatic ER-enabled
wellbeing interventions on social media.

3 METHODS
3.1 Recruitment
We conducted in-depth, semi-structured interviews (N=13) lasting between 77 to 120 minutes
(average=106 minutes) with adult social media users in the US. We recruited participants via
a screening survey and conducted interviews over voice and/or video call. We transcribed the
interviews for analysis. We shared calls for participation via personal social media, personal
networks, and Craigslist. We chose Detroit and Houston Craigslist pages in an effort to achieve a
diverse participation pool, in consideration of these cities’ high racial/ethnic minority populations
[8, 9]. In three cases, the interview participant was acquainted with the interviewer. To preserve
the integrity of the data, another researcher on the team conducted the interviews in those three
cases. Participants received a $30 honorarium. This study was approved by our institution’s IRB.

3.2 Participation
Out of 100 responses to the screening survey, we invited 20 to participate in the interviews. Survey
respondents who did not meet the minimum criteria (based on age, location, and behavior) did not
proceed to the next step of the survey. Out of 20 invited to interview, 13 signed a consent form,
scheduled, and appeared for the interview. Survey questions included inquiries regarding social
media usage, such as whether they had shared positive and negative personal experiences on social
media in the past year. Decisions to invite respondents to the interviews were conducted in an
iterative manner and partly made based on the identities and experiences represented by the data
collected by that point in time. We aimed to interview people who had both positive and negative
emotional experiences, and shared about them in some form on social media, due to our study’s
goal of capturing conceptualizations of and attitudes toward emotion inferences based on real
experiences and posting behavior, and our focus on emotions. These real experiences provided a
basis for our participants to draw from when probed for scenarios designed to elicit their values
and imaginaries regarding automatic ER-enabled wellbeing interventions on social media.

In addition, our goal also included capturing a range of identities (e.g., race/ethnicity, age, gender)
and experiences. Examples of positive experiences represented included career accomplishments,
educational attainment, and home ownership. Examples of negative experiences represented
included job loss, health concerns, and relationship complications. Our study’s racial/ethnic makeup
included one Indian, two Asian, two Black, and eight white participants. Ages of participants ranged
from 22 to 58, with an average age of 32.4. Gender identifications included nine women, one man,
one gender-fluid, one agender, and one genderqueer. Education completed included five participants
with college degrees, six with graduate degrees, one with some high school, and one with some
college. Eleven out of thirteen participants used Facebook regularly. Other social media used
included Facebook groups, Instagram, Linkedin, Twitter, Tumblr, AO3, Reddit, Snapchat, Twitch,
YouTube, and Discord.

3.3 Interviews and Scenarios
3.3.1 Interviews. We followed a semi-structured protocol when conducting interviews to allow for
exploration and flexibility. Interviews started by asking participants about their social media use,
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social media sharing behaviors (particularly in regard to meaningful and emotional experiences),
understanding of what happens to such data when shared, and expectations for privacy in those
contexts. To facilitate recall, we probed interview participants with what they had shared with us
in the survey when needed (e.g., “you had mentioned. . . ” ) and encouraged them to refer to their
posts as we spoke if they wanted. By eliciting recall of specific experiences in the first phase of the
interview, we were able to better understand how participants used social media to share emotional
and personal experiences, and positioned participants in a context of emotion-situated experiences
when exploring scenarios in the next phase. We did not observe any struggle with participants
recalling experiences.

3.3.2 Scenarios. The next phase involved using speculative scenarios to elicit values, concerns, and
attitudes toward ER on social media. Participants were allowed flexibility as to which experience
they wanted to discuss during the scenarios.
Scenarios have been used in prior HCI and CSCW work. Though a complete review is outside

our scope, we emphasize our methodological choice to use speculative scenarios due to its helpful
application eliciting values toward technologies (and especially emerging technologies) [18, 40, 44,
99, 167] in cases where people may not be familiar with the technology or topic being examined
[83]. Other HCI research has used scenarios to develop theory rather than assess values toward
technology [24].
To probe for peoples’ values and conceptualizations of automatic ER-enabled wellbeing inter-

ventions, we first probed for values related to entities making inferences or predictions based on
emotional content shared on social media, and then probed to ask how they might feel if those
inferences or predictions were used to offer “wellbeing support or help them feel better.” We kept
this question broad, because our goal was to understand what participants would imagine these
interventions to be like, or what examples from their experiences they might share with us. Despite
critique of using scenarios based on the presumption that what people will do is different than
what they say they will do when imagining the scenario, past work has shown that in emotional
contexts, such as those used in this study, people tend to respond similarly to scenarios as they
would in real life [104]. Further, our goal was to surface participants’ concerns and attitudes, for
which hypothetical scenarios are useful tools [167].

Our use of scenarios is informed by prior work in algorithmic folk theory and privacy, which
suggests that understanding what people think technology (and algorithms) can do or already do,
is just as important as understanding how the technology operates in practice [74, 166]. Building
on these works, [21, 74, 166], our study centers data subjects’ imaginaries of algorithms and uses
hypothetical scenarios to probe for human values including and beyond data privacy. Our focus
in this work is data subjects’ conceptualizations of and attitudes toward automatic ER-enabled
wellbeing interventions, and the factors we found to shape those attitudes — not all the collected
data.

In using scenarios, participants were asked to consider the positive and negative experiences they
had posted about in the past year (an inclusion criterion for the study), then imagining how they
would feel "if the social media site on which [they] shared their experience had used computational
methods to infer [their] emotions, either at the time or after [their] posting." We then asked participants
questions regarding their attitudes and values toward these emotion inferences, based on their
social media data. Additionally, we asked participants to consider two specific applications of
inferences made from their emotion data: advertisements (not our focus here) and wellbeing-
related interventions. Questions asked in these contexts were used to determine factors that shaped
participant attitudes.
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3.3.3 Scenario Specifics. Scenarios were presented to participants via a link to a Google document.
We randomized the order in which scenarios were presented to participants. The document included
the following text, once for positive and once for negative emotional experiences, as determined by
the participants themselves:
‘I would like you to think about something [positive/negative and personal] that brought out

[positive/negative] emotions for you. Maybe the experiences we talked about earlier. Now consider this
scenario: You had shared on [insert social media they use most] about that, and had explicitly shared
how you felt about it. Everyone reading it would have been able to understand what your experience
was and how you felt, there was no ambiguity. Now imagine that [insert social media they posted on]
used computational methods to detect what emotions you felt at the time of posting that.’

We began with one experience, and if appropriate and time permitting, we asked "How about if
this was related to your other experience?" Participants were asked to share which experiences they
thought about in relation to the scenarios so as to provide context and establish what emotional
connections they made. For all cases, these included the emotional experiences participants shared
in the screening survey and in the initial phase of the interview; sometimes participants brought up
new topics. Once the emotional context of participants’ imagining of the scenario was established,
we probed to elicit their attitudes, concerns, and reactions toward algorithmic inferences of emotion
based on social media data. This paper’s focus is not these general emotional inferences, but toward
automatic ER-enabled wellbeing interventions specifically, so we do not provide additional detail.
We then proceeded to ask participants questions about prediction, such as "How do you feel

about your post being used to predict how you might feel in the future? Tell me more about that.
Why do you think companies might do that? How do you feel about that?” Specific to this study,
we then asked questions like: “How do you feel about the platform using this prediction or detection
to intervene in some way to support your wellbeing or help you feel better?” We probed for other
application domains of ER using social media data, but detail is not provided here as their scope is
beyond the focus of this paper. We were intentionally broad when conducting scenarios regarding
automatic ER-enabled wellbeing interventions. As emphasized throughout this paper, we take a
broad perspective to automatic ER-enabled wellbeing interventions on social media, describing
anything aimed at or framed as aiming to automatically provide support to social media users’
wellbeing.

Our focus was not so much the particularities of the emotional experience, but more so how
participants felt about that data being fed into ER algorithms to be used for wellbeing interventions,
and attitudes toward those resulting interventions themselves. Sometimes, if we needed to probe
more, we brought up another example that they hadmentioned earlier in the interview or survey, and
asked the same questions to reveal participants’ attitudes toward automatic ER-enabled wellbeing
interventions.

3.4 Analysis
Interviews were transcribed to enable qualitative analysis. We analyzed the data using open coding
followed by axial coding [56]. The second author and the interviewer researcher engaged in weekly
meetings to discuss observations and identify potential codes and patterns surfacing during the
interviews and took detailed notes. These frequent discussions informed our data collection efforts,
meaning we attempted to recruit individuals who may have different and similar perspectives
based on the screening survey responses. We followed by formal open coding. The interviewer
researcher team member first open coded five interviews. The second author and that team member
then discussed each code and associated data in detail, refined codes, and grouped them into larger
initial themes. The same team member then coded another five interviews and grouped codes into
new themes or ones already developed, followed by coding the remaining interviews (we identified
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no new themes in this last phase). The team member and the second author engaged in weekly
discussions to reflect on and refine identified themes and draw connections between them, as well
as to identify further points of probing for future interviews. In this paper, we report on themes
related to our focus, conceptualizations of and attitudes toward automatic ER-enabled wellbeing
interventions on social media, not all the themes we discovered in the data. Once we were done
with analyzing the 13 interviews, we stopped recruiting more participants because we had begun
to hear similar narratives, as identified through weekly discussions between researchers and as
confirmed by our analysis. It is important to note that scenarios were not intended to be used in an
experimental setting, but more so used as probes, and so it was not conducive to our analysis to
associate participants’ responses to specific details of scenarios.

3.5 Limitations and Opportunities
Our study’s goal was neither representation nor generalizability [7]. Indeed, the demographics in our
study are unique in some regards. We understand that a study about sharing emotional experiences
on social media may not have elicited high participation among male-identifying individuals [61],
and our sample thus included majority women and other underrepresented genders. Additionally,
our study is in alignment with other studies of emerging technology [17, 95] in that most of our
participants have attained at least a college degree and therefore may have been more familiar with
technology than the general population. Despite these unique demographics and limitations, our
work provides unique insights into conversations regarding emerging technologies. Future work
on attitudes of automatic ER-enabled wellbeing interventions should include people with lower
educational attainment, older adults, children, diverse races/ethnicities, those with mental illnesses,
and people in diverse cultures and geographic locations. Future work can also use methods such as
large scale surveys to examine generalizability of our findings.

In-depth interviews with smaller sample sizes allow researchers to make interpretive and genera-
tive conclusions rather than conclusions that are definitive and generalizable. Diligent participation
selection allows us to explore topics of interest in depth. Our confidence in the validity of reported
themes is high, as narratives were similar throughout data collection, confirmed by our analysis.
Furthermore, some participants expressed using privacy settings in general; therefore, it is

possible that our work suffered from self-selection bias. Nonetheless, despite these concerns our
participants had still chosen to share about emotional experiences on social media, which was an
inclusion criterion for our study, as it enabled participants to engage in the scenarios around which
our study was designed. Our study’s goal was primarily to understand and make sense of how
people that share emotional content on social media construct meaning from automatic ER-enabled
wellbeing interventions, and what values and concerns they hold in this context. Though some
participants may have had imperfections in recalling their past experiences sharing on social media,
this imperfection would not have interfered with this goal.

Of course, those who do not post emotional content can also be subject to ER and interventions
and engaging with them is important for future work. Yet, as a first step, we wanted to have our
understanding grounded in participants’ conceptualizations of emotions and emotional experiences,
thus our choice of sampling.
For future work, we especially emphasize the importance of examining attitudes toward auto-

matic ER-enabled wellbeing interventions for specific mental health conditions. Individuals living
with mental illnesses are not a monolith, and attitudes toward automatic ER-enabled wellbeing
interventions may differ across and within subgroups of people with mental illness. Prior research
has analyzed, for example, how people with eating disorders share supportive and intimate content
on social media, and how they might be impacted by the coded gaze that makes possible algorithmic
inferences of user behavioral state and inferences linked to content moderation [50, 77, 79, 80, 143].
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Future work could consider how and if data subjects’ use of social media for social support in mental
health or other emotion-situated contexts shapes their attitudes toward automatic ER-enabled
wellbeing interventions that target their condition specifically.

4 RESULTS
We discuss data subjects’ conceptualizations of and attitudes toward automatic ER-enabled wellbe-
ing interventions on social media. As a reminder, by interventions we take a broad perspective,
describing anything, automatic and ER-enabled, aimed at or framed as aiming to provide support
to social media users’ wellbeing, which necessarily includes the inference of emotions as a basis.
We probed for participants’ imaginaries of 1) ER-enabled inferences feeding into automatic ER-
enabled wellbeing interventions, and 2) automatic ER-enabled wellbeing interventions. We avoided
describing or prescribing an understanding of these phenomena for participants. Our findings
suggest that social media users have predominantly negative attitudes toward automatic ER-enabled
wellbeing interventions on social media. First, we discuss data subjects’ negative conceptualizations
of automatic ER-enabled wellbeing interventions. Next, we discuss how people imagined the impact
of automatic ER-enabled wellbeing interventions on others. A minority of participants felt tension
between their broad negative attitudes toward automatic ER-enabled wellbeing interventions and
their conceptualizations of them as a potential social good for others. Most participants however
maintained their general negative conceptualizations of ER-enabled wellbeing interventions when
thinking of its impact on others. Participants expressed concern for the harm automatic ER-enabled
wellbeing interventions may pose, and stressed that individual people should have control over
whether they would be subject to them. Lastly, we discuss qualities upon which participants’
attitudes depended.

4.1 Broad Conceptualizations of Emotion Recognition-enabled Wellbeing
Interventions: Human versus AI

The majority of participants held negative attitudes toward automatic ER-enabled wellbeing inter-
ventions. We found that these attitudes stemmed from participants’ comparisons between current
state wellbeing interventions, delivered by humans, and what they imagined to be future state
wellbeing interventions, enabled and delivered by ER technologies. The human versus AI dichotomy
was a prevalent theme in participants’ conceptualizations, as they considered whether AI could
hold certain attributes they considered to be held by humans in wellbeing-supportive roles. These
attributes included: 1) helpfulness and authentic care; 2); personal and professional expertise; 3)
morality; and 4) benevolence through shared humanity.

4.1.1 Helpfulness and Authentic Care. Some participants doubted the helpfulness of automatic
ER-enabled wellbeing interventions, and their ability to deliver authentic care. P1, who had personal
experiencewithmental illness, and drew upon that when discussing their attitudes toward automatic
ER-enabled wellbeing interventions, reflected on past experiences searching for suicide-related
information on Google, saying: “If you Google like how to kill yourself or whatever, or Google
automatically served you just like the 1-800 like suicide hotline number, that as someone who had been
suicidal did not strike me as very effective.” P1 later remarked: “I don’t know that a computer is able
to serve the right information to help someone,” illustrating skepticism about algorithms’ ability to
provide information that would be helpful to individuals in need of support in moments of distress
and vulnerability. Other participants signaled their need for wellbeing support to feel authentic,
and felt uncertain that an automatic ER-enabled wellbeing intervention could provide authentic
and thus helpful support. On lack of perceived genuine care, P5 said: “People are people and an
algorithm is an algorithm, right? It’s not looking to read and ignore like most people. I make a private
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post on Tumblr, pretty much everybody either just casually hearts it to let you know they’re there or
ignores it completely because that’s uncomfortable. But the algorithm is not there out of any form of
interpersonal care, even if it’s been put there by a human being. I don’t know if I could ever envision a
world in which it was put there to genuinely help people, which is me being a real cynic but why would
they care? I don’t know.” These examples show how automatic ER-enabled wellbeing interventions
can feel impersonal and unhelpful compared to interventions authentically delivered by caring,
trained human professionals. Further, the unique insights provided by P1, who disclosed having
a mental illness, point to a need to better understand the attitudes of those that live with mental
illness toward automatic ER-enabled wellbeing interventions in future work.

4.1.2 Personal and Professional Expertise. Participants’ remarks reflected a belief that automatic
ER-enabled wellbeing interventions lack the expertise that humans have, either due to 1) their
professional training or 2) personal experiences. On the first, participants compared automatic
ER-enabled supportive interventions to humans trained to provide expert support and interventions
to people in their community in times of distress (e.g. mental health professionals), arguing that AI
does not, and cannot, compare to expertly trained and trusted professionals due to their expertise
(rather than the ability to care as described in 4.1.1). For example, P3 said: “I don’t know, a therapist
went to grad school for it. They’ve studied the thing.” Echoing this sentiment, P10 said: “I don’t think
that’s appropriate...because I think it takes a lot of information and often a medical professional to let
someone know if they’re going through a particular, like a clinical problem, or if they’re likely to have
a clinical problem in the future.” Believing that algorithms cannot be as expert as humans would be
in providing supportive interventions was a significant factor contributing to negative attitudes
toward automatic ER-enabled supportive interventions on social media.

On the latter, participants spoke of the enormous trust people put in friends and other community
members to help in times of crisis, and could not imagine themselves able to trust in automatic ER-
enabled wellbeing interventions to meet that need. In comparing trained mental health professionals
to AI, P3 remarked: “They also have a certain amount of community attached. I don’t feel like an
AI could get there.” P3 continued: “No, there’s a reason why you might sad Tweet about things but
you, in the end, will still rather call a friend and talk about it.” Participants had a difficult time
imagining a space where automatic ER-enabled wellbeing interventions would be welcomed, as
their need for support was already filled by empathetic and compassionate humans with whom they
were personally connected. Ultimately, most participants struggled to imagine how algorithmic
interventions could help in the same way humans do — supporting each other within one’s personal
network and community — and whether there was a need for automatic ER-enabled wellbeing
interventions at all. We note that the predominantly college-educated demographics in our sample
may have influenced this view, as college-educated persons tend to have more robust networks
of support [116]. In section 4.2, "Negative Conceptualizations of and Attitudes Toward Automatic
ER-enabled Wellbeing Interventions for Others," we discuss conceptualizations some participants
had that automatic ER-enabled wellbeing interventions could be a benefit to people without support
from family and friends.

4.1.3 Morality. Participants were skeptical of automatic ER-enabled wellbeing interventions on
social media due to their underlying assumptions about and associated attitudes toward social
media platforms’ financial motivations. Those that traditionally deliver wellbeing interventions
such as mental health practitioners are held to certain ethical standards of conduct, establishing an
expectation of ethical andmoral practice that engenders trust in those receivingwellbeing support or
intervention. However, when participants imagined automatic ER-enabled wellbeing interventions
on social media, they were cynical that algorithmic interventions — or the platforms that deliver
them — could have or prioritize morality or ethics due to the assumed financial incentives of the
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companies that own the intervention. For example, P5 voiced their cynicism in the intervention’s
moral and altruistic intentions: “[I]t could be 100 percent innocent, people who want to make people
feel better, but I’m also a bit of a pragmatic, realistic person and I know that there’s money in it, and
they’ll do it for money regardless of where the idea originated or where it came from.” P2 elaborates
further, explicitly questioning the ethical incentives of such interventions: “I’m just not so convinced
that the financial incentives of the companies are such that ... ethical incentives would take priority.”
P9 echoed this sentiment: “I don’t think they could provide support to us to feel better. I think like they
just want us to, I think their goal is to earn money.” P9 reflected that while some kind of support may
be nice when one is feeling lonely, the financial motivations of automatic ER-enabled wellbeing
interventions could taint how they view, and therefore receive, that intervention: “I think it could
make us feel nice I guess. But if there is a way that they are going to sell us a product, I think that would
change how we view, how we see them...At the end of the day it’s not our family, our friends, so it’s not
like genuine care. It’s just trying to sell you something.” These sentiments illustrate the important role
of social media users’ cynicism toward companies’ moral intentions in shaping attitudes toward
supportive interactions companies may provide. Moreover, these accounts highlight participants’
discomfort of their emotions and vulnerability being commodified and capitalized by platforms
delivering automatic ER-enabled wellbeing interventions.

4.1.4 Benevolence through Shared Humanity. Participants doubted whether they would welcome
automatic ER-enabled wellbeing interventions in the same way as they would from another human.
In contrast to the benevolent disclosures and interventions that take place in the context of a trusted
relationship with a mental health professional or close friend, participants felt that interventions
delivered through algorithmic means were intrusive and creepy, with suspect intentions. As P13
said: “If it was something about like being sick or something, I don’t know. In one case, I feel like maybe
it would be good because maybe that will push you to go get it checked out, but at the same time, I’m
like, that’s kind of...I don’t know. Maybe going a little too far. Maybe it’s a little too intrusive.” Similarly,
P5 said: “I do certainly think there is a positive way in which that system could be used. I still think it’s
kind of creepy but...there isn’t an innocence in that sort of concept or an idea.” Thus, although some
participants charitably acknowledged positive possible uses for automatic ER-enabled wellbeing
interventions, they resolved that those possibilities did not outweigh their perceptions of the
interventions’ intrusiveness and creepiness or skepticism of its intentions.
Participants felt that humanity was an essential and primary attribute required of supportive

wellbeing interventions, doubting whether non-human, automatic ER-enabled wellbeing inter-
ventions could hold secondary attributes that they felt traditionally human-delivered wellbeing
interventions held, such as morality, helpfulness, and authentic care. For example, P3 feared that
because the algorithms that would deliver interventions (despite the humans that wrote them) do
not share humanity with humans, they therefore lack attributes such as morality that otherwise
make humans more resistant to manipulation by bad actors: “But an algorithm is a thing. It’s not a
person and it doesn’t have wants or desires or anything. It isn’t similar to you in the way that you
both have a shared humanity. It’s more of a thing, and that makes me uneasy. Because that means
that thing in the wrong hands can do a lot of damage. It’s not a person.” Participants felt supportive
wellbeing interventions required an element of humanity that non-human algorithms and social
media platforms cannot provide. P1 remarked: “It feels really impersonal. I don’t know. I think it
takes more, I think it takes real empathy from a real person as opposed to some generic advice and I
don’t think just giving someone a 1-800 number or even just talking to a stranger on suicide hotline is
really the best intervention long term.” Echoing this sentiment, P3 said: “...it’s good to be accurate
[with recognizing and predicting emotions], but there’s no humanity in it, right?” In these examples,
participants felt that because automatic ER-enabled wellbeing interventions are computationally
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derived, they lacked the essential attributes of humanity and personhood that would help the
recipient receive the intervention in a way they only could if delivered by a human. In the end,
participants were resistant to an algorithm’s ability to embody humanity and were doubtful that
automatic ER-enabled wellbeing interventions would be helpful to whom they (are framed to)
intend to support.

4.2 Positive Conceptualizations of and Attitudes Toward the Impact of Automatic
Emotion Recognition-enabled Wellbeing Interventions for Others

Some participants imagined latencies of benefit and harm differently when conceptualizing the
impact of automatic ER-enabled wellbeing interventions on others compared to their predominantly
negative attitudes about the technology in general. A minority of participants, with reservation,
imagined automatic ER-enabled wellbeing interventions as a potential social good. Relative to
their generally negative attitudes toward automatic ER-enabled wellbeing interventions, these
participants responded more positively to the idea of automatic ER-enabled wellbeing interventions
on social media when conceptualizing it as a tool that could benefit others, rather than themselves.
For these participants, automatic ER-enabled wellbeing interventions held potential as a social
good that could benefit others in the following ways: 1) by supporting academic research; 2) by
increasing access to wellbeing support; and 3) through egregious harm prevention. It is important
to note that we did not ask about these potential positives (or negatives) directly; rather these came
up organically as participants discussed their attitudes and were probed to share details. In these
examples, the participants maintained their negative attitudes generally, but held slightly more
positive attitudes toward the specific use case of promoting social good more broadly. Even in cases
of automatic ER-enabled wellbeing interventions for social good, participants expressed caveats
that collection of emotion data and subsequent potential interventions should be transparent to
individuals, and that they should meaningfully consent to it.

4.2.1 Supporting Academic Research. Several participants noted that automatic ER-enabled wellbe-
ing related interventions could be used to support researchers. For example, P7 said “I would want
that to be used in research, and in mental health studies.” Some felt it was best that the intervention
would be developed and implemented by researchers. For example, P3 suggested they “could trust a
brand new person creating this new app with neuroscience and psychiatrist research that has the data
to be like, ‘Oh yeah, I think this is going to help change the world.’" In this example, the participant
was generally cautious about social media’s deployment of automatic ER-enabled wellbeing inter-
ventions, but felt enthusiastic about the potential of more trusted academic researchers to create
them. Other participants who were resistant overall to emotion data collection supported the idea
of its use in support of academic research for mental health interventions. For instance, P5 notes
they would support “some sort of study being done to better understand and assist people mentally,
especially since the internet seems to be such a hive of toxic interactions, if it’s being used to better
understand people’s brains or some sort of medical or academic level, I could see where that would
be fine.” Overall, some participants had positive associations with and attitudes toward the use of
emotional data and development of automatic ER-enabled wellbeing interventions by academic
and medical researchers, even when they had more negative attitudes about automatic ER-enabled
wellbeing interventions broadly and applied to them individually.

Past work has shown that people are generally either comfortable with or ambivalent about
the use of social media data to support academic research in specific contexts, though noted that
self-selection bias of participants participating in a research study, and younger, some college
educated demographics from their sample from MTurk, an online crowdsourcing marketplace,
may have played a role in their findings [82]. Likewise, research has suggested that people are
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supportive of the use of social media data to support researchers’ population-level monitoring
of mental health, even when they generally had privacy concerns; however, this study focused
on mostly educated people or people working in a white collar capacity [133]. We surmise that
the positionality of our largely college-educated sample, similar to past work with comparable
findings [82], may have contributed to these participants’ comfort in the use of social media data
for research, and may not be generalizable to the broader population.
Participants stressed, however, that automatic ER-enabled wellbeing interventions used to

support academic research should only occur if the person has knowledge of the emotion data
collection and corresponding intervention. For instance, P5 adds: “But I wouldn’t be okay with that
being used without anybody’s knowledge because that’s just shady. If you’re not going to tell people,
then why aren’t you telling people? I doubt on such a large scale that it would affect their finding.”
P7 echoes, “I would want that information known to me as the user.” Thus, while some participants
suggested they might feel comfortable with automatic ER-enabled wellbeing interventions if they
were used to support research, they felt that research should be used only in a transparent context
where the affected individual is informed of the practice and meaningfully consents to it.

4.2.2 Increasing Access to Wellbeing Support. Several participants suggested that automatic ER-
enabled wellbeing interventions could be a positive benefit for those without a strong support
network, thereby increasing access to wellbeing support. While P8 was hesitant about the potential
of emotion data’s use in other ways such as product advertising or targeting them individually, P8
responded positively to its use toward this type of "good." When asked about using emotion data to
create wellbeing-related interventions, P8 responded: “That feels more like the social good side of it,
like using this for good rather than like here’s a weight loss pill...Like that feels less of a social good
than like someone is having an acute moment than like this platform can be used to actually provide
resources that might help in that moment.” Here, P8’s attitude toward emotion detection on social
media platforms is contextual: while P8 expresses discomfort with its use to promote advertising,
they respond positively to its use to promote the social good of mental health support. On social
media platforms’ unique position to offer wellbeing interventions, P6 acknowledges “there’s some
people that don’t have family to intervene and maybe that would be good for a person who does not
have anyone and they’re using social media as a cry for help.” P12 echoes “I think that’s good. Again,
you see kids on there and they might have a problem. They need help.” People in distress sometimes
rely on social media to seek support, and some participants viewed wellbeing interventions as
a tool to provide it where users may not otherwise receive it. This acknowledgement echoes a
potential motivation for some of the research behind and application of practical platform-based
interventions in place today.
It is important to note that while some participants imagined automatic ER-enabled wellbeing

interventions as a potential social good that could increase access to wellbeing support, those
same participants remained uncomfortable about its use on themselves. Future work could consider
the impact of social support networks on data subjects’ attitudes toward automatic ER-enabled
wellbeing interventions.

4.2.3 Egregious Harm Prevention. Perhaps the most widely acknowledged benefit participants
imagined automatic ER-enabled wellbeing interventions could offer was its potential to prevent
egregious harm, such as in cases of social media users planning suicide, harm toward others, or
domestic terrorism. Some participants considered automatic ER-enabled wellbeing interventions to
have the potential to be particularly helpful and effective to prevent harm. P11 saw interventions
as helpful “actually for people who are an immediate threat to themselves or others... or mainly
themselves” and remarked, “I think it could be a very good thing.” P8 worried about the example of
“someone...searching about like ways to commit suicide or ways to hurt someone. I think that’s when
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I, I feel like the social good and like someone’s bodily safety is at risk,” and imagined the potential
of interventions to mitigate that risk. For these use cases, participants considered the good of
preventing suicide and harm toward others to benefit society at large.

Furthermore, P6 discussed automatic ER-enabled wellbeing interventions as a potential way to
reduce the number of school shootings, and thought that “maybe there would actually be less things
occurring” if there were mental health interventions on social media. P6 elaborated that ER-enabled
wellbeing interventions might assist public safety officials by understanding content posted by these
individuals: “we need to monitor posts a little more closely to see if there’s somebody who’s vaguely
talking about a school shooting or something, they say, we need to sometimes be responsive, and not just
take someone at their word, because someone’s word may not express exactly what they’re about to walk
out the door and go and do.” This participant’s account can be taken to mean that some individuals
feel that surveillance on social media can be justified in efforts to prevent domestic terrorism such
as school shootings, but that harm can arise when such surveillance leads to inaccurate and biased
identification. Considering the rhetoric and justifications used by participants to imagine wellbeing
interventions as a positive force that can prevent egregious harm, we speculate that these attitudes
may have been influenced by the positive discourse of some high-profile wellbeing interventions
such as Facebook’s Suicide Prevention Program as tools that promote wellness and help users in
need [5]. Likewise, positive positions may have been shaped by rhetoric in the popular press that
AI can help save the planet [6] and by the government that AI can empower people and improve
peoples’ lives [10].
In summary, some participants conceptualized automatic ER-wellbeing interventions on social

media more positively when imagining its greater social impact, going beyond individual concerns.
In these instances, participants resolved their tension between their general negative attitudes
toward automatic ER-enabled wellbeing interventions and their more positive attitudes when the
interventions might benefit others as a possible social good by establishing that automatic ER-
enabled wellbeing interventions should be transparent to individuals, and that individuals should
meaningfully consent to their use.Future work could delve deeper into such shifts in expectations
and attitudes at individual and collective levels.

4.3 Negative Conceptualizations of and Attitudes Toward the Impact of Automatic
Emotion Recognition-enabled Wellbeing Interventions for Others

When conceptualizing its impact on others, most participants maintained their negative attitudes
toward automatic ER-enabled wellness interventions on social media. These participants were
primarily concerned that the intervention might commit harm to other people, and emphasized a
need for individual and external control to mitigate those harms.

4.3.1 Potential Harms. Participants expressed a variety of concerns that automatic ER-enabled
wellbeing interventions on social media pose a risk of harm to other users, including risks of:
re-traumatization, spread of inaccurate health information, inappropriate surveillance, and inter-
ventions informed by inaccurate predictions.

Some participants expressed concern about the potential for re-traumatization caused by inter-
ventions. For instance, P10 said: “Like, it could help people. It could also make people more angry that a
machine is telling them, ‘Hey, you sound angry. Please call this number.’ Like, ‘All right, machine. Calm
down. Leave me alone.’” In this example we see that some participants feared the interventions them-
selves may lead to outcomes of anger and frustration to the individual, leading to re-traumatization
of already vulnerable individuals.
Others felt that if medical interventions and diagnoses became commonplace on social media,

people may start to believe that whatever information they are given about their wellbeing is
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accurate and credible. For instance, P7 said: “It just feels like it’s going to put information into the
hands of uneducated people who are then going to assume that Facebook is accurate... I feel like it’s
going to lead to people...overreacting.” In this example, the participant expresses concerns that relying
on social media for wellness information can lead to the spread of misinformation, particularly
among vulnerable groups such as those with low educational attainment.
Another concern expressed was that the surveillance methods required to enable automatic

ER-enabled wellbeing interventions could be applied by individuals in other contexts that could
then cause harm through privacy infringement. For example, P3 wondered, “But again are there
parents wanting to use that to monitor their kids? I understand that but I just don’t think it would be
good to try to...I just feel you’ll do more harm than good but that’s my fear.” Participants acknowledged
that the data collected from constant monitoring could be used and abused by other entities, and
were concerned how that might harm certain groups such as children.

Speaking further to potential harms, P6 said: “I think that maybe there would actually be less
things occurring because people use social media now for everything, as I said before, some of the
things people post online, I’m like, I can’t believe you even put that on there. And maybe it would
be very helpful, but at the same time there could be a fine line because what if you’re insinuating
something else and you end up investigating someone for something that has nothing to do with
what you were thinking they were talking about.” Participants worried that automatic ER-enabled
wellbeing interventions, especially in cases where the prediction is inaccurate, could harm the
intervened subject. Unless the individual had control and agency in the surveillance that facilitates
automatic ER-enabled wellbeing interventions, participants felt there would be significant risk that
other actors might exploit that surveillance for ethically questionable purposes.
These varied examples show that the harms people imagine automatic ER-enabled wellbeing

interventions can commit span a wide range of concerns, and suggest that its potential harm is
immense.

4.3.2 Individual and External Control. Overall, participants were concerned about the expression
of power in the user-platform relationship when conceptualizing automatic ER-enabled wellbeing
interventions and the potential for harm within that context. As P2 put it, “Assuming that the
intervention was not forced intervention, I think it would be a good thing. If the intervention were
forced, then I would tend to say things have gone too far.” In this example, we see that people are
opposed to any intervention they perceive to be unconsented to and forced upon them. Participants
stressed that having the choice to control whether they were subjected to these interventions would
allow the intervention to reach the people who might need it, while allowing those more reserved
about its outcomes a choice in whether they were subject to the intervention. Participants felt they
would be more comfortable with the delivery of automatic ER-enabled wellbeing interventions on
social media platforms if there were clearly defined boundaries to help those in need of support,
and options to enable and maintain user control. P8 noted the need for bounds and control on the
deployment of automatic ER-enabled wellbeing interventions: “I think about it at an individual
level. I don’t like that idea. But when I think about [the] crisis that we’re in and like I think about
queer youth or whomever and things that people are posting about and are like crises that people do
post to Facebook around in moments of crises. I think if it helps people who are in that acute moment,
then maybe I’m okay with it, but I would want there to be like bounds on that.” P8 was cautious
about sanctioning the use of automatic ER-enabled wellbeing interventions for people in crisis,
and was sure to underscore the need for measures that would subject the interventions to external
regulation and allow for individuals’ control before approving of its use.
In these examples we show that participants maintained their negative attitudes toward auto-

matic ER-enabled wellbeing interventions whether they imagined it at a personal or social level.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 308. Publication date: October 2021.



308:18 Kat Roemmich & Nazanin Andalibi

Participants expressed strong preferences for individuals to have control in whether they were
subject to interventions, and for interventions to be subject to external regulation, both of which
may mitigate some concerns surrounding potential harms.

4.4 Development and DeliveryQualities Upon Which Attitudes toward Automatic
Emotion Recognition-enabled Wellbeing Interventions Depended

While some participants maintained negative attitudes toward automatic ER-enabled wellbeing
interventions at all costs, some imagined particular qualities that, if implemented, might engender
some increased degrees of comfort and trust in the intervention. We identified three qualities
upon which they felt their level of trust and comfort in this technology depended: 1) accuracy; 2)
contextual sensitivity; and 3) positive outcome.

4.4.1 Accuracy. Some participants believed that automatic ER-enabled wellbeing interventions for
support should be based on highly accurate inferences, and saw potential negative consequences for
individual harm should the intervention fail to meet certain expectations of accuracy. For example,
P3 said: “if you see someone caught retweeting about bad shit, and it’s like then clearly you should call
him if they say they want to die, they want to die. That’s not always accurate. So I feel like it would
make them completely have that option that, if people are at risk or whatever, for them to use that...but
again...I just feel that you’ll do more harm than good but that’s my fear.” Participants understood that
while interventions such as ER-enabled suicide predictions could have potential positive benefits,
their accuracy would be a determining factor in whether they helped or harmed the individual
user. Participants expected highly accurate algorithms that are able to understand nuanced and
contextual engagement with the platform before they would consider themselves comfortable with
the automatic ER-enabled wellbeing intervention deployed on social media.
Related to accuracy was the quality of relevance. Some participants expressed a requirement

that they perceive automatic ER-enabled wellbeing interventions as relevant to their condition.
These participants might feel more comfortable with the idea of automatic ER-enabled wellbeing
interventions, so long as those interventions were accurate enough to offer relevant support to
them. For instance, P12 said: “[Y]ou might be able to learn something about yourself and about the
condition too. I think it’s great, it’s free help, you know? As long as it’s a credible source...you can learn
a lot about new treatments, and therapy, and that type of thing. It might even help you because maybe
you’ve tried all these different medicines and remedies, and you’re not getting anywhere. Now they have
a new breakthrough, wow look at this. I’m always researching, and always looking into new things. I
would like that. It might be really good, it might help me.” Participants imagined that interventions
that were accurate enough to have specific relevance to their individual conditions could then be
helpful, through the advancement of individual knowledge about the relevant condition and its
treatment options.

These examples highlight the importance of accurate automatic ER-enabled wellbeing interven-
tions, yet suggest that they should be optional for the data subjects (not all desire precise accuracy,
and some just desire relevance), provide customized support, and be relevant to their condition.

4.4.2 Contextual Sensitivity. The specific wellbeing context in which interventions were provided
mattered to some participants. For example, an imagined intervention suggesting resources in one’s
geographic area about a physical illness was seen to be less intrusive than resources regarding
mental illness. To this point, P7 said: “Let’s say I have some rare medical condition and it shows me an
ad for a clinical trial in my area, that could save my life. But yeah, I don’t know why, maybe it’s such
a stigma, but for some reason if it’s a mental health thing, that seems more slimy to me that they’re
advertising towards that, that they’re taking advantage of me. But if it’s like any other health issue it
doesn’t seem as slimy.” Here we see that some participants felt that interventions for physical health
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conditions might be helpful, but felt that mental health related interventions were too intrusive and
exploitative. P8 commented, as discussed in 4.2.3, that only in specific contexts, such as preventing
harm toward others or themselves, that automatic ER-enabled wellbeing interventions could be a
positive benefit to the community. P8 explains: “If someone were searching about like ways to commit
suicide or ways to hurt someone. I think that’s when I, I feel like the social good and like someone’s
bodily safety is at risk, you know, theirs or someone else’s. It feels like that’s a time when the fact that
this is all one soup, that should be used, but I think that would probably be the line for me.” In this
example, we see that people with overall negative attitudes toward automatic ER-enabled wellbeing
interventions might temper their objection in contexts where the technology’s potential for what
they deemed as social good outweighs their own reservations.

Our results indicate that participants’ comfort level with the deployment of automatic ER-enabled
wellbeing interventions was highly dependent on the context in which the intervention would
be used. For what types of interventions people would welcome automatic ER-enabled wellbeing
interventions is an area for future research, but is certainly not a trivial question. What is more,
our findings show that assuming that all automatic ER-enabled wellbeing-related interventions
would be welcomed by data subjects is inappropriate.

4.4.3 Positive Outcome. Some participants’ attitudes were dependent upon tangible impacts the
intervention may have on them. In 4.3.1 we describe how anticipating harm was a reason for
negatively held attitudes toward automatic ER-enabled wellbeing interventions. Here we describe
how if the intervention were proven helpful, participants might be more comfortable with it; if the
outcome were not helpful, they would not welcome the intervention. For instance, P7 said: “Because
if it’s successful and I feel better, then I feel like I can’t be upset about it.” P10 echoed similar attitudes,
and additionally suggested that a layer of assurance such as a certification process would increase
their confidence in the positive outcome: “I think that I would feel okay with that, as long as that
support is I guess somehow certified or goes through a process of guaranteeing that it’s not shitty so I feel
worse. I think I could support that use of data.” Participants felt that if the outcome of the intervention
were successful, then they could embrace its use. Our findings show that data subjects have strong
preferences for automatic ER-enabled wellbeing interventions to assure positive outcomes on them.
In summary, these insights into development and delivery qualities of automatic ER-enabled

wellbeing interventions upon which data subjects’ attitudes depend suggest some individuals may
welcome accurate, contextually sensitive ER-enabled wellbeing interventions with guaranteed
positive outcomes. Who, to what extent, and in what contexts, would welcome interventions
developed and implemented with such preferences is an area for future work.

5 DISCUSSION
Our study examined data subjects’ conceptualizations of and attitudes toward automatic ER-
enabled wellbeing interventions on social media. At a high level, we contribute to discourse
around the development of socially aware, trustworthy, and ethically responsible AI advancements,
with a focus on emotion-sensitive technologies. Specifically, we contribute a characterization of
data subjects’: 1) broad conceptualizations of automatic ER-enabled wellbeing interventions; 2)
positive conceptualizations of and attitudes toward the impact of automatic ER-enabled wellbeing
interventions for others; 3) negative conceptualizations of and attitudes toward the impact of
automatic ER-enabled wellbeing interventions for others; and 4) development and delivery qualities
upon which their attitudes toward automatic ER-enabled wellbeing interventions depend.
We suggest that data subjects’ negative conceptualizations of automatic ER-enabled wellbeing

interventions are shaped by a human versus AI dichotomy and beliefs that automatic ER-enabled
wellbeing interventions could not hold attributes of supportive wellbeing interventions traditionally
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delivered by humans: 1) helpfulness and authentic care; 2) personal and professional expertise; 3)
morality; 4) benevolence through shared humanity.
Our findings reveal the potential for relatively more positive conceptualizations of automatic

ER-enabled wellbeing interventions to show their presence when imagining the social impact of
automatic ER-enabled wellbeing interventions on others. Some imagined the tool as a potential
social good that could benefit others: 1) by supporting academic research; 2) by increasing access
to wellbeing support, and 3) through egregious harm prevention. These positive attitudes are
complicated by participants’ concerns of potential harms that automatic ER-enabled wellbeing
interventions could present to others (e.g., re-traumatization, spread of inaccurate health infor-
mation, inappropriate surveillance, and interventions informed by inaccurate predictions). Even
when imagining interventions as a social good, participants expressed requirements that automatic
ER-enabled wellbeing interventions are transparent to individuals, that individuals meaningfully
consent to them, that individuals have control over their use, and that interventions are subject to
external regulation.

Lastly, we contribute a characterization of development and delivery qualities upon which data
subjects’ attitudes toward automatic ER-enabled wellbeing interventions depended: 1) accuracy; 2)
contextual sensitivity; 3) positive outcome. As such, we identify what makes (and does not make)
for an ethical and trustworthy automatic ER-enabled wellbeing intervention on social media.
While we found that data subjects’ attitudes track well to similar themes of harm and privacy

concerns found in the literature critical of ER [33, 48, 53, 89, 125, 157], our study builds on recent
work [22, 85] and empirically centers the voices and concerns of the humans that make the
technology possible to begin with — and those subject to its consequences — rather than merely
approaching this discourse from an abstract perspective.

We align ourselves with human-centered computing (HCC) [107] and social constructivism [154]
approaches and include humans as relevant social groups [154] and stakeholders in our study to
contribute to requirements and considerations for ethical and trustworthy ER applications. Our
goal is not to make normative statements about whether automatic ER-enabled mental health
interventions should exist, but rather to complicate existing discourse surrounding this technology
through promoting the voices and concerns of the humans most impacted by it.

5.1 What Makes an Ethical and Trustworthy Automatic Emotion Recognition-enabled
Wellbeing Intervention on Social Media?

Participants in our study were overall consistent and clear in their rejection of automatic ER-enabled
wellbeing interventions on social media: they neither wanted nor needed it, including those who
spoke from personal mental health experiences. Participants did not trust automatic ER-enabled
wellbeing interventions on social media to deliver support in the way humans can, and were
concerned about the potential harm interventions could cause others, including re-traumatization,
spread of inaccurate health information, inappropriate surveillance, and interventions informed by
inaccurate predictions. Compared to human support, they deemed automatic ER-enabled wellbeing
interventions as unhelpful, immoral, incompetent, and ineffectual. Even for those few participants
that held slightly more positive attitudes regarding automatic ER-enabled wellbeing interventions
when conceptualizing its impact on others, the benefits they imagined were counterbalanced by
concerns including potential harm to individuals. These insights reflect past findings by commercial
research and advisory firm Gartner, that showed out of 4,000 US and UK respondents, more than
52 percent did not want their faces to be subject to affect recognition [128]. While participants
expressed requirements and qualities that might improve their attitudes toward or trust in automatic
ER-enabled wellbeing interventions, these requirements and qualities are incompatible with current
social media practices, and might be challenging to deliver (i.e., a guaranteed positive outcome).
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Our findings complement work that centers human perspectives in understandings of wellbeing
interventions in other contexts. For example, past work has shown that older adults express a
willingness to use smart home technologies in support of self-management of wellbeing [67];
however, has not focused specifically on emotions. Yet emotions are a sensitive and unique kind of
data, different from other types of data that people may deem private [22]. Future work is needed to
identify the contexts in which people may welcome automatic ER-enabled wellbeing interventions
with more nuance. For example, it may seek to understand how older adults perceive of the use
of automatic ER-enabled wellbeing interventions using voice assistants, rather than wellbeing
interventions delivered via smart home technologies broadly. Our work provides preliminary
insights that data subjects are hesitant to receive automatic ER-enabled wellbeing interventions
on social media. In addition, our paper’s findings identifying negative conceptualizations of and
attitudes toward the impact of automatic ER-enabled wellbeing interventions for others resonate
with past work on human-AI collaboration, showing that "trust is the most correlated with human
preferences of optimal human-machine delegation" [120] and that without trust, humans are not
likely to feel comfortable with the delegation of traditionally human tasks to AI [108] (and as we
find, especially not those as intimate as wellbeing).
If data subjects neither want nor need automatic ER-enabled wellbeing interventions on social

media, socially aware and ethically responsible design must listen. People should not be subject to
such an opaque and invasive technology through which social media companies capitalize human
emotion, and consequently present harm to its data subjects. More work is needed to identify in
what contexts people might welcome automatic ER-enabled wellbeing interventions, such as in
a non-commercial medical context under the supervision of medical providers — and by proxy,
medical data privacy protection and regulations. Our work has shown that data subjects have overall
negative attitudes toward automatic ER-enabled wellbeing interventions in the context of social
media, and have clear and specific requirements for accuracy, contextual sensitivity, and positive
outcome before they could welcome such interventions on social media. Based on our findings,
we urge social media platforms that have deployed (or are considering deploying) automatic ER-
enabled wellbeing interventions to align their applications with data subjects’ requirements for
trustworthy delivery of automatic ER-enabled wellbeing interventions on social media.

5.2 But What if Individuals Consent?
We acknowledge that despite data subjects voicing alternative preferences, automatic ER-enabled
wellbeing interventions and ER more broadly will continue to expand. ER is projected to be a
twenty-five billion dollar market by 2023 [12], and has current applications in industries that impact
the lives of the population at large, including law enforcement [121], recruitment [46], financial
services [84], medicine [98], education [1], and advertising [110]. In practice, many people are
subject to ER without either their knowledge or consent, and ER’s commercial viability and growth
suggests that this trend will continue. For example, the Chromebooks used by children in over ten
thousand schools across North America are subject to an educational management and monitoring
system, GoGuardian. Its Beacon module, an automatic ER-enabled suicide prevention and early
detection tool, is offered to all of GoGuardian’s admin customers at no additional cost [13]. Beacon
algorithmically monitors “web searches, social media, chat, forums, email, and online collaboration
tools” to detect students’ mental state and predict violence and safety threats, under a veneer of
safety through surveillance [4]. Children and their parents have little to no option to opt-out, as
GoGuardian “obtains school-based consent under the Children’s Online Privacy and Protection Act
(COPPA)" [11].

In another far-reaching example, Facebook’s suicide intervention program scans all posts on the
social media site for risk of imminent harm, with no option for individuals to opt out. In response to

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 308. Publication date: October 2021.



308:22 Kat Roemmich & Nazanin Andalibi

a journalist’s inquiry, a Facebook representative explained: “By using Facebook, you are opting into
having your posts, comments, and videos (including FB live) scanned for possible suicide risk" [32].
Facebook’s suggestion that its users consent to all of their data practices by using Facebook is rooted
in the “notice and choice” framework the Federal Trade Commission (FTC) uses to safeguard data
privacy. Under this model, online information providers (and collectors) are required to disclose to
consumers their data practices, and then the consumer decides whether or not to continue with
the service [139].
Notice and choice is the industry standard for privacy policies, offering online consumers a

restrictive, binary option: accept the provider’s terms in order to use the product, or opt-out entirely.
The decision of whether to click ‘I agree’ has much more at stake than use of the platform itself.
As several privacy scholars have argued, notice and choice presents a false choice for consumers:
we live in an increasingly connected world in which engagement with online platforms becomes
increasingly necessary to engage with the modern world [41]. Social media platforms play an
important role in the way humans use, create, and maintain social capital [73]. Marginalized
communities in particular depend on online information and social networks to seek support and
community (e.g., [20, 23, 26, 28, 93]).

While social media plays a crucial role in humans’ social capital, information access, and wellbe-
ing, platforms themselves rely upon the commodification of the personal data people produce to
sustain their business model [100]. Despite public calls for greater individual control and agency
over the use and sharing of personal data on social media [101] — calls echoed by the participants
in our study — platforms flex their strong position in the power asymmetry between social media
platform and data subject by failing to implement tailorable and context-sensitive privacy controls
[30, 137]. Instead, they offer only the binary option to accept their terms of service entirely or
opt out of their service entirely. For those that try to read them [88], privacy notices are written
in often obtuse, hard to understand language heavily slanted toward the interests of the service
provider, with little regard for consumer interests [81, 86, 118]. Opting out of such sites as social
media presents an enormous social and personal cost to individuals. To the already marginalized
people that rely upon social media for crucial information and support, forcing a choice between
information access and community, or privacy, autonomy, and control, only further disadvantages
them while sustaining the power imbalance between data subjects and the corporations that collect
and commodify their data, livelihoods, and experiences.

Thus, platforms that fall back on the traditional “notice and choice” argument in data collection
(including automatic ER-enabled wellbeing interventions) and fail to take these criticisms into
account when employing invasive, controversial technology are at odds with advances to promote
ethical and socially responsible AI technologies. In current practice, inferences about mental health
data are made on unwitting individuals with little to no regulatory oversight over the collection,
protection, and dissemination of those inferences, under the pretense of protecting a small fraction
of individuals.
More work is needed to explore alternatives to the “notice and choice” framework, and how

people might actually welcome and benefit from AI-driven interventions, and not simply get
accustomed to them as Zuboff warns [169], particularly in the context of platforms that employ
automatic ER-enabled wellbeing interventions. Our findings indicating that some data subjects
acknowledge automatic ER-enabled wellbeing interventions on social media as a potential social
good, yet are 1) concerned about its potential harms, 2) desire individual and external controls in
its application, and 3) qualify that such interventions should be accurate, contextually-sensitive,
and guarantee positive outcomes to the data subject, provide fertile groundwork for this important
future work.
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We draw attention to our finding that some people felt more positively about automatic ER-
enabled wellbeing interventions if they were developed in concert with academic researchers. As
Google ethicist Alex Hanna and AI Now Institute co-founder Meredith Whittaker have recently
pointed out, the corporate gatekeepers of AI enjoy a close relationship with academic researchers by
providing significant funding to top computer science departments, offering concurrent positions
to researchers who hold appointments at universities, and publishing papers together. "This blurs
the boundary between academic and corporate research and obscures the [economic] incentives
underwriting such work" [96]. Highlighting the case of Google’s recent act of firing Timnit Gebru
— co-lead of Google’s ethical AI team who researches racial and gender bias in AI systems and
was let go after Google demanded she rescind a paper under peer review that exposed bias in
(highly profitable) large language models — Hanna and Whittaker warn that "powerful companies
like Google have the ability to co-opt, minimize, or silence criticisms of their own large-scale AI
systems—systems that are at the core of their profit motives" [96]. We caution that collaborations
between social media platforms and academic researchers developing automatic ER-enabled wellbe-
ing interventions on their platforms might obviate data subjects’ requirements for its development
and delivery qualities of accuracy, contextual sensitivity, and positive outcome, by manipulating
peoples’ trust in academic institutions to silence criticism.

5.3 Harm to Vulnerable Populations
Emotion data should be considered sensitive in research and practice [22]. While automatic ER-
enabled wellbeing interventions can target any individual whose emotions can be inferred or
predicted from their online behavior (our focus), ER’s harms might be most acutely felt by certain
vulnerable populations. In a healthcare context, vulnerable populations are defined as those "at
greater risk for poor health status and healthcare access" and include the economically disadvan-
taged, racial and ethnic minorities, and those with chronic health conditions including mental
illness, with vulnerability increasing with factors such as "race, ethnicity, age, sex, and factors such
as income, insurance coverage...and absence of a usual source of care" [2]. Mental health patients are
an exceptionally vulnerable population in the unregulated space of ER and wellbeing interventions:
they are subject to involuntary, coerced care more than any other population [160], potentially
exacerbated by unregulated intervention programs. Recent work exploring mental health related
apps and digital phenotyping involving technology companies broadly has shown that individu-
als with mental illness are wary of algorithmic inferences made of health status and associated
advertising from their use, and echo many of the concerns with mental health applications and
mental health condition inferences that our study’s participants had regarding corporate profit
motives, distrust, and calls for controls such as external regulation [57]. As our findings show, data
subjects are also concerned that automatic ER-enabled wellbeing interventions on social media
carry significant risk of harms such as re-traumatization. For those living with mental illnesses that
seek support on social media, their use of the platform might result in unwanted (and unwarranted)
traumatic experiences.
Inferences made regarding mental health states can hold grave consequences, especially for

racial and ethnic minorities that have been shown to be more likely to be admitted involuntarily to
mental health institutions [129]. Further, the interventions that rely on those inferences, such as
Facebook’s suicide intervention which surrenders an individual’s personal information to police,
who then respond with a ‘welfare check,’ when it infers an individual is in need of crisis, may
subject certain communities to adverse harm. Police encounters between people in behavioral
crisis and police often end in unwarranted brutality [146], an outcome already disproportionately
affecting Black, Brown, and Indigenous people in the US [112, 152]. When the police are called to
respond to the mental health crisis of a person of color, it is an all too recurrent outcome that the
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individual in crisis will not only receive inadequate care, but will be subjected to police violence
instead [38, 162]. In addition to a concern for harms such as re-traumatization, participants in our
study expressed a concern for harm to data subjects from interventions based upon inaccurate ER
inferences. The algorithm’s false positives could present harm from law enforcement involvement
when a person was never in crisis in the first place, leading to uncalled for and unjustified risk.
Future work should examine the impact of automatic ER-enabled wellbeing interventions that
include protocols to involve police for mental health calls on individuals with experience being
targeted by them.
Recent research has shown the feasibility of detecting emotion and “violence estimation” from

social media data [165], work in which the US government has shown interest in deploying [36]. In
light of the civil unrest and cultural reckoning the US has experienced with the revival of the Black
Lives Matter movement in 2020, these predictions of protest activity — and their co-predictions
of violent risk — from social media raise questions about the role of data harvesters and their
responsibilities to the individuals that enable their technology. The dissemination of social media
data that can be and has been used to target a population already disproportionately criminalized
[112, 152] might produce chilling effects in civil rights protest activity, reifying and perpetuating
white supremacist power structures. We urge social media companies to consider ways to prevent
these alarming uses of social media data, such as a screening measure when sharing data with third
parties [106].
Future work is needed to understand the preferences and needs of diverse communities made

vulnerable regarding automatic ER-enabled wellbeing interventions.We urge social media platforms
to thoroughly consider how existing wellbeing interventions can eliminate their harm to (and even
protect and benefit) data subjects who would be at most risk.

5.4 The Tension between Monitoring for Harm Prevention and Individual Privacy
Empirical work has suggested that the apparent contradiction between individual actions in loosely
sharing and disclosing information online and strong individual preferences for privacy can be
resolved when understanding the nuanced contextual variables in which people disseminate infor-
mation [126]. For example, sharing sensitive information such as health data within commercial
flows (i.e., with a health insurance agency, or at a doctor’s office) generally meets privacy ex-
pectations within that particular, appropriate context, but the subsequent sharing of that same
information in another context — say, to one’s employer or made available to public record —
generally does not meet peoples’ privacy expectations [126]. Our study found that while people
held generally negative attitudes toward automatic ER-enabled wellbeing interventions, some
participants adopted a positive attitude when imagining its use in limited use cases, such as to
prevent egregious harm. However, the methods required to employ an intervention tool that pre-
vents harm necessarily means that individuals cannot be granted their preferences for privacy of
emotional inferences or to share that information in contextual, nuanced settings: the algorithms
must scan most or all content to be effective, thus violating the contextual integrity of the disclosed
information [141, 155]. The participants in our study stressed a preference for individual autonomy
and control over being subject to automatic ER-enabled wellbeing interventions on social media, a
design option that would enable individuals to control the sharing of information they disclose
online.

We argue that rather than designing privacy controls that respect individual preferences to control
sensitive information sharing, which would restrict social media platforms’ commodification of
valuable user data, platforms instead have focused discursive efforts to influence social norms such
as those viewing interventions as a tool that promote public safety. For example, Facebook has
framed their Suicide Prevention algorithm as an AI-fueled detection effort that provides timely help
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to people in need [5]. GoGuardian, which contracts with school districts to monitor student devices,
has promoted its AI-enabled behavioral risk detection as a tool that promotes student safety and
identifies students in need of a psychological intervention [127]. We speculate, based on our findings,
that discursive strategies to frame automatic ER-enabled wellbeing interventions as a way to
promote public safety have likely worked: participants in our study who reported to generally feel
negatively toward automatic ER-enabled wellbeing interventions targeting themselves, somewhat
contradictorily, felt they might positively impact society by preventing egregious harm. We suggest
this tension might be explained by the influence of public relations efforts pushed by companies
that have deployed wellbeing interventions to frame them as a positive social good, and discourse
in general by the popular press and government framing AI as a human savior [6, 10]. These efforts,
we suggest, gently shift social norms of mass surveillance toward acceptance [86].

As Shoshana Zuboff has argued, surveillance capitalists (as well as governments) have a vested
interest in nudging people to abandon privacy and accept data collection, a practice from which
surveillance capitalists financially and strategically benefit [169]. Indeed, Facebook’s CEO Mark
Zuckerberg has famously and controversially said that "privacy is no longer a social norm" [111].
This suggestion aligns with past work that has argued that people “naively or unwittingly trust
their personal information to corporate platforms” and extend that trust to data-sharing with
external parties such as law enforcement [66]. We surmise that the discourse by powerful actors
painting AI as a tool for human salvation, along with the trust people generally place in corporate
platforms, has contributed to the approval of some and apathetic acceptance of others to automatic
ER-enabled wellbeing technologies. We urge caution of these corporate strategies to promote
unfounded acceptance of and trust in mass monitoring, especially of emotions, masquerading as a
public good.

6 CONCLUSION
Through centering data subjects’ conceptualizations of and attitudes toward automatic ER-enabled
wellbeing interventions on social media, we contribute to discourse around the development of
socially aware, trustworthy, and ethically responsible AI advancements. We found that people
have predominantly negative attitudes toward automatic ER-enabled wellbeing interventions, and
conceptualize harmful consequences including re-traumatization, spread of inaccurate health infor-
mation, inappropriate surveillance, and inaccurate predictions. We find that data subjects’ attitudes
toward automatic ER-enabled wellbeing interventions were rooted in their conceptualizations of
the human versus AI dichotomy, and human attributes they doubted wellbeing interventions could
hold. We also found that people conceptualize different concerns when thinking of the impact
of automatic ER-enabled wellbeing interventions for others, rather than at a general or personal
level. We identified qualities in either the development or delivery of the intervention upon which
attitudes depended. We argue that technology companies that deliver or consider delivering auto-
matic ER-enabled wellbeing interventions ought to consider the attitudes and concerns of the data
subjects that enable their technology — and those vulnerable to its potential harms — in alignment
with proposed industry goals to promote ethical and socially aware AI applications. Participants in
our study (including those with real mental health-related experiences) did not want to be subjected
to automatic ER-enabled wellbeing interventions and had difficulty imagining a need for them.
Imposing people to such exploitative technology when they neither want nor need it — and when
they do not have explicit knowledge about it — is nontransparent and ethically questionable. We
argue that to increase the trustworthiness of automatic ER-enabled wellbeing interventions on
social media, companies that deploy them would need to at least fulfill requirements that preemp-
tively protect individuals from the vast harms it presents, take measures to attenuate harms, and
align with data subjects’ development and design requirements. These requirements include high
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computational accuracy, contextual sensitivity, positive outcome guarantees, individual controls,
external regulation, and meaningful consent over being subject to automatic ER-enabled wellbeing
interventions. We conclude with a message of caution and restraint about the use of automatic
ER-enabled wellbeing interventions on social media in the US, based on its current regulatory
landscape and social context.
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