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FLUCTUATIONS OF THE WINDING NUMBER OF A
DIRECTED POLYMER ON A CYLINDER

YU GU AND TOMASZ KOMOROWSKI

ABSTRACT. We prove a central limit theorem for the winding number
of a directed polymer on a cylinder, which is equivalent with proving
the Gaussian fluctuations of the endpoint of the directed polymer in a
spatial periodic environment.

KEYWORDS: directed polymer, central limit theorem, homogenization.

1. INTRODUCTION

1.1. Main result. We consider the problem of a directed polymer on a
cylinder and study the fluctuations of the winding number, that is, the
algebraic number of turns the polymer path does around the cylinder. The
problem is equivalent to studying the fluctuations of the endpoint of a
directed polymer in a random periodic environment. To state the main
result, we first give an informal description of the model. The reference path
measure is chosen to be the Wiener measure, and the random environment
is modeled by a Gaussian space-time white noise £(¢,x) on R, x [0, 1], with
periodic boundary condition, and we periodically extend it to R, x R.

For each realization of the random environment, the partition function of
the directed polymer is given by

(L1) Zr=Besp(B [ &(tw)de),

where {w; }4>0 is a one-dimensional standard Brownian motion starting from
the origin, independent of &, and E is the expectation over the realizations
of the Brownian motion w. Here 8 > 0 is a fixed parameter playing the
role of the inverse temperature. Since & is a space-time white noise, the
above expression should be interpreted carefully, see Section 2 below for
more details.

The quenched density of the polymer endpoint wp is then given by

Eexp(B [, &(t,w)dt)d(wr - )
1.2 T, z) = .
(2) Pt Eexp(8 [ €(t,w)dt)

Since the random environment £ is periodic in space, another perspective
is to view the polymer path as lying on a cylinder, in which case it is the
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trajectory of {w; — |w¢]}s0 we are tracking. The winding number of the
polymer path around the cylinder, denoted by W7y, then equals to

(1'3) Wr = [wTJ]leZO + [wT]]le<0-

Here |-| and [-] denote the floor and ceiling functions, respectively. Thus,
to study the large time behavior of wr is equivalent to that of Wp. Denote
the quenched probability measure by P7 and the expectation with respect
to it by Er, so for any bounded function f :R — R, we have Epf(wr) =
Jg [(2)p(T,z)dz. Let P,E be the probability and expectation with respect
to the noise £&. Now we can state the main result of the paper, namely, under
the annealed polymer measure P ® Py, {%}T>0, or equivalently, {%}%07

satisfies a central limit theorem.

Theorem 1.1. There exists o2 € (0,00), given in (3.27) below, such that
for any 0 € R, we have

EE, exp(i@%) - exp(—%agHQQ), as T — oo.
1.2. Context and motivation. Our study of the winding number is moti-
vated by the work of Brunet [2], where the same problem was investigated
by the replica method. What is particularly interesting is the exact formula
he derived for szf and how it depends on the size of the period, see [2, Eq.
(19)-(20)]. It is not hard to convince oneself that Theorem 1.1 holds for
any spatial period, with the effective diffusion constant depending on the
size of the cell — we chose the length L =1 only to simplify the notations.
Denote the corresponding variance by Ugﬁ(L). It is known that the polymer
path is super-diffusive with the exponent 2/3 when L = oo, i.e., if there is
no periodic structure, T-*3wr is of order O(1) for T' > 1, see [5, Theorem
1.11] for relevant results on this particular model. To go from the diffusive
to super-diffusive scaling as L — oo, it is natural to expect o%¢(L) to blow
up. This was indeed predicted in [2]: as L - oo, 6%(L) ~ /L. The blow up
rate is related to the 2/3 super-diffusion exponent, and here is a heuristic
explanation: for cells of size L, the displacement of the endpoint wy is of the
order ooq(L)\/T, provided that L ~ O(1) and T > 1. As we keep T > 1 fixed
and slowly increase L, the polymer path would still visit many cells provided
that oeg(L)VT > L. In this case we still expect to see a homogenization
phenomenon and the central limit theorem as in Theorem 1.1 holds. So,
it is natural to guess that the critical scale comes from balancing the two
terms, oeg(L)V/T and L. This leads to L ~ T?/?, under the assumption of
ogg(L) ~ VL.

It was our hope to prove the above heuristics rigorously, and to confirm
(or disprove) the replica calculations in [2]. Theorem 1.1 can be viewed as
a small step towards this goal, through which we confirmed the diffusive
scaling and the Gaussian fluctuations. The formula derived for 0%, see (3.27)
below, is of Green-Kubo type which involves the integral of some covariance
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function, and is too implicit to perform any asymptotic analysis. This is not
surprising though, since the homogenization constant is usually given by the
solution to some cell problem and precise estimates on it are not easy to
obtain (see a very recent contribution along this line for a different model
of diffusion in random environment [4]). Guided by the same philosophy, a
similar study was carried out for the fluctuations of the free energy log Zp,
which leads to the optimal size of fluctuations in certain regimes where L,T
go to infinity together, see [7].

For the connections between the winding number of the directed polymer
in random environment and other models in statistical physics, such as
vortices in superconductors and strongly correlated fermions, we refer to [2]
and the references cited there.

One can also formulate the problem as a diffusion in a distribution-valued
random environment and study the corresponding SDE with a singular drift,
see e.g. [6, 3, 10] and the references therein. In this framework, making
sense of the singular diffusion is already highly nontrivial, and is intimately
related to the study of singular SPDE [12, 13, 11]. For our specific problem
of directed polymer, one can view it as a passive scalar with the velocity
field given by the solution of a stochastic Burgers equation, see [6, Theorem
31] which gives a rigorous meaning of it. Although the velocity field is
spatial periodic, which is sometimes viewed as the simple case in the study of
homogenization or invariance principle of diffusion in a random environment,
the problem does not fall into any classical framework. It might be possible
to employ the tools developed for singular diffusions and combine with
homogenization type of arguments to study similar problems and to prove
central limit type results. For this particular problem, we make use of the
structure of the Gibbs measure and give a proof using a classical argument
for the central limit theorem for weakly dependent random variables.

1.3. Sketch of proof. Our approach relies heavily on the previous work
of studying the periodic KPZ equation [8], where we showed the endpoint
distribution of the directed polymer on a cylinder mixes exponentially fast.
The proof in [8] was inspired by the classical work of Sinai [16], which was
on the stochastic Burgers equation on the torus. Similar results were also
obtained in [15], using a random version of the Krein-Rutman theorem.
As mentioned previously, one could view the polymer path as lying on the
cylinder by considering the path {w;—|w;|}¢s0. Assuming that at each integer
time k, the position of the path is zy, i.e., wg —|wg | = x, our previous result
implies a strong mixing property of {xj}x>1 under the polymer measure. If
we denote 1 the winding number of the polymer path accumulated during
the interval [k — 1,k], then the total winding number is simply Y ng. It
is not hard to deduce that, given the positions of {x}x>1, the sequence of
random variables {7 }x>1 are independent, so, the correlation only comes
from the correlation in those xj. Our strategy will be to first consider the
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case when the starting and ending points x¢ and zp are both sampled from
the stationary measure so that {ny}r>1 is a sequence of stationary random
variables, and we will prove a p—mixing (correlation mixing) condition to
apply the general central limit theorem for the sum of stationary random
variables. Then, to finish the proof, we will show that the error induced by
resampling zg and zp is asymptotically small, again using the strong mixing
property of {xg }rs1-

The same proof applies verbatim to the high dimensional setting when the
random environment is assumed to be white in time and smooth in space.

Organization of the paper. In Section 2, we formulate the problem
rigorously, define the endpoint distribution through a stochastic heat equation,
and construct a Markov chain which keeps tracking the winding number of
the polymer path as time increases. Sections 3 and 4 are devoted to proving
the main result, by first reducing it to the stationary setting, then proving
the p—mixing condition for the stationary sequence {n;}. In Section 5, we
prove the nondegeneracy of the variance O'gﬂ. Some further discussion is left
in Section 6.

Notations. We will sometimes use the shorthand integral notation | when
the domain of integration is clear from the context. If we do not specify the
range of the summation in };, it stands for ¥ ;7.

Acknowledgement. We thank the anonymous referee for multiple sugges-
tions and comments. Y.G. was partially supported by the NSF through DMS-
2203014. T.K. acknowledges the support of NCN grant 2020/37/B/ST1/00426.

2. PREPARATIONS

2.1. Stochastic heat equation and endpoint density on R. As men-
tioned previously, the expression Zp = Eexp( fOT§ (t,wy)dt) is only formal
since £ is a space-time white noise, and we actually need to consider the
so-called Wick exponential. In this section, we define the endpoint density
p rigorously, through the stochastic heat equation (SHE). For an excellent
introduction to the theory of the stochastic heat equation, we refer to the
monograph [14].

Consider the equation of the form

owu(t,x;v) = %Au(t,x; v) + BE(t, x)u(t, z;v), t>0,zeR,
u(0,dx) = v(dx),

(2.1)

where 3 > 0, the product between v and ¢ is interpreted in the Ito-Walsh
sense, and v € M1 (R) - the set of Borel probability measures on R. Denote
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the propagator of the above equation by Z; s(z,y), i.e. for each (s,y) € Ry xR
fixed, we have

1
8tZt7s(l',y) = §AIZt,8(x7y) + Bé(tax)zt,s(ajvy)a t> S,% € R:
Zs,s($ay) = 5y(x)

Due to the 1-periodicity of the noise, we obviously have

(2.2)

(23) Zt,s(x+j7y+j):Zt,s(may)7 jEZa CL',yER,t>S.

Let T = [0, 1] be the unit torus with the end points identified in the usual
way. Since £ is periodic, we can consider the same equation on T with the
periodic boundary condition. Then its propagator is given by

(24) Gt,s(may):ZZt,s(m"'jvy):ZZt,s($ay_j)7 l’,yET.
J J

In other words, Gy s(x,y) is the periodic solution to (2.2) with the initial
data G s(z,y) = > dy—j ().
With the above notations, the random density p, which is the density of

wp under the quenched polymer measure Py and was formally defined in
(1.2), takes the form

u(T,z;v)
Jpu(T, 2";v)dx'

(2.5) p(Tya50) =

From now on, we choose v(dx) to be the Dirac measure at the origin. To
simplify the notation, we will omit the dependence on v when there is no
confusion.

2.2. Endpoint density on the cylinder. Besides studying the polymer
endpoint on the whole line, we also consider its periodic counterpart:

v(t,x;v)
el )

where v € M1(T) and v solves the equation

1
opv(t,;v) = iAv(t, x;v) + BE(t, x)v(t, x;v), t>0,2€T,
v(0,dx) = v(dz).

(2.6)

Using the propagator, the solution can be written as

o(t.zsv) = [ Guo(a.y)v(dy).

It turns out, see [8, Lemma 2.2], that {pper(t) }1>0 = {Pper(t; 3 V) }20,0emm, 1S @
Markov family. For any ¢ > 0, the random element pper(,-;7) takes values in
D.(T), which we use to denote the space of continuous probability densities
on T.
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To simplify the notation, for any ¢ > s, we define the forward and backward
polymer densities starting from v by

Jr Gus(z,9)v(dy)
Jr2 Grs(2y v (dy')dx"”
Jr Gus(y, 2)v(dy)
Jp2 Ges(y' 2" )v(dy")dx'
We have pper(t, ;) = pper(t,2;0,v). By the time reversal of the space-time
white noise, for any ¢ > s and v fixed, we have

pper(ta x€;s, V) =
(2.7)

ﬁper(ta vis, x) =

1 ~
{pper(ta €;s, V)};ve'ﬂ‘ = {pper(ta vis, x)}xe’]l‘

We emphasize that, throughout the paper, the notation p(t,-;v) is the
endpoint density of the polymer on the whole line, while the notations
pper(t, -3 s,v) and pper(t,v;s,-) are reserved for the endpoint density on the
torus.

Now we summarize a few results concerning the properties of the Markov
family {pper(t)}es0, see [8, Theorem 2.3, Eq. (4.17), Lemma 4.1, Proposition
4.6].

Proposition 2.1. There exists a unique invariant measure Too for {pper(t) }0,
supported on D.(T). For any p > 1, there exists C,\ > 0 such that for all
t>1,

(2.8) E sup sup|pper(t, ;1) = pper(t, ;)P < Ce ™M,
v,v'eMq(T) x€T

and

(2.9) E sup sup{pper(t,z;v)’ + pper(t,x;v) P} < C.

veM1(T) zeT

2.3. A Markov chain for the winding number. As the random envi-
ronment is periodic in space, to study the displacement of the polymer
endpoint wy, it is equivalent to studying the winding number of the polymer
path when we view it as lying on a cylinder by considering the trajectory
{wi = |wi|}sefo,r)- This is the perspective we will take from now on. The
idea is to first sample the trajectory of the polymer path on the cylinder
at integer times, then consider the winding of the path between successive
integer times.

For any N € Z,, consider u(N,jn +xxn) where xx €[0,1) and jy € Z. By
the definition of the propagator, we have

w(N,jn +xN) = [RZN,N—I(jN +an,y)u(N - 1,y)dy

=) A ZNN-1(UN + 2N, IN-1 + TN-1)u(N = 1, jn-1 + TN-1)dan-1.

JIN-1



WINDING NUMBER OF POLYMER ON CYLINDER 7

Iterate the above relation, we reach at (recall that u(0,z) = d6(z))

u(N,jN +xN)
N
= [Nfl [T Zk k-1 i + T, k-1 + @1 )dx1 N1,
J1seeJN-1 T k=1

where we used the simplified notation dx; y_1 = dz1 ...dxry-1 and the conven-
tion jg = x¢ = 0. In other words, in the above integration, we have decomposed
the domain R as R = u;[j,j + 1), then integrate in each interval and sum
them up. One should think of the variable ji +xj as representing the location
of the polymer path at time k, with ji the integer part and x; the fractional
part, i.e., jx = |wi| and xp = wy — |wg .

Now we make use of the periodicity and observe that
Y Ziege1 (e + Ty i1 + The1) = Y, Zie o1 (i = Jh-1 + Ty 1)
Jk Jk
=3 Zi 1k + Tk, 1) = Gropoo1 (Th, Th-1),

Jk

(2.10)

where G is the periodic propagator defined in (2.4). Then we can write

3 TI0 1 Z k-1 (ik + ks k-1 + k1) )

u(N,jy +xN) =
’ TN J1ysJN-1 Hszl Gk’,k‘—l(xkaxkz—l)

(2.11)

N
x [ 1 Grp-1(@ks To1)d1 N1
k=1

Fix the realization of the random noise and

(2.12) x = (20, 21,...,xn) € TVFL,
We construct an integer-valued, time inhomogeneous Markov chain {Yj}jj\i 1
with
1 Z10(j1 + 21, 70)
Px[Y1=71]=—
<l ] G10(w1,20)
. o Zaa(j2+ 2,51+ 71)
Px|Y2 =jo|Y1 = 1] = —
(2.13) Al | ] G (w2, 71)
. . ZNN-1(JN + TN, IN-1 + TN-1
Pu[Yn = jn[YN-1 = jn-1] = ( )
GNNn-1(zN, TN-1)
With the Markov chain, one can write the summation in (2.11) as
TIy Zk k-1 (jk + ks i1 + Tp1) .
Z N =Px [YN = ]N]7
i [Tj-1 G -1 (g, 2—1)
where, to emphasize the dependence of the Markov chain on xzg,z1,...,zxN,

we have denoted the probability by Px.
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In this way, (2.11) is rewritten as
N
(2.14) w(N,jn +zN) = [[0 e Py[YN = in] [ ] Grp-1(@p, 2po1 )dxa o1
, k=1
Recall that Py is the quenched probability of the polymer measure on paths

of length N, and |wy | is the integer part of the endpoint wy. Then

. ) ) u(N,jN+$N)d:UN
Pyllwn]=jn]= [TP(Na]N+$N)d$N: J: [ u(N, ") da!

 Jon Px[ Yy = N1 T Gropr (0, -1 )dx1, v
Jon Ty Gt (g, -1 ) X1 N

(2.15)

In other words, the quenched distribution of |wy | is a weighted average of
the distribution of Yy (the average is over the x variable).

We introduce another notation: suppose that f,g e D.(T), define

F(@n) T Grog-1 @k, T-1)g(w0)
Gno(f,9) ’

with x = (xg,...,2xy) and the normalization factor

(2.16) pn(x; f,9) =

(217)  Golf9)= [

TN+1

N
f(@n) [] Grp-1(zk, 2r-1)g(x0)dx0, N,
k-1

where dxg n = dzg...dzy. For each realization of the random environment,
one should view un(x; f, g) as the joint density of the polymer on the cylinder,
evaluated at (0,x¢),(1,21),...,(N,zy), with the starting and ending points
sampled from the densities g, f respectively. For any v, € M1(T), we abuse
the notation and write uy(x;v,v") as well, meaning that the starting and
ending points are sampled from v/, v. In this case, Gy (v, V") equals to

N
GN’()(I/, V’) = ANH H Gk7k_1(l‘k,:L‘k_l)I/,(dl‘o)dxl,]v_ll/(dl‘]v).
k=1

With the above new notation, we can rewrite

(18 Bullun]=jxl= [

e Px[Yn = jn]pn (x;m, 6o)dxo N,

where m is the Lebesgue measure on T (note that in (2.15), the convention
is g =0).

By (2.10) and (2.13), it is clear that Yy is a sum of independent random
variables, for each fixed realization of the noise and x. We rewrite it as

N
(2.19) YN =) e =Yg — Yi1, Yo =0.
=1
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One should interpret 7 as the winding number accumulated during the time
interval [k -1, k], and we have

Zio k-1 (Th + J, Th—1)

2.20 Py [, = j] =
(220 i = J] Grj-1(Tk, Tp-1)

JeZ.

To prove Theorem 1.1 for the winding number Wy, see (1.3), or the
endpoint wy, it is equivalent to proving it for |wy|. From now on, we
will focus on the law of |wy | and the rest of the analysis starts from the
representation (2.18).

3. PROOF OF THE CENTRAL LIMIT THEOREM

The goal is to prove the central limit theorem for % under the annealed

polymer measure P ® Pr. For 0 e R, define

or(0) := EEp eowr/VT _ Efexp{i?}p(T,x)dx,

where p was defined in (1.2) with v chosen to be the Dirac measure at the
origin. In this section, we will consider those T' taking integer values, and
the main goal is to show

Theorem 3.1. We have

2
(3.1) Alfim on(0) :exp{—@}, 0eR,

with oeg given by (3.27) below.

To show the above theorem it suffices to consider the integer part of wy.
Define

(3.2) on(®)=5 [ exp{w}%J

We focus on finding the limit of ¥ (#). From the construction of the Markov
chain in Section 2.3 and (2.18), we have

10Y N
— x;m, &g )dx
i }MN( 0)dxo N

—E/ Ex exp{k 1\/_}MN(X m, dg)dxo N

_E/TNHE exp{\/ﬁ},u]v(xméo)dxo]\/

Here we used Ex to denote the expectation with respect to Py.

}p(N,x)dx.

N () =E[TNExexp{
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3.1. Estimates of the moments of increments. For any v,v" € M;(T)
and p > 1, define

(3.3) E](\%(y, V') = E/TNH(EX\WHP)MN(X; v, )dxo N

Recall that n, was defined in (2.19) and its law is given by (2.20). The
following result holds.

Lemma 3.2. For any p > 1, we have

(3.4) ¢,:= sup sup sup E](\%(V,I/)<oo.

v'e My (T) N21k=1,...,N
Proof. By the definition we have
E](\z;,)k(u, V')=E /W drdry_q Z 171P Zk, o1 (zk + J, Th-1)
J
G (Vi k) Gro10(xp-13 ")

X .
Jr2 GN (Vs y") Gr1 (', ) G, (y; V') dy' dy

Here we used the simplified notation Gys(z;v) = [1 Gy s(z,y)v(dy) and
Gts(v;2) = [3 Grs(y, 2)v(dy). The above expression is bounded from above
by

-1
E{ (inf, Gr1(2, 2)) sz dagdzi—1 Y [P Zyp-1(zk + j, Tp-1)
32 ,7

G iV k) Gro10(2p-13 ") }
Jr2 G (V3 y") Gror 0 (y: V") dy' dy

= []I‘2 E{Fk(ffku Tp-1)Pper (N, Vs ky Tk) pper (kB = 1, Tp-1; V')}dﬂﬁkdﬂﬁk—l-

Here
1
(3.5)  Fi(wg,zp-1) = (iﬂf, Gk,k—l(zlaz)) (Z 7P Zk -1 (i +j,xk—1))-
32 ]

Note that Fy;, pper (N, v; k, z1) and pper(k—1,z5_1; ") are independent. There-
fore, we have

EQwv) < [ EFu(@r,011)Eper (N, v b 00) Eppes (b = 1130 ) iyl
For any ¢ > 1, we conclude by the Holder inequality
-1
EF (o 01) = S UPE{ (inf G (2,2) ) Ziea(an + o))
j )

) ) / —ay/a q . 1/q
< Z l51P {E (inzf, Grr-1(2 ’Z)) } {EZk,k_l(ka +J,$k—1)} ,
j bl
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with 1/g +1/¢’ = 1. There exists a constant C; > 0 depending only on ¢ and
such that

-q
E(inka,k,l(z',z)) < Cq,
z,2!
’ . 1/q’ j2
3}’15 {EZg7k_1(x'+j,x)} < quxp{—a]},
see [8, Lemma 4.1] and Lemma 3.3 below. Hence
T =supsup EF,(z',7) < 00

k>1 o' x

and EJ(\Z;L(V, V") <§. This completes the proof of the lemma. O

The following lemma, concerning the moments estimate of the propagator
of SHE, is quite standard. For completeness sake we present its proof in
Section A.

Lemma 3.3. For any p > 1, there exists C), > 0 such that

C 2
EZ; o(z,0)! < tl’_/p2 exp {_g_pt} , for all t € (0,2],x € R.

3.2. Characteristic function at equilibrium. Recall from Section 2.2
that, there exists a unique probability measure mo, on the space D.(T) -
continuous probability densities on T - that is invariant under the dynamics
of the polymer endpoint process.

Suppose that g and g are two independent copies of D.(T)-valued random
fields, distributed according to 7. They are also assumed to be independent
of the noise £. We will use E,,E; to denote the expectation with respect to
them respectively. From [8, Theorem 2.3] and (2.9), we know that (2.9) also
holds for p, i.e. for any p > 1 we have

(3.6) R, = E,sup{o(z)? + o(z) P} < +o0.
Define
~ N Nk
N () = B E,E fTNH Fx eXP{g T} 1 (x; 8, 0)dxo,N,
and recall that

0
Yy (0) = E/TN“ Ex exp{ Z\/%},LLN(X m, 8o )dxo N
k=1

The only difference between 1y and ¥y comes from the distributions of the
starting and ending points of the directed polymer on the cylinder: for vy,
the starting point is the origin and the ending point is “free” and distributed
according to the Lebesgue measure on T, while for ¢y, the starting and
ending points are sampled independently from the stationary distribution.
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The purpose of the present section is to show the following proposition,
which reduces the proof of central limit theorem to the stationary setting.

Proposition 3.4. For any 6 € R we have
(37) Jim [ (6) ~ i (0)] =

Proof. Consider a sequence {ky}y such that ky — oo and £ \/—_ — 0. Define

},uN(x m, 6o )dXo, N,
k= kN

(3.8) YN o(0): [ Ex eXp{

wNO(G) E,E; E/ Ey exp{ Z \/_},U,N(X 0,0)dxo N.

k=kn
We have

[no(6) - ¥ ()]
< E]TN+1 Ex‘exp{ } Z \iﬁ_k} |NN(X;H1,5O)CZX0,N

>
k=kn
kal N T]
SE[EN+1( + zk: ) T ,LLN(X m 50)dX()N

k=1
_ 2k lolVE
- VN

as N — oo. In the last step, we have applied Lemma 3.2 with €3 defined in
(3.4). By the same proof, we have |y ,(6) —¥n(0)| = 0. Thus, to prove the
proposition, it suffices to show that

(3.9) [0x.0(6) - ¥.0(8)| > 0.

-0,

Recall that for any ¢ > s and v € M(T), pper(t,-;s,v) and pper(t,v;s,-)
were defined in (2.7). We also have pper (£, v) = pper(t,+;0,v). In pn(x;m, dp),
we integrate out the variables

Loy s Thny-2yTN-ky+1s-++ 3TN

to obtain
fMN(X;HI,50)dX0,kN—2dXN—k;N+1N
pper(N m; N - kNny k:N)(Hk kn NGkk 1(~Ik,xk 1))pper(kN 1 s Ll — 1a50)

OGNk kn (M, 00)

with
(3.10)
gmg,m1 (Va V,) = f [’per(Na vima, m)Gmg,ml—l(‘ra y)pper(ml -1,y; I/,)dl‘dy.
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This leads to the following expression

(3.11)
H]V__kN Gk k— $k7 :Ck_
QZ}N’O(H) :E_[ﬁper(Nam;N—kiN,$N_kN) k=ky i 1( 1)

gN*kN,kN (m7 50)

N-ky

10
X pper (kN = 1, Tgy-1560) Ex GXP{ > \/%} dXpn-1,N-kny -
[

For brevity sake we write dx,, 1 = dxy, ... dxy for any m < M. With the

above notations, we can also write 1, as
(3.12)

N—k
Moy Grgom1(@k, Tp-1)

gN—kN,kN(§7 Q)
N-kn

6
X pper (kN =1, Zpy-15 0)Ex eXp{ > \/—} dXpn—1,N k-
k=Fn

iN,O(Q) =EQE§E[ﬁper(N7 @;N_kNaxN—kN)

The idea is that, since kx > 1, we expect pper(kn-1,+;00) and pper (N, m; N—
kn,-) to be close to the stationary distribution, so that in the expression of
YN0, We can first “replace” dg by o, then “replace” m by ¢. In this way, we
reach at the expression of ¥ N.o

We define an intermediate version:

(3.13) o
[T, G g-1 (g, Tp—
(1) ) (6)=E Efpper(N m; N = v, -y ) k=ky Zkk 1(@ks Tg-1)

ON-kp ky (M, 0)
Neky

100,
x pper(kn = 1,25 -1; 0)Exexpd > Sl AXpn—1,N k-
k=kn VN

Compare (3.13) with (3.11), the only difference comes from replacing dp with
the stationary measure p. Next we write

by o(8) -1 (0) =Ty + 10y,

where
(3.14)
[T Gogor (211
I:EE[NYN,m;N—k,x_ =hy Th
N =EoE [ ppe( N> TN-ky ) ON o (0,30
NN iy,

x E1(kn =1, 2151500, 0)Ex eXp{ > \/—} AXfp 1, Nk

k=kn

with

(315) gl(kN - 17';605 Q) = pper(kN - 17760) - Pper(kN - 17 ) Q)a
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and
(3.16)
N-kn
IIy =E,E fﬁpor(N,m;N—k‘N,fCN—kN) [T Grr-1(zh, xi-1) | pper(bn = 1, 2515 0)
k=kn
N-kn i0
x Ey(kn - 1;50>9)Exexp{ >, \/ﬁ}kaN 1Nk
k=Fn
with

gQ(kN - 1a 507 Q) = gN*kN,kN(mNSO)_l - ngkN’kN(m, Q)_l'

In the following, we will estimate Iy and Il separately.

Estimates on Iny. First we note that the term |Eyx exp {ZIQ\SCILN %} | < 1.

Secondly, by the definition of G in (3.10), it is straightforward to check that
ﬁper(Nam; N - kviN—kN)
GN -k ky (m,00)
< sup, pper (N, m; N — ky, x) 1
" infy pper (N, m; N — kn, ) infy pper (kv — 1,25 d0) GN_kN,kN_l(m,m).

Here we used the simplified notation G 4(v,v") = [ Gy s(z,y)v(dz)v'(dy).
Thus, we have

sup,, pper (N, m; N -k, x)

] EE[ sup €1 (o — 1,360, 0)

inf, pper (N, m; N — kn, @) infy, pper(En — 1,2;00) o

| EE sup, pper (N, m; N — ky, x) 2
- ¢ infy pper (N, m; N — kn, @) infy, pper(En — 1, 2;00)

x \/EQEsup |E1(kn — 1,23 00, 0)]2.

According to Proposition 2.1, there exist constants C, A > 0 such that the
above expression is bounded by

|IN| < Ce_)\kN.

Estimates on IIy. The proof is similar to that of In. By (3.10) and the
definition of & in (3.15), we have

gQ(kN_ 1a5079)
i GN-ky kn-1(TN-ky > Thy-1)
- a(N,m; N —ky,zn_k = " X
fpp ( o N)gN—kN,kN(mv50)gN_kvaN(m’Q)

x E1(kn = 1, 2151300, 0)dT Nk AT -1,




WINDING NUMBER OF POLYMER ON CYLINDER 15

which implies that

|€2(kn = 1; 60, 0)]
Sup, ﬁper(Na m; N - k;vi) sSup, |(€1(kN - 17‘7;7 503 Q)|

<= - : :
(Hlfa: Pper(Na m; N - ky, 1‘))2 inf, pper(kN -1, 60) inf, pper(kN -1,x; Q)
X 1 .
GN—k‘NJﬁ‘N—l(m’ m)
This leads to

TIx|

(Supm ﬁper(N; I’II,N - kNax))Q Sup,, pper(kN - 17 x; Q) Sup, |gl(kN - 17'1‘; 507 Q)|
(infac ﬁper(Na m, N - ky, x))g inf, pper(kN -1,z 50) inf, pper(kN -1, x; Q)

<E,E

Applying Holder inequality as before, we also obtain that
Iyl <Ce™N  N=1,2,....

Thus, we have
[1n0(8) = 455 (0)] < Ce = 0

as N — oo.
It remains to show that iy ,(6) - LZ)](\})O(Q) - 0 as N — oco. Comparing
(3.12) and (3.13), the only difference is m being replaced by g¢. By following

the same proof for ¢y ,(0) - w](\})o(é) verbatim, we conclude the proof of the
proposition. O

3.3. Construction of the path measure. Recall that by the construction
of the Markov chain in Section 2.3, the study of the winding number Wy,
see (1.3), or equivalently |wy |, reduces to that of Y = Y& n:

A

Py[lwn]=7]= /TNH Px[Yn = jlpn(x;m, 6o)dxo N, for all j € Z.

By the result in Section 3.2, to study the law of |wy |, we can further replace
un(x;m,dg) in the above expression by the stationary density py(x; g, 0).
In this section, we construct a path measure to realize {1y }rez as a sequence
of stationary random variables, and the proof of the central limit theorem
for |wy | reduces to that of Y& | 7.

The space Z% consists of all functions o : Z — Z. For any k € Z, we denote
by ny. : Z* - Z the k-th coordinate map, i.e. (o) := o(k). Recall that for
any f,g € D.(T), we have defined

fen) Ty Grp1(2h, 2r-1)g(20)
fTN+1 f(«f;\[) Hi)\le Gk,kfl(x;y 332_1)9(376)61%,]\/

In the following, we construct a probability measure P on Z% such that

pn(x; f,g) =
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1) for each N > 1 and ji,...,jN € Z, we have
(3.17) 7’[771=J'1,---777N=j1v]
=EEE fTNH IEDx[771 =J1s- 5N = jN]MN(X; 0, 0)dxo N

N Zj-1 (ke + Thy Tpem1)

=E E;E
o~o
™+ 5 G- (Tk, Tp-1)

1N (x; 0, 0)dxo,n
2) for any ¢ € Z, we have

(3.18) 77[771 =J1,-- 5N =jN] = P[WH = J1se e 4N =jN]-

This is done as follows. First, we define the family of measures (Py)n>1 on
Z" by (3.17). They induce a finite additive set function P on the algebra C
of cylindrical subsets of Z%. To show that P extends to the o-algebra o(C),
it suffices to prove the following consistency condition: for each N >1, £>1
andjl,...,jNeZ,

(3.19)
P[nl :j17"'7nN :]N]
“EEGE [ Pl =i, onn = i Jun (53 8, 0)dxo,n

= EgEéEf >, IP)x[Th =J1y -y 1IN = INSTIN+1 = JN+1s- -5 TIN4£ = jN+€]

JN+15-JN+£

X UN+0(X; 0, 0)dX0 N+

= > 77[771=]'1,---777N=jN777N+1=jN+1,~-,77N+£=jN+£]-

IN+15-JN+e

The right hand side of (3.19) equals

N+l 7 1 + T, T
EQEgE/ Z kk 1(Jk k> Th-1)
JN+15-JN+e k=1 Gk,k—l(l"k, xk_l)

T3 Gt (2, 21 ) 0(0) 8( N +0)

X
N+t ~
J I G (@ @)y )e(20) 0y, )dxg v

X0,N+¢

N Zye k-1 (Jr + iy T1)
_ E,E,E f dxo N ’ i
ere ’ ,g G -1 (Tk, Th-1)

5 Poer(N + 0,6, N, 2N ) (TTh-1 Grge-1(k, 2h-1) 0(20) )
J TS G (2, 2 ) 0(a) Pper (N +€, 35 N, 2y )dxg
Here pper (N +4, 0; N,-) is the reverse time, polymer endpoint process starting

at stationarity, see the definition of ppey in (2.7). So we know that pper (N +
£,0; N,-) has the same law as ¢ and is independent of p and the random
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environment in the interval [0, N]. We can therefore write that the right
hand side of (3.19) equals

Zio -1 (Ji + Tk, Ti-1)
E,E; E/deN
H Grp-1(2p, Tp-1)

[Ty Grge-1 (g, 21-1) 0(2 N ) 0(0)
fl'Ik 1Gkk 1($k7$k 1)Q(x0)9($N)dX0N

which proves (3.19). The argument for (3.18) is similar (for ¢ > 1). This way
we construct a stationary measure P on Z. Its extension to Z% is standard.

From now on, we use E to denote the expectation with respect to P.

Proposition 3.5. We have
(3.20) En; =0,
(3.21) En} < oo, for all j € Z.

Proof. First, (3.21) is a direct consequence of Lemma 3.2. Now we prove
(3.20). Define

(3.22)
N
_ Y,
My := EfExMMN(X;m,fso)dXO,N =EfExWN,UN(X§m750)dXO,Na
Zk 17

My = E,E,E f By 2L (x: 6, 0)dxon = By

By following the proof of Proposition 3.4 and applying Lemma 3.2, we have
My-My - 0as N - co. On the other hand, note that My = N~ 1E]EN[wNJ.
By symmetry we have EEywy = 0, which implies that My — 0 as N — oo,
since wy — 1 < |wy] € wy. This further implies that My = En; = 0. The
proof is complete. O

3.4. The correlation mixing. In this section, we will show that the sta-
tionary sequence {7 }xez constructed in Section 3.3 satisfies a central limit
theorem:

YA e
VN
With (3.23), Proposition 3.4, we conclude the proof of Theorem 3.1.
Consider the probability space space (ZZ,0(C),P). Let F; and F/ be
the o-algebras generated by {n;}r<; and {nx}rs;, respectively. Define the

correlation coefficient between two square integrable random variables X, Y
as

(3.23) = N(0,0%),  as N —oo.

Cov[X,Y]
(EXQ)l/Q(EYQ)l/Q
We have the following definition of the p—mixing coefficient:

corr[ X, Y] =
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Definition 3.6. (p-mizing coefficients, see [1, Section 19]) The p-mizing
coefficients for the stationary sequence {nk}rez are defined as

(3.24) r(n) = sup{|corr[F,G]|: F e F;, GeF/*™"}, n=1.2,....

Note that, due to the stationarity, the definition of 7(n) in (3.24) does
not depend on j. The main result of this section is the following;:

Proposition 3.7. There exist C, A >0 such that
(3.25) |Cov[F, G| < Ce | F|| 12| Gl 2

for any n>1 and F,G that are F; and FI*m measurable respectively. As a
consequence, we have

(3.26) r(n) < Ce ™.

From (3.26), Proposition 3.5 and [1, Theorem 19.2], we immediately
conclude the proof of (3.23), with

(3.27) o =y Elnon;].
JEZ

Note that o2z < oo is a direct consequence of (3.26) and (3.21). We will
show agff > 0 in Section 5 below.

The rest of the section is devoted to the proof of Proposition 3.7.
Proof. Recall that E denote the expectation with respect to P. Suppose that

F:f(TI17---777m1)7 G:g(nm1+n7"‘7nm2+n)
for some mqy, ms € N and Borel measurable functions
fiR™ SR, g:R™™M*H LR
Throughout the proof, to simplify the notation, define
x = (zo,...,TN), N =mg +n.

We have
(3.28)

E[FG] = EQE / ]EX[f(nla s Mimy )g<77m1+na s 777m2+n)]NN(X; 01, QQ)dXO,Nv

where g1, 92 are sampled independently from 7, also independent from &,
and [, is the expectation on them. We recall that

1 Grp-1(wk, 21-1)

Gno(o1,02)

pn (x; 01, 02) := 01(xN) 02(o)

is a density function, and

N
Gno(o1,02) = fQ1(SEN)HGk,k—l(fﬁk,xk—l)Qz(JEo)dXo,N-
=1
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The goal is to show that, when N is large, the density uy(x; 01, 02) factorizes
into two independent ones, with an error that is exponentially small in n.
The proof consists of several steps.

Step 1. Rewriting E[FG]. Since Ex[f(m, e ,nml)g(nm1+n, e ,nm2+n)]
only depends on the variables x¢ ,,,,Xm,+n-1,7, Wwe will first integrate out
other variables in un(-; 01, 02). We keep a “middle” one for a future purpose:
define

{=my+|n/2].

After integrating out the variables X, +1,¢-1,X¢+1,m;+n—2, We obtain
(3.29)

LN (X501, 02)dXpmy +1,0-10X041 my +1-2

N
=Gno(o1,02) o1(xn) ] Grr-1(2hs 5-1) Gy sn1,6(Tmy 01, T¢)

k=mi+n

mi
x Gpmy (20, Ty ) [ | Grp-1 (s, 1-1) 02(20)-
k=1

Recall the definition of forward and backward density in (2.7), we rewrite
the two factors in (3.29) that contain x; as

Gm1+n—1,€('7x£) = pper(ml +n-1, -;f, 5:8() / Gm1+n—1,f(ya xf)dy7

Gf,ml(xfa') :ﬁper(g) 6xg;mla') [Gf,’ﬂu (Ifay)dy

Further define the normalization constant
(3.31)

N
hl(xﬂ) = f Ql(-rN) H Gk,k—l(l‘kvxk—l)pper(ml +n-— 1axm1+n—l;€’ 5xg)dxm1+n71,N’

k=mi+n

(3.30)

mi
h2(wé):fﬁper(gvéxg§m1,$m1)HGk,k—l(xkamk—l)QQ(xO)dXO,mly
=1

and the densities
(3.32)

N
P1(Xmyan-1.8,2e) = hi(xe) Fo1(an) [ Gra1(zr, Tr-1)
k=mi+n

X pper(ml +n - 1,$m1+n_1;€, 61‘@)7

mi
P20, X0.my ) = ha(20) " Pper (6 023 m1, Ty ) [] Gkt (ks Tr-1) 02(20).
k=1

Using the above notations, one can rewrite (3.29) as

[ LN (X501, 02) AKX, +1,0-10X 041, m +n-2

=M (Xm1+n—1,N7 l‘g)pz(xe, X07m1 )p(SUe),
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where p(-) is a density that takes the form

p(z¢) =GN o(01, 02) " hi(we)ha(wy)
X([Gmlm-l,z(y,ﬂ?e)dy)(fGe,ml(fL‘z,y)dy)-

It is clear that p is the marginal density of xy, since

/ pn (X5 01, 02)d%0 p-1dxee1,n = P(20).

In this way, the expectation of the product is rewritten as
(3.33)

E[FG] =EQE [ Ex[f(ﬁb <o Mimy )g(nm1+n7 te anmzﬂl)]

X P1(Xmy +n-1,N, T0)P2( e, X0,my ) P(0) dXiny 4m—1, NAX0,m, ATy

Step 2. Rewriting E[F|E[G]. Let o3, 04 be sampled independently from
Teo, Which are also independent from g1, 0o and the random environment.
Define
(3.34)
p3(xm1+n71,N)

B 01(&N) Ty +n Gt (T, Th1) pper (M + 1= 1,2 4n-15 4, 03)

f Ql(xGV) Hé\fzml+n Gk,k’—l(x;w $;€_1)pper(m1 +n-1, :E1,’rL1+n—1; l, Q3)dX;nl+n_1,N
p4(X07m1)
~ Pper(£y 043m1, Ty ) TN Gt (T, T1—1) 02(0)

f ﬁper(& 04;M7, fvim) Hzn:ll Gk7k_1($;€, $;€71)Q2(1‘6)dX6’m1 .

9

In other words, in the expressions of p1,p2, we have replaced 9., with 03, 04
to obtain ps, p4 respectively. Now it is straightforward to check that
(3.35)

BIFIE[G] = BB [ Exlf (- s )9(hmsons s nzon)]

X Pp3 (Xm1 +n—1,N )p4(X0,m1 )P(W)dxml +n—1,NdXO,m1 dl’g.

In the above expression, the term p(z,) actually plays no role since one can
integrate it out and [ p(x)dz; =1 — we kept it there to compare with the
expression of E[FG].

Combining (3.33) and (3.35), we have
(3.36)

COV[F7 G] = EQE f Ex[f(nh tee 7777711 )g(nm1+m cee 777m2+n)]
X [pl (Xm1+n—1,N7 JUé)pQ(l% X0,m1 ) - pS(Xm1+n—1,N )p4(X0,m1 )]

X P(20)dXpn 1n-1,NAX0,m, dy.
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Step 3. Approximation. Now we decompose Cov[F,G] = Erri(n) +
Erra(n), with
Erri(n) =E,E f Ex[f(m, e ,nml)g(nm1+n, e ,nm2+n)]
* [P1(Xmy +n-1,85 ) = P3(Xmy +0-1,8) [P2( @05 X0,m1 )P (20) dX iy +1-1,8 dX0,m, AT

and

ETTZ(TL) = EQE / Ex[f(nla <o lImy )g(nmﬁ-n, e a"7m2+n)]
X D3 (X, +n-1,8)[P2(20, X0,my ) — Pa(X0,my ) [P(2¢) Ay 4n—1, NAX0,m, Ay

It suffices to show that |Err;(n)| < Ce™ || F|| 2| G| 2 for i = 1,2. The two
cases are handled in the same way, so we will only focus on Erri(n).

The rest of the proof is very similar to that of Proposition 3.4. First, from
(3.32) and (3.34) we have

IP1(Xmy+n-1,8,Te) = P3(Xmy4n-1,8)| < [1 + I2,
with
~ o1(xzn) HkN:m1+n G p-1(Tk, Th-1)
- [ o1(zly) H{C\;mlm Gk,kfl(m;wx;c—1)dxin1+n—1,N -infy pper(mi1 +n—1,y;¢,6,,)

X SUP|Ppcr(m1 +n - 173/3575934) - Ppor(ml +n-1,y;4, 03)l,
Y

I

B 01(xn) TTi 4 Ghogem1 (%, Tpo1)
C 1) T o Gt (T T )
. Supypper(mlJrn—l,y;E, 03)
infy pper(m1 +n—1,y;£,0z,) infy pper(m1 +n—1,y;4, 03)
X sgp|pper(m1 +n—1,y;0,05,) = pper(m1 +n—1,y; ¢, 03)|.

Thus, Erri(n) can be bounded from above by

ETTl(n) < EQE [Ex[lf(nla <o Thmy )9(77m1+na te 777m2+n)|]
x [I1 + In]pa (e, X0,m, )P(20) A%y 4m—1, NAX0,m, dg =2 J1 + Jo.
Consider the term J;. We first bound I; by

I < o1(zn) Hé\f:mlm Gl -1 (Ths Th-1)
[ oi(z)y) chvzmﬁn Gr-1(@}, x;—l)dxinlﬂl—l,N
L SUPyq lpper(m1 +n = 1,y34,0.) = pper(m1 +n —1,y; ¢, 03)] '
infy » pper(m1 +n—1,y;¢,0,)

Using (3.32), we bound pa(x¢, X0,m, ) by

[T Grp-1(2k, Tr-1) 02(20) SUpy, y Pper (£, 023 m1,y)
/ 4 Gk,k’—l(x;cv5'32;_1)92(336)61)(6@1 infy, y Pper (€, 023 m1,y)

p2(xe, X0.m, ) <



22 YU GU AND TOMASZ KOMOROWSKI

In this way we got rid of the dependence on x; in all other terms except
for p(x¢) which can be integrated out. By the independence of the random
environment in separate time intervals, we obtain .J; < H?:l K;, with

| [T, Gre1(@k, Tr-1) 02(x0)
/ T2 Gk:k_l(x;e’x;cfl)g2(x(l))dxa,m1

K2 = EQE-[]EX|Q(77m1+na-~'7nm2+")|

01(2N) TR, on Groe-1 (Tk, 1)
N
f Ql(xgv) Hk:m1 +n Gk:k—l(x;g’ x;c—l)dxiru +n-1,N
SUPy |pper(m1 +n = 1,y;4,04) = pper(m1 +n = 1,y; 4, 03)]
infy,x pper(ml +n-1,y;, 5$)
SUPyg ﬁper (£7 5:0; may, y)

mf:c,y ﬁper(& Oz;m1, y) ‘

Ky = EQEfEXV(m,...,nml)

dXO,m1 )

dxml +n—-1,N»

K3:=E,E

I

Ky:=E,E

Applying Proposition 2.1, we have K3 < Ce™" and K4 < C. For K1, we can
bound it from above by

Kl SEQE/Ex|f(n17 7777711)’

04(my ) TT1Y Gre -1 (@k, Tr-1) 02(20)
J s ) TIY, Grpe-1 (2, 7y ) 02 () dxq 1,y

Applying the Cauchy-Schwarz inequality, we have

K%SCEQE(fEx’f(nlavnml)‘

sup,, 04(y)
infy 94(y) .

dx07m1 X

04(my ) TT1Y G -1 (@k, Tr-1) 02(20) I )2
0,
J oa(@ly ) TY Gropo (2 @),y )02(2f)dx)

The r.h.s. can be further bounded from above by
CEE [Exlf(m, . mm, )P

y 04(2Zmy ) TTjY Grp-1(2k, T-1) 02(20)
[ oa(ar, ) T Grp-a (2, 27 _y) 02(2()dxg .,

The same proof shows that Ky < C||G| 2. So we have J; < Ce ™| F| 12| G| 2.
The term Js is dealt with in the same way, and this combines to show that
Erri(n) < Ce ™| F| 12| G| 2. Since Erry(n) is proved in exactly the same
way, we complete the proof of the proposition. O

dXo,m, = C|F||72.

4. PROOF OF THEOREM 1.1

Recall the goal was to show that, as T'— oo, “L converges to a nondegen-

' VT

erate Gaussian distribution under the measure P ® Py. As we have already
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observed in Section 3.4 the laws of w\/—% under the measure P ® Py weakly
converge to N (0, Ugﬂ), as N — oco. In this section we show how to extend
the conclusion to the laws of w—\/%, under the measure P ® I@’T, when T — oo
(not necessarily taking integer values).

For a general T > 0, define N := |T|. Let X, (T') and X5(T") be random
variables with the same laws as wy under P ® Py and wr under P @ Pr,

respectively. We have the following lemma, which is the last piece that is
needed to complete the proof of Theorem 1.1.

Lemma 4.1. There exists C' > 0 such that for any T > 1 one can find a
coupling (X1 (T),XQ(T)) such that

(4.1) E|X5(T) - X4(T)[" < C.

Proof. To lighten the notation we write X; and Xs, instead of X;(7T) and

X5(T). Recall that p(T),-) is the density of wr under Py, and we have the
relation

[ Zr.n(z,y)p(N,y)dy
[ Zrn (@ y")p(N,y")d'dy"
From (4.2), we know that, given the value of X1, if we sample X5 from the

. Zr N (X1)
density T Zrn @ X0 )da

the construction of X7, X, we have for any y € R that

(z - y)*Zr n(z,y)dx
/ ZT,N(‘T,7 y)d.'lfl

By the Cauchy-Schwarz inequality, we have
E[| X2 - X1’ X1 = y]

S[(x—y)Q\/EZT’N(:E,y)de\/E(f Zrn(x', y)dz")2.

For the first term on the r.h.s., we apply Lemma 3.3 to derive (note that

T-N«<1)

[(ZL‘ -\ EZy N (x,y)2dx < C.
For the second term, we have for each fixed y that

[ Zrn(@ y)da " oy (T - N,0),

with v; solving the SHE (2.6), with the initial data vy3(0,z) = 1. Thus,
applying [8, Lemma B.7], we have E([ Zr y(2',y)dz’)"2 < C. The proof is
complete. O

(4.2) p(T.x) =

then X, has the same law as wp under P ® Py By

E[1X> - XiPIX, = 4] - B
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5. NONDEGENERACY OF THE DIFFUSION CONSTANT

The goal of this section is to show that agﬁ # 0, which is a nontrivial fact.
In general, it needs not be true that ¥ ;. r(j) > 0 when r(-) is the covariance
function of a stationary sequence. We will need to make use of some specific
structure of our model.

We first show a stability result on the approximation of the diffusion
constant. Define

N
1 _ -
(5.1) 0 = —EfE Z /LN(X;m,(So)dXo,N = NEEleNF?
and
2 y 1 y 2
(52) oy E oEs EfE Z MN(X; 0,0)dxo N = NE(Z?%) :
st k=1

‘We have

Proposition 5.1. 012\, - 5]2\, -0 as N — oo.

Proof. The proof is similar to that of Propositions 3.4 and 3.7, so we only
sketch the argument here.
Flrst for some ky — oo, yet to be determined, we decompose O'N Zz 1 1o
and O'N Zz:1 Jy, with
1

IFN Z E TN+ (Exming ) (x;m, 6o )dxo, v,
(z,])eAg

Ji = N( ;A E,Eq EfN (Exming)pn (x; 6, 0)dxo,n,
1,7 )€Ay

with
A1 = By x By, Ag = By x By,

A3 = By x By, Ay = By x By,

and By = [ky,N-kn] and By = [1,kny—1]U[N —ky+1, N]. In the following,
we will show that I, - J; = 0, for each £=1,...,4.

The case of £ =1. By following closely the proof of Proposition 3.4 and
with the help of Lemma 3.2, we derive that, for each (i,7) € Ay,

E f (Exnin; ) v (x3m, 6o)dxo v — E,E;E f (Exnin; ) n (x; 8, 0)dxo N

< Ce M,

which implies that
I, - Ji| < CN7INZe My = O Ne M,

The case of £ =2. In this case, we directly apply Lemma 3.2 to derive that
Iy - Jo| < CN71E3,.
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The case of £ =3 and 4. By symmetry, we only need to consider £ = 3.

First, for J3, we have
1

=y >, E(mng)
(imj)EA?)
By Proposition 3.7, we know that |E(n;n;)| < Ce =il and this implies that
s <ON7E S Ml ONT ey
iEBl,jEBQ

It remains to study I3, which we rewrite as

N (i,5)€As k=i,j

1
N > I E/(Exnk)ﬂN(X;m75o)dX0,N = I31 + I3.
(i,4)€Az k=i,j

For the term I31, by following the proof for Proposition 3.7, one can show
that
|131| < CN™! Z G_Mi_j‘ < CN_lkN.
(4,5)eAs
For the other term, since (i,j) € Az, we have i € [kn, N — ky]. By following
the proof for Proposition 3.4, one can show that

|E /(Exni)uN(X;m,(;o)dXo,N —Ef(]Exm),uN(X; 0, 0)dxo,n| < Ce™™.
We have
E [(Exm)ﬂN(X; 0,0)dxo N = En; = 0.

We can apply Lemma 3.2 again and conclude

I <CN7F > e N < Chye .
(4,5)€As3

To summarize, we have
4
ok =% < S| = Jg| < C(Ne™™ N + N7 + N7k + ke V).
=1

Choosing ky = N for any « € (0,1/2), the proof is complete. O

Since

1 N
5']2\7:—E(Z77k)2—>0'62ﬂ‘, as N — oo,
N A
applying Proposition 5.1, we derive that, as N — oo,

The following proposition completes the proof of the nondegeneracy of agﬁz

Ij=— % (Ef(Ex??mj)/izv(x;mﬁo)dXo,N— I E[(Exnk)MN(X;m,fSo)dXo,N

|



26 YU GU AND TOMASZ KOMOROWSKI

Proposition 5.2. We have

liminf 0% > 1.
N—oo

As a result, agﬁf > 1.
Proof. By definition, we have
1_.~
2 2
= —EE .
oy = yEEN|wy]

Since |wy| < [|wn ]| + 1, we have via a triangle inequality that

/ 1
\/NEIENwN \/—EEN lwn |2

Sending N — co and applying Lemma 5.3 below, the proof is complete. O

Lemma 5.3. For any N € Z,, we have
(5.3) EENw? > N.

Proof. Recall that p(N,-) is the density of wy under the quenched polymer
measure Py, we have

EEyw? = E/x2p(N,$)dm

ZE[/me(N,x)d:c—(/ a:p(N,x)dx)z].

Note that the last expression is just the average of the quenched variance. It
remains to show

(5.4) E[f 22p(N, z)dx - ([ zp(N, x)dz)?] =

which is a standard folklore for the directed polymer when the random
environment is statistically invariant under shear transformations. We sketch
the argument below.

For any 0 € R, consider the solution to SHE

5y OBt SAZy(1,2) + 6 o), 130,

Z9(0,2) = %
then we know that, for fixed IV,
f (L’zp(N,$)dZE - (/ .I‘p(N,IL‘)de’)2 lazw 83 log Z@(N70)‘9:0'

For a proof of this fact, we refer to e.g. [9, Eq. (2.15)]. Since £ is a Gaussian
process that is white in time and stationary in space, we have

(5.6) (€0t @) e 2 {E( T +6) Yo,

and this implies

(5.7) (Zo(t,2) o 2 { Zo(t, 2 + 0t)P 201,
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which comes from the fact that Zy (¢, :c+9t)60“%92t solves (5.5) with {&(t,z)}
replaced by {£(t,x + 0t)}. Therefore, we have

1
Elog Z4(N,0) = 592N +Elog Zo(N,6N)
1
- 5921\[ +Elog Zo(N,0),

where the last step comes from the fact that Zy(NV,-) is a stationary random
field. Therefore, we have

Edj log Zy(N,0)|,_, = N.

The proof is complete. O

6. FURTHER DISCUSSION

We list two problems here.

Quenched behavior. Theorem 1.1 concerns the behavior of wp under the
annealed measure P ® I@’T, and our approach does not give information on
the quenched behavior. For the problem on the whole line with no periodic
structure, the annealed and quenched behaviors are quite different, due to
the localization phenomenon. It would be interesting to study the quenched
asymptotics of wr in our setting.

Relation between two diffusion constants. Recall that Zp is the partition
function formally defined in (1.1). It was shown in [8], under the same
assumption as here, that the free energy log Z satisfies a central limit
theorem: there exists v, > 0 such that under P,

log Z1 +~T
VT

Different expressions of ¥ were derived, see [8, Eq. (5.58)] which involves
the solution to an abstract cell problem and [7, Eq. (2.10)] which takes the
form of an average of a Brownian bridge functional. A surprising relation
between ¥ and Ugﬁ‘ was derived by Brunet through the replica method, see
[2, Eq. (20)]. It is unclear at all why they should be related, and we believe
it is an important problem to unravel the connection here.

= N(0,X%), as T — oo.

APPENDIX A. PROOF OF LEMMA 3.3

We start with the following.

Lemma A.1. Foreacht>s andy € R, the process {Z; s(z,y)/q-s(x-Y) }zer
1s stationary.
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Proof. The argument is rather standard, so we only sketch the proof. We
consider first the case when {g(t, ) is a 1-periodic Gaussian noise that is
white in time and colored in space, with the covariance function R(-) € C*°(T).

Recall that g,(z) = (27t) 2 exp —g—i) denotes the standard heat kernel. The
propagator of equation (2.1), corresponding to this noise, shall be denoted

by Zt(f)(:v,y) and is given by the formula

20 ) = (o - B [exp {8 [ enlo, B (@)do - S5 RO) -]

where (BY(0))s<o<t is the Brownian bridge between (s,y) and (t,z). It is

clear from the above formula that {Zt(ﬁ)(ac, Y)/qt-s(x —y) }zer is stationary,
using the fact that {g also satisfies the relation (5.6). The conclusion can be

extended to the case of the Gaussian space-time white noise by approximation
of §(x —y) by a sequence of R,(-) e C*°(T) as n - oco. O

The end of the proof of Lemma 3.3. Using Lemma A.1 and the definition
of the propagator of the SHE on a torus, see (2.4), we can write

EZo(x,0)" = (%)pEZw(O, 0)F < (%)pEGw(O, 0)P.

Applying [8, Lemma B.1], we complete the proof.
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