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Abstract—This paper proposes a physics-informed sparse Gaus-
sian process (SGP) for probabilistic stability assessment of large-
scale power systems in the presence of uncertain dynamic PVs
and loads. The differential and algebraic equations considering
uncertainties from dynamic PVs and loads are reformulated to a
nonlinear mapping relationship that allows the application of SGP.
Thanks to the nonparametric characteristic of Gaussian process,
the proposed framework does not require distributions of uncertain
inputs and this distinguishes it from existing approaches. As the
original Gaussian process is not scalable to large-scale systems
with high dimensional uncertain inputs, this paper develops the
SGP with a stochastic variational inference technique. It leads
to approximately two orders of complex reduction. A data pre-
processing step is also introduced to tackle the coexistence of stable
and unstable cases by sample clustering and constructing separate
SGPs. The probabilistic transient stability index is analyzed to
assess system stability under different uncertain dynamics loads
and PVs. Comparisons are performed with the sampling-based,
the polynomial chaos expansion-based, and traditional Gaussian
process-based methods on the modified IEEE 118-bus and Texas
2000-bus systems under various scenarios, including different levels
of uncertainties and the existence of nonlinear correlations among
dynamic PVs. The impacts of data quality and quantity issues
are also investigated. It is shown that the proposed SGP achieves
significantly improved computational efficiency while maintaining
high accuracy with a limited number of data.

Index Terms—Dynamic PVs, nonlinear correlations, physics-
informed, power system dynamics, probabilistic transient stability,
sparse Gaussian process, uncertainty quantification.

I. INTRODUCTION

HE impacts of increased uncertainties from inverter-based
I resources (IBRs), such as PVs and the variability of highly
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flexible demands have challenged the power system secure
operation [1]. The traditional power system transient stability
analysis assesses the system vulnerabilities under different con-
tingencies without considering these uncertainties. For exam-
ple, some deterministic approaches considering the worst-case
scenarios are developed but this may lead to overestimated
or underestimated solutions [2]. To address that, probabilistic
methods are proposed and they can obtain detailed statistical in-
formation from the dynamic responses, e.g., probability density
function (PDF), and further reveal the system vulnerabilities
by assessing the responses across the full range of possible
values of uncertain parameters [2]. This significantly improves
the operator’s situational awareness.

The widely used approach to probabilistically quantify the
impacts of uncertain parameters on dynamic response is Monte
Carlo (MC) simulations. MC-based approach repeatedly gen-
erates a large number of samples from the search space to
obtain system response statistical information, which is very
time-consuming for large-scale systems with a high dimension
of uncertainties [2]. Note that the uncertainties from dynamic
PVs and loads further increase the computational burden. Some
improved MC-based approaches, such as the sequential Monte
Carlo [3], quasi-Monte Carlo [4], Markov chain Monte Carlo [5]
and enhanced sampling methods like Latin Hypercube sampling
(LHS) are also applicable for probabilistic analysis. However,
they need accurate PDFs of uncertain resources that are dif-
ficult to obtain in practice. Meanwhile, these approaches are
not scalable to large-scale systems. To further improve the
computational efficiency of MC approach, the surrogate model-
ing methods are applied [6]-[8]. The key idea is constructing
a reduced order model to approximate the original complex
power system model, thus significantly simplifying the problem.
Other than the sampling-based methods, another approach is
to focus on the statistics of model output. A typical example
is moments-based method. In [9], the moments of the model
output are calculated as a function of uncertain inputs, based
on which the distribution of output can be subsequently es-
tablished using expansion techniques. Point estimate method
requires less calculations and avoids building surrogate models.
But it only produces raw moments and relies on the accurate
PDF of inputs [2]. An alternative to the output statistics is the
cumulant-based method, which decomposes the system output
into the summands of the cumulants of the independent input
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uncertainties [9]. Although the cumulant-based method can
obtain central moments of output, the accurate derivations of
the input-output sensitivity are needed and the method is also
subject to the curse of dimensionality issues. Another widely
applied method for the dynamic system is the trajectory sen-
sitivity analysis approach based on the partial derivatives and
series expansion [7]. Although it may provide insights into
system behaviors, the trajectory sensitivity is not applicable for
strong nonlinear systems. The interval analysis (IA) method is
also an option for uncertainty quantification. Power flow can
be solved as a nonlinear interval optimization problem with
interval mathematics [10]. Since no probability structure is
assumed for an interval, IA can only provide the upper and lower
bounds for variables instead of comprehensive probability dis-
tributions. To achieve accurate statistical information efficiently,
the polynomial chaos expansion (PCE) has been introduced
to investigate the uncertainty propagation. PCE approximates
the original complicated model using orthogonal polynomials
and the corresponding coefficients. The orthogonality of the
basis ensures that the first two moments of model output are
encoded in the coefficients [6]. PCE-based methods assume the
input variables to be independent [6], [11] but this is difficult to
hold as correlations exist among PVs that are at geographically
close locations. Copula statistics are embedded in PCE to tackle
nonlinear correlation [12] but the method is also subject to
scalability issues.

The aforementioned approaches either suffer from scalability
issues or require accurate PDFs of uncertain resources. This
paper develops a computationally efficient probabilistic stability
assessment framework without the PDF assumption of uncertain
resources. It has the following contributions:

e The proposed framework does not require the uncertain
input distributions and thus distinguishes it from existing
MC-based and PCE-based approaches. This is achieved
via Gaussian process (GP)-based learning approaches. It
is worth noting that GP approaches have been applied for
distribution grid analysis [13], [14], transmission system
power flow, and optimal power flow [15]. However, their
extensions to power system dynamics are not trivial.

e [t is found that GP is not scalable to large-scale system
with high dimensional uncertain inputs as its complexity
reaches O(n?). To this end, a physics-informed sparse GP
(SGP) with variational techniques is developed, where the
inducing points are introduced to summarize training data
while the variational inference [16] is used to approximate
the true posterior. This significantly improves the compu-
tational efficiency and makes the approach applicable to
large-scale systems, such as the Texas 2000-bus system.

® The proposed framework integrates the SGP and physical
information from DAEs. The physic-guided simulation
samples allow the SGP to achieve a good prior knowledge
and thus reduce the parameter learning difficulty [17].
This leads to accuracy improvement as compared to the
data-driven approaches.

e [t can handle the coexistence of stable and unstable cases
with a data pre-processing procedure, where simulations
are clustered into stable and unstable cases. This allows us
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Fig. 1. Model structure for PV plant dynamic model [18].

to analyze the probability of stable and unstable cases, a
new phoneme not reported in the existing literature.

e Existing approaches have not considered detailed dynamic
PVs and loads and their impacts from uncertainties while
the proposed framework is general to deal with that.

The paper is organized as follows: Section III presents the
problem statement, where the dynamic PVs and loads have
been introduced; Section III shows the problem reformulation,
Gaussian process, and then its enhanced sparse GP for better
scalability; Section IV shows and analyzes the numerical results
and finally Section V finalizes the paper.

II. PROBLEM STATEMENT

For power systems with uncertainties, their dynamics can be
described by the following differential and algebraic equations:

{i—f(m,y,'qu) (1)
0=g(z,y,8)

where f(-) and g(-) are nonlinear functions related to the dy-
namics of synchronous machines, dynamic PVs, and loads as
well as the power flow equations, respectively; in this paper,
all synchronous generators are modeled by the two-axis model
with [EEE-DC1A exciter and TGOV turbine-governor;  and
y consist of the dynamic state variables of synchronous gener-
ators, dynamic PVs and loads and the algebraic state variables,
respectively; w is the system input; & denotes a random vector
that contains all uncertain variables from dynamic loads and
dynamic PVs in this paper, such as uncertain parameters, power
injections, etc.

The dynamic PVs are modeled using the WECC generic
models [18] while the dynamic behavior of loads is modeled
by the widely-used composite ZIP-motor model [19]. The dy-
namic PV model is shown in Fig. 1, where three sub-models
plant controller (REPC_A), electrical control module of inverter
(RECC_B), converter interface with grid (REGC_A) compose
large-scale PV model [18]. Subscript ‘ref’ indicates the refer-
ence values; ‘reg’ refers to the regulated values; ‘cmd’ means
current command; ‘flag’ is used to enable frequency control
mode; ‘ext’ denotes external model [20]. Please refer to [18]
and [20] for more details about the dynamic PV model and
parameters. The ZIP model is described as

2
Pzip=F {ao + a1 (%) +as (Vl) }
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where Pz p and (Qz; p are the real-time real and reactive power
injections from ZIP load; V;; and V" are the nominal and real-time
voltage magnitudes; Py, Qy, Vo are nominal values and their
coefficients ag, a1, as and by, by, by satisfy

Qm
Qo

The dynamic part is modeled as an equivalent third-order induc-
tion motor [19]:

m

im, —1_
Py by + b1 + b2

3)

ag+ai +as=1—

P = LB+ (X -~ XNI) - (- 1)E,
P LB+ (X = X)) — (w—-1)E, @
G = 3 [To — (Bgla — Eyl,)]

{ Ly = grixm [Rs (Va — Ep) + X' (Vy - E}) “
Iy = grism (Re (Vo — B)) + X' (Vo — EY)

in which the motor parameters 7'= %, X=X+
Xpn; X' =X+ =2 Vy, V. Iy and I, are the d-axis and

g-axis voltages and currents; respectively; £, and E; are d-axis
and g-axis transient voltages; w is the motor rotor speed; 7y is
the rotor mechanical power;the detailed explanations for motor
parameters can be found in [19] and the real and reactive power
of the induction motor, i.e., P, and @),,, are:

Pm = VdId + ‘/qu; Qm = Vqu - Vqu (6)

Since the dynamic load is the combination of static and dynamic
parts, the total power of the composite model is:

Qrotal = Qzip + Qm

The main purpose of this paper is to investigate the impacts
of uncertainties from dynamic loads and PVs, i.e., £ on power
system dynamic simulations and transient stability. In the liter-
ature, the MC-based sampling method is the most widely-used
probabilistic approach. By sampling from PDF of £ (the uncer-
tain static loads or renewable energy instead of the dynamic PVs
and loads in this paper), extensive MC simulations are performed
to collect all possible outcomes to construct the distribution of
dynamic response, i.e., . Power system dynamic simulation is
performed for each sample to obtain the trajectory of the model
response. However, the high computational cost makes MC
inadequate for high-dimensional uncertain inputs. The consider-
ation of dynamic loads and PV further complicates the system,
leading to increased computational cost. Furthermore, PV that
are geographically close are correlated and even a nonlinear
dependence structure exists [21]. The PCE-based approaches
shown in [6], [11] do not address this type of correlation. They
also need accurate PDF information of the uncertain inputs,
which is difficult to achieve in practice. As a data-driven method,
GP mitigates the inferring error of uncertain input distribution.
However, the original GP has a time complexity of O(n?),
where n is the number of training examples that depends on
the dimension of uncertain inputs and system size. This paper
develops a physics-informed SGP approach to bridge these gaps.

Piotar = Pzrp + Pp; (N
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III. PROPOSED PHYSICS-INFORMED SGP FOR PROBABILISTIC
STABILITY ASSESSMENT

In this section, the problem is first reformulated to be com-
patible with the GP learning framework. Then, the GP-based
method is briefly introduced and its enhanced SGP is shown.
The probabilistic stability index is also introduced.

A. Problem Reformulation

The differential and algebraic equations shown in (1) makes it
challenging to apply the GP-based approaches. This is because
GP is usually used for regression analysis and could not be
directly applied for dynamic equations. To this end, we rely
on the structural-preserve approach and the Kron reduction [22]
to represent the algebraic variables y = g~ !(x, £), where g+
is the inverse function of g. Then, we obtain the following
regression model by substituting it into the differential equation:

&=f(z,g " (z,€),u,§) ®)

which can be rewritten as follows after linearization:

o(t) =a(t — 1)+ At x f (z(t —1),g ' (z(t —1),€),u,§)
©)

where At is the time step in the numerical integration process.

This can also be rewritten into the following compact form:

.’I}(t) :M("B(tf 1)a€au7t) (10)

where £ denotes uncertainties from dynamic loads and PVs; x is
the dynamic response, such as generator rotor speeds and angles
that can be used for transient stability assessment. This reformu-
lation focuses on quantifying the uncertainty propagation from
£ to x through the model M derived from the differential and
algebraic equations. This allows assessing how the variability
of uncertain sources affects the system dynamics and stability.
Note that the transmission models are generally of good quality
and therefore can provide accurate physical information for the
framework. The key idea of the proposed method is to use
the physic-guided simulation samples to enable a good prior
knowledge of the SGP and thus reduce the parameter learning
difficulty. This leads to accuracy improvement as compared to
the data-driven approaches.

B. GP for Uncertainty Quantification

It is worth noting that the derivation of M can be a compli-
cated process with detailed dynamic models and the assessment
of (10) via MC-based approaches is still time-consuming while
requiring the accurate PDF of £&. We advocate the use of GP
for such uncertainty quantification as it has rigorous theoretical
justifications and proofs, the ability to construct a data-driven
model without the distributions of uncertain inputs in the pres-
ence of a small sample size [23]. The key idea is to learn the
mapping function M from a limited number of samples of &
and the system response.

Since the model responses for dynamic systems are time-
dependent and as aresult, the statistics of model responses evolve
as a function of time. Consequently, the parameters of M are
time-varying. Without loss of generalizability, we take the time
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step ¢ as an example to elaborate on GP for uncertainty quantifi-
cation. Given a set of observations Z and system responses X,
we want to identify a reduced-order model of the original M,
ie, 22— X:

X =fE) +e (11)

where € ~ N (0, 021 ) represents the errors from observations as
well as the mapping function; o, is the standard deviation; f is
a GP defined by the mean function and the covariance function
as follows:

f~GP(m(&,1),k (& €:0))

where the trend m(&,¢) is usually a polynomial of & and
k(&,€';0) is a kernel function with parameters 6 = 0(t); &
is the data excluding the training points &. The joint prior
distribution of the training outputs f.= f(=) and test outputs

fo=Ff(8.)is:

fir m k(EE) k(B E.)
(el FERER)]) @

The likelihood follows a Gaussian distribution related to =:

(12)

X|E, fir ~N (fir,021) (14)

By applying Gaussian marginalization rule, the marginal likeli-
hood is derived: X ~N (m, K), where K is the Gram matrix
with terms K ;; = k(& ), §(;)). With the prior and the likelihood,
the posterior distribution over the same set of random variables
introduced in the prior follows a GP with the posterior mean m
and posterior covariance matrix K as:

= m, + k(E,, E) (K +02I) " (X —m) as)

K=K, - k(E.,E) (K +02) " k(& E.)

It is observed from the above equation that the system response
is approximated as a GP, where the mean and variance corre-
sponding to each time instant are analytically calculated. That
is, the Bayes rule models the propagation of the uncertainties
from the prior and the likelihood. Note that the common trends
are typically modeled as linear while the kernel functions are
represented as exponential kernel, or Gaussian kernel, or Matérn
kernel. Their hyperparameters are optimized via a maximum
likelihood estimator.

C. Scalable SGP for Large System Uncertainty Quantification

A major drawback of GP is the curse of dimensionality issue
as its model complexity reaches O(n?), where n is the num-
ber of uncertain inputs. Commonly-used techniques to reduce
computational cost include subset-of-data, sparse kernel, and
low-rank approximation [24]. They introduce inducing variables
to approximate involved distributions for either the prior or
the posterior. By introducing a new set of [ inducing points
Z={z1,...,z} to summarize the training data, the function
values at these inducing points are r= f(Z).

According to the Gaussian marginalization rule, the joint
distribution p(f, f.) can be obtained by marginalizing out r from
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the joint prior p(f, f,,r):

p(E.£) = / p(f £.[)p(r) dr

where p(r)=N(rlmz, K zz) and mz and K z 7 are the mean
and covariance matrix for Z. By design, f and f, are condition-
ally independent given inducing points r, i.e., f 1 f,|r, (16) can
be approximated by:

p(E.) = ale.£) = [ altm)att.jr)ar

(16)

7)

where ¢(+) represents the variational distribution. Subsequently,
the training and test conditionals are

p(flr) =N (K¢ Kopr, Keg — Key Ke g Ko ¢)
p(flr) =N (K¢ K, 17, K r. — K 2 K £ Ky )
(18)

where the calculations for covariance matrices K follow the
expression shown below the (14). By introducing inducing
points to characterize the dependencies between training and
test outputs, the model complexity is reduced to O(nl?), where
[ is much less than n.

In [25], a variational approach is proposed for sparse ap-
proximation by minimizing the Kullback-Leibler (KL) diver-
gence between a variational GP and the true posterior GP,
ie., KL[¢(f,r)||p(f,r|X)]. In this paper, we advocate the use
stochastic variational inference (SVI) [16]. SVI allows varia-
tional inference for very large data that is needed for large-scale
power system applications.

To integrate SVI with GP, the minimization of the KL diver-
gence between the variational posterior ¢ and the true posterior
p is transformed to maximizing the lower bound of the true log
marginal likelihood:

p(X|f)p(r)
E:/pfrerlo ———=dfdr (19)
(EIr)p(r] X)log 71
Then, the variational posterior to be approximated is:
q(f,r) = p(f|r)q(r) (20)

where ¢(r) =N (r|mg, S) and m, and S are their corresponding
mean and covariance matrix derived from the PDF. By marginal-
izing r, (20) is

althn,.8) = [ p(Eine(r) ar =& (11, E) 0
where the mean and covariance of SGP are as follows:
;:L:mq+PK}12KZE(mq—mz) 22)
E:K—PT(KZZ—S)P

and P=Kz=zK,,. The variational parameters (Z,m,,S)
can be estimated analytically using the approach in [26].
Remark: the physics-informed SGP means that the samples
from uncertain inputs must follow the differential and algebraic
equations but the construction of the SGP model only relies on
the sampled data as well as those propagated via the differential
and algebraic equations. One key advantage is that SGP only
needs a few hundred of samples, distinguishing it from other
sample-extensive or data-hungry deep learning approaches.
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Based on these properties, SGP is suitable for application in
large systems with high-dimensional data and unknown input
distributions. The GP-based method can handle noise to some
extent but may have biased data in the presence of high-noise
data (not very common in practice). In this paper, data quality
and quantity issues are investigated, see Section IV. In future
work, we will develop a robust SGP approach to deal with noisily
data and even bad data.

D. Probabilistic Transient Stability Assessment

To evaluate the impacts of uncertain resources on transient
stability, the probabilistic transient stability assessment (TSA)
is carried out. The probabilistic TSA framework consists of
sampling and simulations, transient stability index (TSI) cal-
culation, and statistical analysis. Traditionally, MC simulations
are performed to calculate TSI shown below [2]:

360 — dmax
360 + dmax

where 6y, 18 the maximum rotor angle difference between any
two generators. The system is transient stable when TSI > 0, and
vice versa. Large TSI indicates the system has a large stability
margin. For each dynamic simulation result, its TSI is calculated
and the shape of the TSI distribution allows for assessing the
possibility of losing stability. The latter can provide operator
system probabilistic stability by quantifying and characterizing
the risk, based on which the trade-off between risk and cost
can be achieved via preventive control. To perform probabilistic
analysis, kernel density estimation (KDE) [27] is performed on
all TSI values to infer the PDF, i.e.,

ZK (TSI TSI)

where « is the number of samples; i denotes the bandwidth
parameter; K er is standard Gaussian kernel in this paper.

TSI = 100 x (23)

F(TSI) (24)

E. Handling the Co-Existence of Stable and Unstable
Scenarios

When the system is operated under stressed conditions or
subject to large disturbances, the perturbations on differential
and algebraic equations state initialization caused by uncertain-
ties from dynamic loads and PVs can lead to stable, unstable,
and co-existence of stable and unstable scenarios with different
probabilities. Since the patterns for absolute stable and unsta-
ble scenarios are quite different, it is not feasible to use one
SGP model to capture the co-existence of stable and unstable
scenarios, which will be shown in the numerical results section.

To address that, a data processing strategy is proposed. In
particular, a number of samples obtained by Latin hypercube
sampling is first generated. Then, these samples are propagated
via the power system dynamic simulations to get corresponding
responses. If the TSI is beyond a preset value, the corresponding
sample will be claimed as unstable. This means that a simple
classification of the samples with boundaries via k-means algo-
rithm or support vector machine can be used to categorize the
samples into stable and unstable cases. Then, two SGP models

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 38, NO. 3, MAY 2023

are constructed separately using stable and unstable samples
for uncertainty quantification. Note that when the system is
absolutely stable or unstable, only one SGP model is needed.

F. Algorithm Implementation

The proposed framework consists of clustering for stable and
unstable cases, SGP model construction, uncertainty quantifi-
cation, stability index calculation, and probabilistic assessment.
The implementation has the following steps:

® Step I: Generate training samples from historical data
using LHS and collect corresponding simulation results
based on dynamic simulations on (1).

e Step 2: Cluster all samples into two groups to obtain stable
and unstable datasets at a given criterion. In this paper, TSI
is used.

e Step 3: Construct a SGP model for each group and estimate
parameters. The uncertainty associated with the system
response can be calculated via (22).

e Step 4: TSl is calculated by (23) and its probability density
function estimated by (24) is utilized for probabilistic
transient stability assessment.

IV. NUMERICAL RESULTS

Simulations are carried out on the modified IEEE 118-bus
and large-scale Texas 2000-bus systems [28] to demonstrate
the effectiveness and advantages of the proposed method. The
synchronous generators are assumed to be the two-axis model
with their parameters following the benchmark [29]. For the
118-bus system with 54 generators, a three-phase faultis applied
at bus 15 at 0.01 s and is cleared after 5 cycles by opening
line 15-33. For the 2000-bus system, the fault happens at bus
793 at 0.01 s and the duration is 5 cycles until line 793—-823 is
opened. The uncertain resources introduced include dynamic
loads and PVs. The uncertain loads for initial power flow
calculation are assumed to follow Gaussian distributions with
means being the true means and standard derivations being a
proportion (uncertainty level) of the means. Similarly, PVs are
assumed to follow Beta distributions, where the upper bounds
are determined by load consumption. Dynamic loads and PVs
are modeled as the ZIP-motor load model and WECC generic
model [18], respectively. The rotor angles and speeds are chosen
to be desired outputs for transient stability analysis. Different
scenarios are designed to investigate the impacts of uncertain
resources on dynamic responses.

Four methods are compared and discussed, which are LHS,
PCE, and the proposed GP and SGP. Results obtained using
MC simulations (MCS) with 10,000 samples are considered
as the benchmark. For LHS, 3000 samples are assumed. All
simulations are conducted on MATLAB with 2.60 GHz Intel
Core 17-6700HQ. The mean absolute percentage error (MAPE)
is used to measure the overall performance of each method, i.e.,
Tt -2z

x*

x 100%

MAPE — Z (25)

T

where 7' is simulation time, z* and Z represent the true and
estimated dynamic responses, respectively. Since this paper
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Node with uncertain loads

-1 Node with uncertain PVs I

[———1 Node with both @ I

TABLE I
PDFSs OF LOADS AND PVS FOR 118-Bus AND 2000-BUS SYSTEMS

PV (kW)

PV; x Beta(2.06,2.2)
N(PV;, (0.1PV;)?)

PL(kW)

N(PL;, (0.1PL;)?)
N(PL;,(0.1PL;)?)

the uncertainty of rotor angle response d3p_1 obtained from MC
simulations with dynamic PVs and loads, where the upper and
lower bounds are calculated using 3o rule. It can be observed that
the trajectories follow certain distributions and the uncertainties
from model inputs will lead to different dynamic responses. For
the PCE methods, the degree of PCE is set to be n = 2 and the
coefficients are computed by the regression method with 200
samples of rotor angle trajectories. For GP, a total number of

Fig. 2. Single-line diagram of the modified IEEE 118-bus system with uncertain dynamic loads and PVs.
140
S 120t ~
\%i Scenarios
- Scenario 1 (118-bus)
%8 100 | Scenario 3 (2000-bus)
- A
S 80p-~ ‘
o 7 /) / - = Lower bound
o L i o= = = +Upper bound
60 ppei
o v N MCS
- - -‘Mean
40 . A " )
0 0.5 1 1.5 2
Time (s)
Fig. 3. The upper and lower bounds of rotor angle d30—1 in 118-bus system
Scenario 1.

focuses on transient stability, the statistics of generator rotor
angles will be used as critical information. More specifically, the
average MAPE of the mean and variance of the model response
over entire simulation time will be used as error indices, denoted
as e, and e,2. Note that MAPE is a widely used metric to
evaluate the performance of many different approaches in the
literature and it is thus adopted in this paper.

A. Validation on the 118-Bus System

In this section, all four methods are examined on the 118-
bus system, where 15 uncertain loads and 15 uncertain PVs are
located atbuses (11, 12, 14,44-47, 49, 66,75,77,78, 80, 94, 96)
and (7,11,17,43,45,47,67,68,71,81,93-97), respectively, see
Fig. 2. The angle of generator 30 at bus 69 (d30—1) With respect
to the reference generator 1 is used for illustration. Fig. 3 shows

200 samples are provided for inference while 100 samples along
with 50 inducing points are used for SGP. Gaussian kernel and
gradient descent algorithm are utilized for model construction
and parameter estimation.

1) Validation of the Proposed Method: The distributions of
loads and PVs are listed in Table I under the Scenario 1. The
comparison results of four methods are shown in Fig. 4 and
Table III. The numerical results in Table III show that both GP
and SGP methods outperform LHS in terms of both accuracy and
efficiency. The performance of GP is better than PCE with the
same number of samples. SGP yields the best performance with
the lowest computational cost thanks to the variational inference
for reducing problem complex without losing of accuracy.

2) Robustness to Nonlinear Correlations Among Uncertain
Inputs: The impacts of uncertain inputs with nonlinear cor-
relations are also tested and analyzed. It is assumed that the
neighboring PVs at buses 93-97 have a dependence structure
described by C-Vine copulas [30] and their types and parameters
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Fig. 4. True and estimated variances of d3p9_1 from different methods for
118-bus system under the Scenario 1.

TABLE II
NONLINEAR CORRELATIONS OF PVS FOR 118- AND 2000-BUS SYSTEM

Scenarios Pair Copula type Parameter
[Clayton, Clayton, Gumbel, (2.5,2,1.5
Scenario 2 Frank,t, 0.5,[0.5,1.5],
(118-bus) [Clayton, Clayton, Gumbel, [2.5,2,1.5
Frank,t] 0.5,[0.5,1.5]]
[Clayton, Gumbel, Frank, [2.5,1.5,1.5
Scenario 4 Clayton,t, 1.5,10.4, 2],
(2000-bus) [Clayton, Gumbel, Frank, [2,1.5,2
Clayton, t] 1.5,[0.5,1.2]]
TABLE III

COMPARISON RESULTS AMONG DIFFERENT METHODS FOR 118-BUS SYSTEM
UNDER SCENARIOS 1-2

; MAPE ]
Scenario Method en(X10-2%) | ey2(%) CPU time (s)
MCS - - 3158.43
Scenario 1 LHS 4.27 2.31 831.60
(Independent) PCE 13.70 10.89 112.91
GP 318 167 92,84
SGP 342 174 70.96
MCS - - 3227.05
Scenario 2 LHS 4.52 2.32 857.14
(Correlated) PCE 15.26 20.85 120.06
GP 3.25 1.89 97.93
SGP 3.14 1.92 73.18

are shown in Table II under the Scenario 2. Fig. 5 displays the
results for four methods. One of the main impacts of correlation
is the uncertainty increase of system dynamic responses. The
PCE is adjusted to handle dependent inputs using the approach
shown in [30]. The shapes of rotor angle responses are similar
since the system is stable in these scenarios. As shown in
Table III, the GP-based methods are able to achieve the best
performances as compared to others. By comparing Scenarios
I and 2, it can be observed that the CPU time is slightly
increased since the problem complexity has increased due to the
existence of nonlinear correlations among uncertain inputs. One
of the disadvantages of PCE is that it requires the distribution
information of inputs, which is difficult to obtain accurately in
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Fig. 6. MCS results of §39_1 where both stable and unstable cases coexist.

practice. Hence, the complexity of the dependence structure of
input brings additional difficulties and computational burdens
for PCE. By contrast, GP is a non-parametric model and is only
slightly affected by the complicated correlation relationships
among uncertain inputs.

3) Application for Probabilistic Transient Stability: In this
subsection, we investigate the scenario, where the unstable and
stable cases coexist due to the existence of uncertain inputs.
Specifically, in Scenario 5, the settings and configurations of
the 118-bus system are unchanged except that the power ratings
of generations are reduced, the fault duration is extended to 15
cycles, and the uncertainty level is increased. The results are
shown in Fig. 6 and it can be observed that few unstable cases
occur while most uncertain inputs still lead to stable cases. We
believe these unstable cases may be yielded from extreme initial
conditions due to the uncertainty of inputs. According to our
previous discussions, one SGP model is inadequate to model
both stable and unstable dynamic responses. The pre-processing
strategy is then used to cluster two types of trajectories and each
model is built for both of them. This is achievable since both
PCE and GP contain uncertainty quantification of model output.
Parameters and configurations are kept unchanged except the
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TABLE IV
COMPARISON RESULTS AMONG DIFFERENT METHODS FOR 118-BUS
SYSTEM SCENARIOS 5

. MAPE .

Scenario Method e#(xlo_z%) ‘ o2 () CPU time (s)

MCS - - 678.45

Scenario 5 LHS 4.46 2.66 199.98

(stable) PCE 7.32 4.09 172.04

GP 3.70 1.21 164.45

SGP 3.57 1.04 90.77

MCS - - 686.35

Scenario 5 LHS 7.72 348 204.93

(unstable) PCE 49.78 22.016 209.30

GP 6.32 334 176.10

SGP 5.69 2.68 92.53

number of samples used for PCE and GP is increased to 300.
Figs. 7 and 8 and Table IV demonstrate that the proposed
framework is able to approximate both stable and unstable
cases with accurate statistic information. The PCE with 300
samples is insufficient for unstable cases. The number of training
sample is not further increased because of the rapid growth of
computational cost.
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the Scenario 5.

The PDF of TSI shown in Fig. 9 illustrates the probabilistic
analysis of system stability. In most cases, TSI is larger than 0
while in some cases TSI is less than 0. The errors accumulate
through KDE, mainly at the peak of the PDF of TSI. PCE
performs worse than LHS, especially at the peak while two
GP-based methods achieve better accuracy. SGP outperforms
GP in capturing the tail of TSI distribution, which means SGP
can provide more accurate estimates for extreme cases. The
overall information of TSI presents a comprehensive depiction
of system stability, which can be used to estimate quantiles and
the overall probability of being unstable.

B. Scalibility to Large-Scale 2000-Bus System

Tests are also carried out on the 2000-bus system to show the
effectiveness and applicability of the proposed method to large-
scale systems. Similar to the 118-bus system, 100 uncertain
dynamic loads and 100 dynamic PVs are designed and placed
on the 2000-bus system in Fig. 10, where 100 loads are divided
into 10 groups and are controlled by 10 factors to simulate
similar load shapes within the same area. On the other hand,
dynamic PVs with synthetic output data are assigned near actual
PVs locations and are initially viewed as independent uncertain
sources. The parameters and hyperparameters selection are the
same as those in Section IV-A expect that 1000 samples are
used for PCE and GP. Two sets of parameters, 500 samples with
200 inducing points and 400 samples with 100 inducing points
(SGPx) are tested for SGP.

1) Feasibility Results: The rotor angle response d40 is
demonstrated in Fig. 11 and the numerical comparisons are
shown in Table V corresponding to the Scenario 3. As the system
becomes larger, MC simulations are more expensive for practical
use. The accuracy of PCE is insufficient for this large system
as compared to other methods. PCE also confronts with the
curse of dimensionality issue and GP is approaching the time
restriction to complete estimation and analysis. With the help
of variational inference, SGP is able to speed up the calculation
process while maintaining high accuracy. The comparisons of
two sets of parameters for SGP indicate that the computational
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Fig. 11. True and estimated variances of d40—1 from different methods for
2000-bus system under the Scenario 3.

TABLE V
COMPARISON RESULTS AMONG DIFFERENT METHODS FOR 2000-BUS SYSTEM
UNDER SCENARIOS 3-4

. MAPE .
Scenario Method e (X10-2%) ‘ o2 (%) CPU time (s)

MCS - - 25886.64

Scenario 3 LHS 4.12 2.54 6639.61
(Independent) PCE 8.92 6.44 2289.78
GP 3.86 1.88 1847.13

SGP 4.15 2.11 1212.70

SGPsx 5.73 2.68 922.48

MCS - - 26682.41

Scenario 4 LHS 4.58 2.48 6785.44
(Correlated) PCE 10.72 8.56 2766.76
GP 3.44 1.76 1879.53

SGP 4.67 1.92 1267.71

SGPsx 5.50 223 938.64
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stable cases.

efficiency of the proposed method can be further improved
if some increased error is acceptable depending on practical
operational limits. Anyway, the proposed approach can be used
for large-scale system preventive analysis every 30 minutes as
the time spent is only about 15 minutes.

2) Robustness to Nonlinear Correlations Among Uncertain
Inputs: In Scenario 4, the impacts of nonlinear correlation
for the 2000-bus system are studied following the settings in
Table II. The comparison results on rotor angle variance is
demonstrated in Fig. 12 and Table V. Similarly, a noticeable
increase in variance can be observed and the computational
burden of PCE increases more rapidly than GP-based methods,
which further highlights the advantage of GP-based methods.

3) Application for Probabilistic Transient Stability: The
ability of handling the co-existence of stable and unstable cases
in the 2000-bus system is also demonstrated in Scenario 6.
The power ratings of generators nearby the connected PVs are
decreased, fault duration is extended to 15 cycles, and the levels
of uncertainty for loads and PVs are amplified to force the system
to be stressed. The number of training samples for PCE and GP
is increased to 1500. Figs. 13 and 14 demonstrate the capability
of the proposed method for such a large-scale system. Since the
number of training sample is increased, the performance of PCE
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TABLE VI
COMPARISON RESULTS AMONG DIFFERENT METHODS FOR 2000-BUS SYSTEM
SCENARIOS 6
. MAPE L
Scenario Method eu(xlo_z%) ‘ o2 (%) CPU time (s)
MCS - - 18637.26
Scenario 6 LHS 5.72 4.40 5931.20
C(Staiﬂ:) PCE 19.30 1141 1805.90
GP 4.93 5.13 1376.73
SGP 3.55 3.43 937.45
MCS — - 1876.59
Scenario 6 LHS 10.34 6.59 1927.31
(unst tl)l ) PCE 13.92 8.86 1823.44
unstav'e GP 334 7.69 1390.74
SGP 5.63 3.65 942.24
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Fig. 15. Estimated PDF of TSI by different methods for 2000-bus system
Scenario 6.

is not collapsed as compared to in the 118-bus system. Still, the
results presented in Table VI indicate SGP achieves the best
computational efficiency while maintaining high accuracy.

The probabilistic transient stability assessment is performed
and its results are shown in Fig. 15. The majority of TSIs lie in the
range 40-60 while another group occurs around —25. Several
samples are located around O, which implies that only a few
cases are near the threshold. For the unstable cases, rotor angles
will reach an abnormal value quickly while in stable cases, rotor
swings will be damped out. The improvement in the accuracy
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TABLE VII
ROBUSTNESS OF SGP TO DATA QUALITY AND QUANTITY ISSUES

. Noise Level/ | MAPE | .

Scenario Number [ e, (XT0-2%) | e,2(%) | CPU time (s)

0% 3.42 1.74 70.96

Scenario 7 2% 4.56 2.88 78.57

(noised) 5% 11.94 9.49 81.62

500 4.67 1.92 1267.71

Scenario 7 400 5.33 2.08 979.12

(limited) 200 16.15 9.66 910.83

of the SGP method over other approaches can be observed in
Fig. 15 as it captures much better the peak as well as the upper
and lower tails.

C. Robustness to Data Quality and Quantity Issue

In practice, there are always data quality and quantity issues
for learning-based approaches. Data quality issue means that the
uncertain inputs are corrupted by noise and it has an influence
on the training accuracy. Data quantity issue refers to the limited
number of samples for algorithm training. They are investigated
below.

1) Robustness to Data Quality Issue: Gaussian noise is
added to the uncertain inputs and the noise level is increased
from 0% to 5%. Simulations are carried out based on the noisy
inputs. The results are illustrated in Fig. 16 and Table VII. The
increased noise level to uncertain inputs will be propagated to
the estimation results. It can be found that the SGP is robust
to the noise level within 2% as the estimation error is kept
below 3%. But the approximation variance curve deviates a large
when the noise level reaches 5% (again not very common in
practice). Meanwhile, the simulation time increases slightly as
the computational burden arises due to noise level estimation.

2) Robustness to Data Quantity Issue: The number of sam-
ples for the proposed approach in the training stage is assumed
to be 500, 400, and 200. As shown in Fig. 17, fewer samples
result in higher estimation error as expected. Numerical results
in Table VII indicate at least 400 samples are needed for SGP to
produce good results. The computing time is not reduced signif-
icantly with the decreased number of samples. It is worth noting
that 400 samples can be easily met in practice. In our future

Authorized licensed use limited to: to IEEExplore provided by University Libraries | Virginia Tech. Downloaded on August 02,2023 at 19:53:22 UTC from IEEE Xplore. Restrictions apply.



2878

80
——MCS
------- SGP N=500
SGP N=400
60T SGP N=200

n
o

1 1.5 2
Time (s)

Variance of rotor angle § 40-1 (degz)
S
o

o
o
o
o

Fig. 17. True and estimated variances of d40_1 from SGP with different
sampling numbers in the 2000-bus system.

work, we will investigate other physics-informed approaches to
see if a less number of samples can be sufficient.

V. CONCLUSION

In this paper, a physics-informed SGP approach has been de-
veloped for large-scale power system uncertainty quantification
and probabilistic stability assessment with high dimensional un-
certain inputs from dynamic loads and PVs. The differential and
algebraic equations considering uncertainties from dynamic PVs
and loads are reformulated to integrate the domain knowledge
into GP. It is found that GP is not scalable to large-scale systems
with high-dimensional uncertain inputs. To this end, SGP with
variational technique is developed, significantly reducing the
computational complexity while maintaining high accuracy. A
data pre-processing step is also introduced to tackle the coexis-
tence of stable and unstable cases. Extensive simulation results
conducted on the modified IEEE 118-bus and the Texas 2000-bus
systems show that the proposed GP and SGP achieve much better
performance as compared to other methods in terms of accuracy
and computational efficiency under various scenarios. The ef-
fects of uncertain loads and PVs on power system dynamics
and system stability are also investigated with the consideration
of nonlinear correlation among them. Data quality and quantity
issues are also investigated and the limitation of SGP is dis-
cussed. SGP is able to capture the peak and tail information of
the probabilistic TSI, which allows better visibility of system
risks and informs preventive control. The future work would
be on developing the robust SGP to handle data quality issues
and exploring other physics-informed frameworks to reduce the
required number of samples.
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