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Data-Driven Probabilistic Voltage Risk Assessment of MintWECC System With
Uncertain PVs and Wind Generations Using Realistic Data

Ketian Ye ", Junbo Zhao

Abstract—It is found from actual data that due to generation
dispatch and uncertain renewable generations and loads with com-
plicated correlations, inferring the probabilistic distributions for
uncertain inputs is challenging. Many probabilistic power flow
approaches have been developed in the literature but their vali-
dations using realistic systems and data are lacking. This paper
proposes a data-driven probabilistic analysis approach for system
risk assessment of the miniWECC system using actual data. The
sparse Gaussian process (SGP) is advocated to quantify the impacts
of uncertain inputs on voltage security. SGP does not need the
probability distribution function of uncertain inputs, can handle
correlations and is highly computationally efficient. Results on the
miniWECC system using realistic data show that SGP outperforms
existing approaches and is able to quantify the voltage violation
risks.

Index Terms—MiniWECC, probabilistic power flow, renewable
energy, sparse Gaussian process, uncertainty quantification.

1. INTRODUCTION

S MANY uncertain sources are connected, such as flex-
A ible loads, solar and wind, power system responses are
subject to stochasticity. These uncertainties may lead to volt-
age violations and need to be carefully monitored. To this
end, several probabilistic power flow approaches have been
developed. Monte Carlo (MC)-based sampling methods and
their variants [1], [2] are the basic probabilistic analysis tools.
But they need the accurate probability distribution function
(PDF) of uncertain inputs and are computationally expensive.
Other analytical methods, such as cumulants [3] derive PDF
by simplification and linearization, yielding large errors in the
presence of large uncertainties. Polynomial chaos expansion
(PCE) [4] and Gaussian process (GP) modeling [5] have been
recently demonstrated to have excellent performances in dealing
with uncertainty quantification problems. PCE approximates the
model with orthogonal polynomials but requires the knowledge
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of uncertain input distributions and correlations. GP is data-
driven but its computational cost is high for high-dimension
inputs.

It is found from the realistic data in Western Electricity
Coordinating Council (WECC) systems that the uncertainty
patterns for renewable energy resources are rather stochastic
and difficult to be represented by standard PDFs. There are
also complicated correlation relationships among uncertain re-
sources, which cannot be simply approximated by existing linear
correlations. Due to the scale of the system, the dimension of
the uncertain inputs is high, causing computational challenges.
Although it is possible to leverage the sparsity for improving the
computational efficiency of the sampling-based and PCE-based
approaches [6], the curse of dimensionality issue still exists,
making them not scalable to large-scale systems. Furthermore,
these approaches need accurate PDFs of uncertain inputs that are
difficultto obtain in practice. This letter addresses these concerns
and develops a scalable data-driven sparse GP (SGP) for realistic
miniWECC system voltage violation risk assessment. This is
achieved via the stochastic variational inference that integrates
the variational inference and inducing variables into the GP
framework. Unlike the original GP method that has cubic time
complexity [7], SGP uses a small number of inducing variables
for variational inference approximation without loss of accuracy,
significantly enhancing the computational efficiency. Note that
the proposed approach has been tested in the miniWECC system,
a reduced-order model of the original WECC system. Actual
historical data have been used to test the performance of various
approaches, another major contribution. It is observed that the
proposed method can more accurately capture the voltage viola-
tion risk while being computationally more efficient than other
existing approaches.

II. PROBLEM STATEMENT

Probabilistic analysis aims to provide statistical information
of power system with uncertainties. The power flow model
can be described as: y = M (x), where the input & contains
uncertainties, such as uncertain loads, wind generations and
PVs; M is the nonlinear function between inputs and outputs;
the model output y is the output of interest, such as voltage
magnitude or line flow. It is worth pointing out that existing
probabilistic power flow approaches are typically tested using
simulation data under standard test systems and may not reflect
all characteristics of the actual systems. For example, it is
found from the realistic data in the miniWECC system that
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Fig. 1. Complex dependence among selected 5 uncertain sources, where the
units for z and y axis are MW.

the generation patterns are rather stochastic and have some
jumps due to generation dispatch, which make it difficult to
infer the PDFs for existing none data-driven approaches; there
are nonlinear correlations among uncertain PVs that are geo-
graphically close, see Fig. 1; the number of uncertain inputs
is high, causing challenges for data-driven GP approaches. For
the sampling-based and the PCE-based approaches that require
exact joint distribution of the uncertain inputs, the kernel density
estimation approach and copula statistics [6] can be utilized
to infer the marginal probability distribution and model the
nonlinear correlation among inputs, respectively. However, the
probability distribution for uncertain inputs in the realistic sys-
tem is typically not the standard distributions and the inference
can bring additional errors for uncertain input modeling. This
letter develops a data-driven SGP approach to address the afore-
mentioned problems. By leveraging data-driven feature of GP
and the sparsity technique via variational inference and inducing
points, SGP overcomes the dimensionality problem of GP with
further improved accuracy. More details are shown in the next
section.

III. SGP FOR MINIWECC SYSTEM

GP-based method has been used for probabilistic power flow
but has difficulties in handling high-dimensional uncertain in-
puts. This letter advocates the SGP with stochastic variational
inference approach without the need of PDFs of uncertain inputs
while being computationally efficient.

GP modeling attempts to describe the model output into y =
f(X) + €, where X eRV*? and e~ N (0,021); f is defined
by the mean function and the covariance function [7]:

f~GP(m(x),k(z,x';0)) (D

where f(-) is the nonlinear mapping function; the mean func-
tion m(x) is commonly expressed in the form of polynomial
function and the covariance function k(-) sets the covariance
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between points between x and x'; this covariance function
allows us to capture the correlations among inputs, being linear
or nonlinear dependence; ' represent the samples excluding
x and O represents the GP parameters. The parameters of GP
model are learned by maximum likelihood estimation as the
posterior is derived from the prior and the likelihood based on
Bayes’ rule. As a non-parametric method, GP accomplishes the
regression in a data-driven manner. The performance is generally
better than than sampling-based and PCE-based methods with
less needed number of samples for uncertain inputs. However,
GP-based method suffers from scalability issue as its model
complexity reaches O(n?), where n is the dimension of the
uncertain inputs [7].

To address the scalability issues of GP in the presence of high
dimensional uncertain inputs, some SGP have been developed
in computer science field [8], [9] but not been applied for ad-
dressing power system applications. Specifically, a set of induc-
ing points Z={z1,...,z;} is introduced with function value
u= f(Z). Under the assumption that f and f, are conditionally
independent given inducing points u, the joint distribution p(-)
can be approximated by the inferred probability distribution

q(-):
p(E.£) ~ g(f.£.) = / (fwgElndu @

The model complexity is reduced to O(nl?) by using in-
ducing points, where the dimension of the inducing points is
[, a much smaller number as compared to n. This explains
theoretically SGP is much more scalable to larger-scale power
systems as compared to GP. The true posterior of GP is approx-
imated by minimizing the Kullback-Leibler (KL) divergence
KL[q(£, u)|[p(f, u[X)].

This letter advocates to embed the stochastic variational in-
ference into the probabilistic framework to further speed up
the inference. The stochastic variational inference is developed
based on the combination of variational inference and induc-
ing variables [9]. Formally, the variational posterior ¢(f,u)=
p(f|lu)g(u) becomes the following equation after marginalizing
u

4(fm,, S) = / p(flw)q(u) du 3)

in which ¢(u)=N(u|m,, S). The mean and variance are ob-
tained as

s :mq+PK}12sz(mq7mz) )
O'EZK—PT(Kzz—S)P

where P=K xz K ;Z; K xz and K 7z represent the cross
covariance matrix between inducing points and training points
and self-covariance matrix of the inducing points, respectively.
As shown in [10], minimizing the KL divergence between
variational posterior q and the true posterior p is equivalent to
maximizing the lower bound of the true log marginal likelihood
shown below:

N
L= Eyfm,s) logp(z:| f:)] = KL [g(w)|lp(w)]  (5)

i=1
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where E(-) is the expectation operator. Maximizing (5) yields
the estimated variational parameters (Z, m,, S). To enhance ro-
bustness with limited samples, r-fold cross-validation is utilized
for parameter estimation. Thanks to the significantly reduced
computational complexity, the proposed SGP allows us for
voltage risk assessment of large-scale power systems with high
dimension uncertain inputs.

IV. TEST RESULTS

The effectiveness of the proposed method is tested on the
miniWECC system using realistic data. The miniWECC system
is a reduced-order system of WECC system and it contains
243 buses, 146 generating units (including 109 synchronous
machines and 37 renewable generators), 329 transmission lines,
122 transformers, 7 switched shunts and 139 loads [11]. Note
that the miniWECC system is a reduced model for WECC by
aggregating nodes that are below certain voltage level. National
Renewable Energy Lab has developed an approach to map the
original WECC system historical data into this miniWECC
system. The “real” data for the miniWECC system refers to true
historical data mapped from the original WECC system. The
uncertain sources include all loads and renewable generators.
This paper specifically focuses on the voltage violation risk,
a concern for WECC during operations. A total number of 720
samples are obtained by security-constrained economic dispatch
at | h interval over a 30 d period. Various types of methods are
applied for comparisons, including sparse PCE (SPCE) [6] and
GP [5], Latin hypercube sampling (LHS), and quasi-MC [1].
The model error (eys) is evaluated using the mean absolute
percentage error (MAPE) index:

1 N
MAPE:N;

where y* and ¥ are the true and estimated voltage magnitudes,
respectively. For statistical estimates, MAPE over sample mean
and variance are used, denoted as e;, and e,2. The error indices
are computed based on all bus voltage magnitudes but only
the voltage magnitude at bus 2202 is illustrated due to the
lack of space. The benchmark is obtained using Monte Carlo
simulations with all historical data. All simulations are carried
out in MATLAB with 2.60 GHz Intel Core i7-6700HQ.

The PDF of voltage magnitude is obtained by kernel density
estimator (KDE). The degrees of PCE and SPCE are set to be
n=3 and 360 (50%) samples are used for model construction.
For SGP, linear trend is used for mean function and Matérn
kernel for covariance function. The parameters are estimated
via cross-validation. The training dataset consists of 288 (40%)
samples and 72 (10%) inducing points. For sampling methods,
enough samples are used to reach similar accuracy with SGP
and therefore the SGP’s computational advantage will be em-
phasized.

The benchmark shows a low voltage at bus 2202 and there
exists a case, where voltage magnitude is below 0.9, which may
cause severe issues in system operation. This is reflected in the
tail of PDF. From Fig. 2 and Table I, it can be observed that
the original PCE has the worst performance as it cannot handle
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Fig. 2. Comparison results of different methods in estimating the PDF of
voltage magnitude at bus 2202.

TABLE 1
COMPARISON RESULTS OF DIFFERENT METHODS ON MINIWECC SYSTEM

MAPE .
Method V) [ e (X10-2) [ o2 (%) CPU Time (s)

PCE 8.4 6.29 59.92 735.66
SPCE 2.6 2.01 16.26 39.73

GP 0.11 0.72 2.47 125.68
SGP 0.13 0.76 2.73 13.96
LHS 0.19 0.95 2.98 90.50
QMC 0.18 0.88 2.87 89.68

complicated correlations among uncertin inputs. SPCE achieves
better performance and lower computational cost than vanilla
PCE but has large errors at the peak and tail distributions. Note
that PCE and SPCE need accurate PDFs of uncertain inputs, a
difficult task in practice. By contrast, GP is able to approximate
the PDF with much better results, which demonstrates its ad-
vantages on accuracy. SGP has a similar performance but being
much more computationally efficient with the help of sparse
methods. SGP can also capture the tail distributions, which is
important for successfully predicting the extreme case, such as
voltage violations, i.e., voltage magnitude below 0.9 (around
0.87). Comparing the CPU times of two GP-based methods in
Table I indicates that traditional GP is not scalable to handle high
dimension uncertain inputs in the miniWECC system while SGP
is adequate for high-dimensional data by reducing 90% of CPU
time.

For sampling-based methods, LHS obtains acceptable accu-
racy with less samples as compared to the original MC and QMC
is based on low-discrepancy sequence, i.e., Sobol sequence in
this letter. It can be observed in Fig. 3 that QMC based on Sobol

sequence slightly outperforms LHS. As shown in Table I, the
efficiency of enhanced sampling methods is highly dependent
on the used number of samples. However, both sampling-based
methods can hardly catch extreme cases with small number of
samples, i.e., a large number of samples is needed that can be
very time consuming. In addition, the sampling-based methods
also need accurate PDFs of uncertain inputs and this can be very
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Fig.3. Comparison results with sampling-based methods in terms of the PDF
of voltage magnitude at bus 2202.

difficult if the number of historical data is small. By contrast,
SGP achieves the best performance in terms of percentage error
and computational efficiency as shown in Table L. It is worth
noting that SGP is the only method that accurately depicts the tail
of PDF, which is helpful for future risk analysis and preventive
control.

In summary, in terms of better accuracy, both GP and SGP
are data-driven approaches, and the probability distribution of
uncertain inputs is not required. Thus, the sampling errors from
the probability distribution of uncertain inputs are mitigated as
compared to model-based and PCE-based approaches. The GP
has issue of handling high dimensional uncertain inputs while
SGP addresses this via sparse technique, yielding better accu-
racy. In terms of computational efficiency, the sampling-based
methods need a large number of samplings from the proba-
bility distribution of uncertain inputs, and this leads to higher
computational demand as compared to GP-based approaches.
Theoretically, the computational complexity of the original GP
method has cubic computational complexity. With variational
inference and sparse techniques, the proposed method has linear
computational complexity. Thanks to this, the method is scal-
able to larger-scale power systems and has high computational
efficiency.

V. CONCLUSION

This letter shows several realistic challenges for power system
probabilistic analysis, including strong stochasticity of gen-
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eration patterns, complicated correlation relationships among
uncertain inputs and high dimensional uncertain inputs. It is
shown that many existing approaches perform well in standard
test systems but obtain significantly degraded performance using
actual data. This is mainly because some assumptions behind
these algorithms may not always hold for true in practice. To this
end, this letter develops a sparse GP for the probabilistic analysis
of miniWECC system. Test results on the miniWECC system
show that the proposed method can accurately capture the system
risk in the tails of PDFs while being highly computationally
efficient than other approaches. There can be other approaches
that can be used together with sparse GP available to further
reduce the computational burden at the cost of accuracy if the
size of system keeps growing, such as sparse kernel. We will
investigate this in our future work.
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