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ABSTRACT

We consider solving ill-posed imaging inverse problems
without access to an explicit image prior or ground-truth ex-
amples. An overarching challenge in inverse problems is that
there are many undesired images that fit to the observed mea-
surements, thus requiring image priors to constrain the space
of possible solutions to more plausible reconstructions. How-
ever, in many applications it is difficult or potentially impos-
sible to obtain ground-truth images to learn an image prior.
Thus, inaccurate priors are often used, which inevitably re-
sult in biased solutions. Rather than solving an inverse prob-
lem using priors that encode the explicit structure of any one
image, we propose to solve a set of inverse problems jointly
by incorporating prior constraints on the collective structure
of the underlying images. The key assumption of our work
is that the ground-truth images we aim to reconstruct share
common, low-dimensional structure. We show that such a set
of inverse problems can be solved simultaneously by learn-
ing a shared image generator with a low-dimensional latent
space. The parameters of the generator and latent embedding
are learned by maximizing a proxy for the Evidence Lower
Bound (ELBO). Once learned, the generator and latent em-
beddings can be combined to provide reconstructions for each
inverse problem. The framework we propose can handle gen-
eral forward model corruptions, and we show that measure-
ments derived from only a few ground-truth images (O(10))
are sufficient for image reconstruction without explicit priors.

Index Terms— Inverse problems, computational imag-
ing, prior models, generative networks, Bayesian inference

1. INTRODUCTION

In imaging inverse problems, the goal is to recover the
ground-truth image from corrupted measurements, where
the measurements and image are related via a forward model:
y = f(x) + n. Here, y are our measurements, = is the
ground-truth image, f is a known forward model, and 7 is
noise. Such problems are ubiquitous and include denois-
ing [1], super-resolution [2], compressed sensing [3, 4], and
phase retrieval [5]. These problems are often ill-posed: there
are many images that are consistent with the observed mea-
surements. Thus, traditionally structural assumptions on the
image are required to reduce the space of possible solutions.
We encode these structural assumptions in an image gener-
ation model (IGM), which could take the form of either an

implicit or explicit image prior.

In order to define an IGM it is necessary to have knowl-
edge of the structure of the underlying image distribution.
If ground-truth images are available, then an IGM can be
learned directly [6, 7]. However, this approach requires ac-
cess to an abundance of clean data and there are many scien-
tific applications (e.g., geophysical imaging and astronomical
imaging) where we do not have access to ground-truth im-
ages. Collecting ground-truth images in these domains can
be extremely invasive, time-consuming, expensive, or even
impossible. For instance, how should we define an IGM for
black hole imaging without having ever seen a direct image
of a black hole or knowing what one should look like? More-
over, classical approaches that utilize hand-crafted IGMs [8]
are prone to human bias [9].

In this work, we show how one can solve a set of ill-
posed image reconstruction tasks without access to an ex-
plicit image prior. The key insight of our work is that knowl-
edge of common structure across multiple problems is suffi-
cient regularization alone. In particular, we suppose we have
access to a collection of measurements {y(¥}~  which are
observed through a forward model 3 := f(z(®) 4 5.
An important assumption we make is that the ground-truth
images {2V}, are drawn from the same distribution (un-
known a priori) and share common, low-dimensional struc-
ture. This assumption is satisfied in a number of applications
where ground-truth images are not available. For instance,
although we might not know what a black hole looks like,
we might expect it to be similar in appearance over time.
Our main result is that one can exploit this common struc-
ture by jointly inferring 1) a single generator Gy and 2) N
low-dimensional latent distributions VOB such that the dis-
tribution induced by the push-forward of g, ;) through G ap-

proximates the posterior p(z|y*)) for each example i € [N].

2. APPROACH

In this work, we propose to solve a set of inverse problems
without access to an IGM by assuming that the set of ground-
truth images have common, low-dimensional structure. Other
works have considered solving linear inverse problems with-
out an IGM [10, 11], but assume that one has access to multi-
ple independent measurements of a single, static ground-truth
image, limiting their applicability to many real-world prob-
lems. In contrast, in our work we do not require multiple
measurements of the same ground-truth image.
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Fig. 1. We use a set of N measurements {y(V}¥, from N
different ground-truth images to infer {¢(*)}Y,, the param-
eters of the latent distributions, and 6, the parameters of the
generative network G. All inferred parameters are colored as
blue and the loss is given by Equation (4). Here, Gf P denotes
the push-forward of distribution P induced by G.

2.1. Motivation for ELBO as a model selection criterion

In order to accurately learn an IGM, we motivate the use of
the Evidence Lower Bound (ELBO) as a loss by showing that
it provides a good criterion for selecting a prior model. Sup-
pose we are given noisy measurements from a single image:
y = f(x) + 1. In order to reconstruct the image x, we tradi-
tionally first require an IGM G that captures the distribution x
was sampled from. A natural approach would be to find or se-
lect the model GG that maximizes the model posterior distribu-
tion p(G|y) x p(y|G)p(G). That is, conditioned on the noisy
measurements, find the model of highest likelihood. Unfor-
tunately computing p(y|G) is intractable, but we show that it
can be well approximated using the ELBO.

To motivate our discussion, consider estimating the con-
ditional posterior p(z|y, G) by learning the parameters ¢ of a
variational distribution g, (). Observe that the definition of
the KL-divergence followed by using Bayes’ theorem gives

Dxw(ag(2) || p(zly, G)) = log p(y|G)
— Eirgy (o [log p(y|z, G) +log p(z|G) — log gy ().
The ELBO of an IGM G given measurements y is defined by
— log gs()] (M

Rearranging the above equation and using the non-negativity
of the KL-divergence, we see that we can lower bound the
model posterior as

log p(Gly) > ELBO(G, q¢;y) + log p(G) — logp(y). (2)

Note that — log p(y) is independent of the parameters of inter-
est, ¢. If the variational distribution g, (z) is a good approx-
imation to the posterior p(z|y, G), Dkr, =~ 0 so maximizing
log p(G|y) with respect to G is approximately equivalent to
maximizing ELBO(G, g¢; y) + log p(G).

Each term in the ELBO objective encourages certain
properties of the IGM G. In particular, the first term,
Eyng,(2)[log p(y|z, G)], requires that G should lead to an
estimate that is consistent with our measurements y. The sec-

ond term, E, g, (2)[log p(z|G)], encourages images sampled
from g4 () to have high likelihood under our model G. The
final term is the entropy term, E, ., (»)[— log g4(7)], which
encourages a GG that leads to “fatter” minima that are less
sensitive to small changes in likely images  under G.

2.2. ELBOProxy

Some IGM are explicit (e.g., Gaussian image prior), which
allows for direct computation of log p(z|G). In this case, we
can optimize the ELBO defined in Equation (1) directly and
then perform model selection. However, an important class
of IGMs that we are interested in are those given by deep
generative networks. Such IGMs are not probabilistic in the
usual Bayesian interpretation of a prior, but instead implic-
itly enforce structure in the data. Moreover, terms such as
log p(z|G) can only be computed directly if we have an in-
jective map [12]. This architectural requirement limits the
expressivity of the network. Hence, we instead consider a
proxy of the ELBO that is especially helpful for deep genera-
tive networks. Suppose our image generation model is of the
form z = G(z) where G is a generative network and z is a
latent vector. Introducing a variational family for our latent
representations z ~ ¢4(z) and using log p(z|G) in place of
log p(z|G), we arrive at the following proxy of the ELBO:

ELBOProxy(G, 4s;y) 1= E.ng,(» [log p(y|G(2))
+logp(2|G) —loggs(2)].  (3)

When G is injective and g, (z) is the push-forward of G
through ¢4 (z), then this proxy is exactly the ELBO in Eq.
(1). While G’ may not necessarily be injective, we show em-
pirically that the ELBOProxy is a useful criterion for selecting
such models.

Toy example: To illustrate the use of the ELBOProxy as
a model selection criterion, we conduct the following exper-
iment that asks whether the ELBOProxy can identify the
best model from a given set of plausible IGMs. For this ex-
periment, we use the MNIST dataset [13] and consider two
inverse problems: denoising and phase retrieval. We train
a generative model G, on each class ¢ € {0,1,2,...,9}.
Hence, G, is learned to generate images from class ¢ via
Gc(z) where z ~ N(0, ). Then, given noisy measurements
Y. of a single image from class ¢, we ask whether the gen-
erative model GG, from the appropriate class would achieve
the best ELBOProxy. For denoising, our measurements are
Yo = x, + 1. where n, ~ /\/(0,021) and ¢ = v0.5. For
phase retrieval, y. = |F(z.)| + n. where F is the Fourier
transform and 7. ~ N(0,021) with ¢ = /0.05.

We construct 5 x 10 arrays for each problem, where in the
i-th row and j-th column, we compute the — ELBOProxy
obtained by using model G;_; to reconstruct images from
class i — 1. We calculate ELBOProxy(G¢, 44.;y.) by pa-
rameterizing g4, with a Normalizing Flow and optimizing
network weights ¢. to maximize (3). Results are shown in
Fig. 2. We note that all of the correct models are chosen
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Fig. 2. We consider two inverse problems: denoising and
phase retrieval. Left: the two leftmost columns correspond
to the ground truth image . and the noisy measurements ..
Center: in each row, we show the means of the distribution
induced by the push-forward of G; and each latent distribu-
tion z ~ gy, for j € {0,...,9}. Right: each row of the array
corresponds to the — ELBOProxy achieved by each model in
reconstructing the images. Here, lower is better. Boxes high-
lighted in green correspond to the best — ELBOProxy values
in each row. In all cases, the correct model was chosen.

in both denoising and phase retrieval. We also note some
interesting cases where the ELBOProxy values are similar
for certain cases, such as when recovering the 3 or 4 image
when denoising. For example, when denoising the 4 image,
both G4 and Gg achieve comparable ELBOProxy values. By
carefully inspecting the noisy image of the 4, one can see that
both models are reasonable given the structure of the noise.

2.3. Learning the IGM to solve inverse problems

As the previous section illustrates, the ELBOProxy provides
a good criterion for choosing an appropriate IGM from noisy
measurements. Here, we consider the task of learning the
IGM G directly from corrupted data. We consider the set-
ting where we have access to a collection of N measurements
y@ = f(2) +n@ fori € [N]. The key assumption we
make is that common, low-dimensional structure is shared
across the underlying images {z(V}¥ .

We propose to find a shared generator Gy with weights
0 along with latent distributions Q) that can be used to re-
construct the full posterior of each image z(*) from its cor-
responding noisy measurements y(*). This approach is illus-
trated in Fig. 1. Having the generator be shared across all
images helps capture their common collective structure. Each
corruption, however, could induce its own complicated im-
age posteriors. Hence, we assign each measurement (%) its
own latent distribution to capture the differences in their pos-
teriors. While the learned distribution may not necessarily be
the true image posterior (as we are optimizing a proxy of the
ELBO), it still captures a distribution of images that fit to the
observed measurements.

More explicitly, given a set of measurements {y(l) isls

we optimize the ELBOProxy from Equation (3) to jointly
infer a generator Gl and variational distributions {g) ¥,

mﬁ;gf Z ELBOProxy(Gy, qu;y™) + log p(Gy). (4)

The expectation in this objective is approximated via Monte
Carlo sampling. In terms of choices for log p(Gy), we can
add additional regularization to promote particular structures,
such as smoothness. Here, we consider having sparse neural
network weights as a form of implicit regularization and use
dropout during training to represent log p(Gy) [14].

Once a generator Gy and variational parameters {¢(} N |
have been learned we solve the i-th inverse problem by sim-
ply sampling (9 = Gy(2()) where 2(9) ~ - Producing
multiple samples for each inverse problem can help visualize
the range of uncertainty under the learned IGM Gy, while tak-
ing the average of these samples empirically provides clearer
estimates with better metrics in terms of PSNR or MSE. We
report PSNR outputs in our subsequent experiments.

3. EXPERIMENTAL RESULTS

We now consider solving a set of inverse problems via the
framework described in 2.3. For each of these experiments,
we use a multivariate Gaussian distribution to parameterize
each posterior distribution VPOR and we use a Deep Decoder
[15] with 6 layers of size 150, a latent size of 40, and a
dropout of 10~* as the IGM. Each multivariate Gaussian dis-
tribution is parameterized by a mean and covariance matrix
(D, LOLOT 4 eI}V | with e = 1073 is added to the
covariance matrix to help with stability of the optimization.

Denoising: We show results on denoising noisy images of a
single face from the PubFig [16] dataset in Fig. 3. The mea-
surements are defined by y = x + 7 where  ~ N(0,0%1)
with an SNR of ~15 dB. Our method is able to remove much
of the noise and recovers small scale features, even with only
95 examples. Our reconstructions also substantially outper-
form the baseline methods AmbientGAN [17], Deep Image
Prior (DIP) [18], and regularized maximum likelihood using
total variation (TV-RML), as shown in Fig. 3. Unlike DIP, our
method does not seem to overfit and does not require early
stopping. Our method also does not exhibit noisy artifacts
like those seen in AmbientGAN results.

Compressed sensing: We consider a compressed sensing
problem inspired by astronomical imaging of black holes
with the Event Horizon Telescope (EHT): suppose we are
given access to measurements of the formy = Az +n, n ~
N(0,0%T) where A € CP*™ is a low-rank compressed sens-
ing matrix arising from interferometric telescope measure-
ments. This problem is ill-posed and requires the use of
priors or regularizers to recover a reasonable image [9].
Moreover, it is impossible to acquire ground-truth images of
black holes, so any explicit prior defined a priori will exhibit
human bias. However, we can assume that although the black
hole evolves, it will not change drastically from day-to-day.
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Fig. 3. Denoising baseline comparisons. We compare to
AmbientGAN, DIP, and TV-RML with weight A and report
the average PSNR across all 95 reconstructions. We show
both early stopping and full training results using DIP. Our re-
sults exhibit higher PSNR than all other baselines while main-
taining distinct features of the ground-truth images.
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Fig. 4. Visualization of the intrinsic resolution of the
EHT compressed sensing measurements. The EHT mea-
sures sparse spatial frequencies of the image (i.e., components
of the image’s Fourier transform). In order to generate the
ground truth image (c), all frequencies in the entire domain of
(a) must be used. Restricting spatial frequencies to the ones
in (a) and (b)’s green circle generates the target (d). The EHT
samples a subset of this region, indicated by the sparse black
samples in (b). Naively recovering an image using only these
frequencies results in the dirty image (e), which is computed
by AHy. The 2D spatial Fourier frequency coverage repre-
sented with (u, v) positions is referred to as the UV coverage.

We show results on 60 frames from a video of a simulated
evolving black hole target [19, 20] with an SNR of ~32 dB
in Fig. 5. The reference “target image” is the ground-truth fil-
tered with a low-pass filter that represents the maximum reso-
lution intrinsic to the EHT array (visualized and explained in
Fig. 4). Our method is not only able to reconstruct the large
scale features of the ground-truth images without any aliasing
artifacts, but also achieves a level of super-resolution.

Non-Convex Phase Retrieval: Here we demonstrate our ap-
proach on solving non-convex phase retrieval. Our measure-
ments are described by y = |F(z)| + n where F(-) is a
complex-valued linear operator (either Fourier or undersam-
pled Gaussian measurements) and 1 ~ N (0, o21).

Fig. 6 shows results from a set of N = 150 measurement
examples of the MNIST 8’s class with an SNR of ~52 dB.
The true posterior is multi-modal due to the phase ambigu-
ity and non-convexity of the problem. Our reconstructions
have features similar to the digit 8, but contain artifacts in the
Fourier case. These artifacts are only present in the Fourier
case due to additional ambiguities (i.e., flipping and spatial-
shifts), which lead to a more complex posterior [21].

Fig. 5. Compressed sensing with a video of a black hole.
We demonstrate our method described in Section 2.3 using 60
images from an evolving black hole target. Here we show the
ground-truth, dirty (A, see Fig. 4), and mean reconstruc-
tion images, respectively. We also show the unwrapped space
x time image, which is taken along the overlaid white ring
illustrated in the T=1 ground-truth image. The bright-spot’s
temporal trajectory of our reconstruction matches that of the
ground-truth.
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Fig. 6. Phase retrieval with MNIST 8’s. We shown an ex-
ample of our method applied to the challenging non-convex
problems of Fourier and complex Gaussian phase retrieval.

4. CONCLUSION

In this work, we showcased how one can solve a set of in-
verse problems without an IGM by leveraging common struc-
ture present across the underlying ground-truth images. We
demonstrated that even with a small set of corrupted mea-
surements, one can jointly solve these inverse problems by di-
rectly learning an IGM that maximizes a proxy of the ELBO.
Overall, our work showcases the possibilities of solving in-
verse problems in a “prior-free” fashion, free from human
bias typical of ill-posed image reconstruction. We believe our
approach can aid automatic discovery of novel structure from
scientific measurements without access to clean data, leading
to potentially new avenues for scientific discovery.
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