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A B S T R A C T

The Telescope Array (TA) Cosmic Ray Observatory is the largest cosmic ray detector in the northern
hemisphere. TA was built to study ultra-high-energy cosmic rays (UHECRs), cosmic rays with energies above
1018 eV. TA is a hybrid detector, employing two distinct detection methods: a surface detector array and a
set of fluorescence telescopes. We will present a measurement of the cosmic ray energy spectrum for energies
above 1017.5 eV using only the fluorescence telescopes. A novel weather classification scheme using machine
learning was used to select data parts with good weather to ensure the quality of the fluorescence data. The data
from the Black Rock Mesa (BRM) and Long Ridge (LR) fluorescence telescope sites were analyzed separately in
monocular mode, with the calculated fluxes combined into a single spectrum. The 10-year monocular combined
cosmic ray energy spectrum is observed to be in excellent agreement with previous measurements from the
northern hemisphere. We present fits of the combined spectrum to a series of broken power law models.
The thrice-broken power law was observed to be the best fit considering the Poisson deviance per degrees
of freedom. The three breaks suggest an additional feature of the spectrum between the previously observed
Ankle feature at 1018.7 eV and the GZK suppression at 1019.8 eV.
1. Introduction

Ultra-high energy cosmic rays (UHECRs) are the highest energy
particles ever observed, with energies up to at least 50 Joules in a single
nucleus [1]. The origins of these particles remains undetermined to this
day. Whatever the origin of UHECRs, the distances over which UHECRs
can propagate through the universe is severely limited for UHECRs with
energies above about 57 EeV. This limiting of propagation distance
imposes a horizon beyond which we do not expect to be able to see
UHECRs above 57 EeV. This will lead to a drastic reduction in the
flux of UHECRs above a given energy. This expected reduction in flux
could also be caused by the maximum energy produced by sources of
UHECRs, an ambiguity that is difficult to remove. The reduction in
the allowed propagation distances can be either due to interactions
of the cosmic ray protons with the cosmic microwave background
radiation (CMBR), an effect known as the GZK Cutoff after the papers
by Greisen [2] and Zatsepin and Kuzmin [3] published shortly after
the discovery of the CMBR, or due to the photo-dissociation of heavier
nuclei on a similar length scale. The Telescope Array (TA) observatory
is the largest cosmic ray detector operating in the northern hemisphere
designed to detect UHECRs [4]. It was designed by combining fluo-
rescence detectors designed by the High Resolution Fly’s Eye (HiRes)
Experiment [5] with a surface detector array developed by the Akeno
Giant Air Shower Array (AGASA) [6]. One of TA’s predecessors, HiRes,
as the first cosmic ray observatory to confirm the existence of the
uppression of cosmic rays [7] at the highest level known as the
ZK suppression [2,3]. Follow-up measurements with the Pierre Auger
bservatory (Auger) [8] and the TA Surface Detector (SD) array [9]
lso observe a suppression in the cosmic ray flux at the highest energies.
he most recent measurement of the UHECR energy flux spectrum
y Auger [10,11] has observed a new feature in the spectrum, a
oftening of the spectrum at a factor of about three below the high
2

energy suppression. The Auger measurements also do not support the
interpretation of the high-energy break as being due to propagation of
protons [12], and so it may not be literally the GZK suppression. We
will refer to the GZK suppression as the high-energy suppression for
most of this paper.

TA has passed 11 years of operation. As a followup to the previous
TA FD monocular measurements with 3.5 years [13] and 7.5 years [14]
and the latest measurement made by the TA SDs [15], we present
a spectrum calculation using 10 years of reconstructed events from
the Black Rock (BR) and Long Ridge (LR) FD stations in monocular
mode. While the FDs operate with 11% duty cycle and thus have
fewer event statistics compared to the roughly 100% duty-cycle of the
SDs, the FDs observe the longitudinal development of the Extensive
Air Showers (EAS) and have a smaller hadronic model dependency
for event reconstruction. The only hadronic-model dependence is in
the missing energy correction, which will vary by about 1% of the
reconstructed energy; the SD reconstruction on the other hand could
vary by as much as 25% due to the different depths of shower maximum
predicted by different models. The FDs can thus produce a significant
contribution to spectrum measurements.

In this paper, we report the cosmic ray energy spectrum above
1017.5 eV. In Section 2, we describe the Telescope Array FDs. In Sec-
tion 3, we discuss the event reconstruction and quality cuts, and event
simulation methods. In Section 4, we discuss the Monte Carlo (MC)
simulation used to calculate the aperture and exposure of this data
sample. In Section 4.1, we introduce a new, machine-learning weather
classification method using the FDs. In Section 4.2, we discuss the
Data/MC comparison used to check the veracity of the aperture cal-
culation. In Sections 5–6 we display the spectrum results with 10 years
of exposure, and discuss the spectral features observed. In Section 7,
we combine the new TA FD measurement with the previous HiRes FD
spectrum measurement [7] which includes data from a very similar
measurement technique and with a similar sample size. We again com-
pare the combined spectrum measurement to models to find features
in the spectrum and we compare the result to other published cosmic

ray energy flux measurements.
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Fig. 1. Map of the Telescope Array Cosmic Ray Observatory. The Fluorescence Detector (FD) stations (blue triangles) are shown with a shaded 30-km field-of-view (FOV) overlooking
507 surface detector stations (dark gray circles), which comprise the surface detector array, and the Central Laser Facility (CLF) (red hexagon).
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2. Telescope array cosmic ray observatory

TA is located in Millard County, Utah (see Fig. 1) due to the loca-
ion’s dry, desert air and distance from major light pollution sources. TA
as three FD stations composed of a set of fluorescence telescopes view-
ng from 3◦ to 33◦ in elevation and 108◦ (BR and LR) or 120◦ (Middle
Drum station) in azimuth. The telescopes collect the fluorescence light
produced by nitrogen molecules as particles of the cascade, started by
the primary cosmic ray, traverse the atmosphere. These FDs remotely
sense the cosmic ray Extensive Air Shower (EAS). The telescopes are
comprised of a 16 × 16 grid of photomultiplier tubes (PMTs) and a
primary mirror. TA’s second detection method is an array of 507 surface
detectors (SDs) arranged in a square grid with 1.2-km spacing. The SD
array detects the footprint of the cosmic ray EAS on the ground.

2.1. FADC fluorescence detectors at the telescope array cosmic ray obser-
vatory

The BR and LR FD stations [16], and the EAS events they observe,
are the focus of this paper. BR and LR are identical stations located on
the southeast and southwest, respectively, edges of the surface array.
Both stations are comprised of 12 fluorescence telescopes that are
arranged in two stacked rows of six to cover 3◦ to 33◦ in elevation
and 108◦ in azimuth. Each fluorescence telescope is composed of a
segmented, spherical primary mirror which collects fluorescence light
from the atmosphere onto a 16 × 16 grid of hexagonal PMTs, the
camera, at the focal plane of the telescope. The BR and LR station use
3

t

flash analog-to-digital converters (FADCs) for digitization of the PMT
signals which feeds into the triggering readout of the FD signals [17].
he photometric calibration of the PMTs at the BR and LR stations was
erformed before installation by Calibration by RAYleigh Scattering
CRAYS) [18]. The relative photometric gains of the PMTs is monitored
ver time after installation by a small YAP scintillator (YAlO3:Ce scin-
illator with embedded 241Am 𝛼-source) placed on a few PMTs in each
amera [19].
These fluorescence detectors operate on clear, moonless nights.

hey observe the light profile produced by the excited nitrogen along
he EAS track in the atmosphere. Ultimately, these FDs observe the
alorimetric energy of the EAS, the energy deposited by the initial
osmic ray in the atmosphere.

. FD monocular cosmic ray event reconstruction

Events observed by a single FD are reconstructed in the following
ashion: the geometry of the EAS core relative to the FD station is
etermined, then the calorimetric energy of the EAS is determined
y reconstructing the charged particle profile along the core. Finally,
o account for EAS particle energy not deposited in the atmosphere,
n invisible energy correction is applied. The reconstruction methods
f fluorescence events are traced back to previous FD experiments,
iRes [20] and Fly’s Eye [21]. An independently developed implemen-
ation of fluorescence data analysis has also been used by TA [14], and
hose methods have validated the methods described here.
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3.1. Shower detector plane

The first step in geometry reconstruction is the determination of
the Shower Detector Plane (SDP), the plane containing the line of the
EAS core and the point of the FD station. The SDP is determined by
minimizing 𝜒2 in the following equation,

𝜒2 =
𝑁good
∑

𝑖=1
(𝑛̂ ⋅ 𝑣𝑖)2𝑁pe,𝑖, (1)

to determine the normal vector of the SDP, 𝑛̂, using the pointing
direction, 𝑣̂𝑖 of the triggered PMTs weighted by the PMT signal 𝑁pe,𝑖.
he PMTs to be included in this minimization are called ‘‘good’’ tubes,
o be differentiated from the ‘‘noise’’ tubes which are not part of the
vent. The collection of good PMTs is determined by a clustering
lgorithm and iteration [7,14].

.2. Geometry

The next step is to reconstruct the geometry of the EAS core within
he SDP using the timing of the triggered PMTs, 𝑡𝑖, and the PMT
ointing direction in the SDP plane, 𝛼𝑖, by 𝜒2-minimization using the
it-function

𝑖 = 𝑡0 +
𝑅𝑝
𝑐

tan
(𝜋 − 𝜓 − 𝛼𝑖

2

)

, (2)

ith the time offset, 𝑡0, the impact parameter 𝑅𝑝 and the EAS core
nclination angle, 𝜓 as free parameters. The geometric parameters are
llustrated in Fig. 2.

.3. Energy

Once the geometry is determined, we can account for the atmo-
pheric scattering and absorption of the photon flux that reaches the
Ds and produces a signal in the detector. Atmospheric scattering
s calculated assuming Rayleigh scattering from the atmosphere us-
ng atmospheric profiles calculated from the Global Data Assimilation
ystem (GDAS) database for the position TA every three hours [22].
tmospheric scattering also includes Mie scattering from aerosols using
vertical aerosol optical depth (VAOD) of 0.04 with scale height
f 1 km. The longitudinal light profile, adjusted for these scattering
ffects, is converted to a charged-particle profile using the experimen-
ally estimated atmospheric fluorescence yield [23] along with the
elative fluorescence spectrum as measured by the FLASH collabora-
ion [24,25]. This charged-particle profile, 𝑁ch(𝑋), is parameterized as
function of slant depth, 𝑋, using the Gaisser–Hillas function [26],

ch(𝑋) = 𝑁max

(

𝑋 −𝑋0
𝑋max −𝑋0

)

𝑋max−𝑋0
𝛬

exp
(

𝑋max −𝑋
𝛬

)

. (3)

The parameters of the Gaisser–Hillas function are: 𝑁max, the number
of shower particles at maximum development; 𝑋max, the slant depth of
maximum development; 𝑋0, the approximate start of the shower; and
𝛬, the decay parameter of the shower. The charged particle profile is
used to determine the energy deposited in the atmosphere using the
mean ionization energy of the electrons in the EAS [27]. Summing
the energy deposited over the entire longitudinal development of the
EAS, the energy deposited in the atmosphere by the EAS, gives the
calorimetric energy of the primary cosmic ray,

𝐸cal = ∫

∞

𝑋0

𝑑𝐸dep(𝑋)
𝑑𝑋

𝑑𝑋. (4)

The muons and neutrinos produced in the EAS are more likely to
continue away from the EAS and do not interact with the atmosphere.
Therefore this energy that is not deposited needs to be accounted for.
To account for this, an invisible energy correction function is applied
4

Fig. 2. The geometric parameters used in time fitting. 𝜓 is the angle between the
hower axis and the direction from the shower impact to the FD. 𝛼𝑖 is the angle viewed
y a PMT in the shower detector plane up from the ground. 𝑅𝑃 is the distance of closest
pproach of the shower axis to the FD. [32].

o determine the initial energy of the cosmic ray before its interaction
ith the atmosphere.
𝐸cal
𝐸0

= −0.5717 + 0.1416 log10(𝐸cal∕eV) − 0.003328 log10(𝐸cal∕eV)2. (5)

This invisible energy correction is created from simulations of protonic
cosmic rays in the atmosphere and tracking the particles such as
the muons and neutrinos produced in the EAS using the composition
fraction of iron and proton from HiRes-MIA [28] and HiRes [29]. There
are methods to estimate the invisible energy directly from data [30]
and we have verified the consistency of our invisible energy correction
using a similar method [31].

3.4. 𝑅𝑋max

We introduce a new parameter in this analysis, 𝑅𝑋max . 𝑅𝑋max is
the distance from the FD station to the position of 𝑋max along the
shower core as shown in Fig. 3. 𝑅𝑋max is introduced as another distance
parameter to understand the FDs sensitivity to the brightest part of
the EAS. While 𝑅𝑝, the impact parameter, from Eq. (2), is the closest
istance from the EAS core to the FD station, it does not necessarily
orrespond to the portion of the shower to which the FDs are sensitive.
𝑋max is calculated using the reconstructed 𝑋max which represents a
hysical property of the EAS as it describes the maximum development
f the shower in Eq. (3).
We calculate 𝑅𝑋max by determining the height, ℎ, where 𝑋max

ccurs,

(𝑋max, 𝜃zen, ℎ0) = 𝑋−1(𝑋top −𝑋max cos(𝜃zen)) − ℎ0, (6)

where

𝑋top = 1033.22 g∕cm2, (7)

and 𝑋−1 is the inverse function of slant depth to height calculated
numerically using the density of the atmosphere from the US Standard
Atmosphere 1976 [33]. ℎ0 is the height (elevation) at ground level.
Then using the reconstructed parameters of the shower axis, we can
determine the projection on the ground of 𝑋 relative to the FD
max
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Table 1
BR and LR monocular event geometry-reconstruction quality cuts with parameters for
events that are kept. In this table, 𝑁Good PMT refers to the number of PMTs determined
o be participating in the event, while 𝑁PMTs refers to all triggered PMTs. The track
ength 𝛥𝜃 refers to the angular span of the directions of the PMTs along the SDP. The
seudo-distance is the average angular speed of the event, 𝛥𝜃∕𝛥𝑡 divided by 𝑐. The
DP angle is the angle between the SDP and vertical as projected on the camera. The
rack length cut is applied separately for events which only exist in the lower tier of
ameras, ‘‘Ring 1’’, as opposed to those which appear in both tiers or only in the upper
ier, ‘‘2-Ring’’ events. Crossing Time refers to when the fit value 𝑡0 occurs within the
rigger time-frame and removes accidental triggers.
Event geometry reconstruction cuts.

Good PMT Fraction 𝑁Good PMT∕𝑁PMTs ≥ 3.5%
Number Good PMTs 𝑁Good PMT ≥ 6
NPE per Degree 𝑁pe∕𝛥𝜃 > 25 NPE/deg.
Pseudo-distance (angular speed of EAS) 𝑟𝑝 > 1.5 km
SDP Angle ≤ 80◦
𝑅𝑝 𝑅𝑝 ≥ 0.5 km
𝜓 𝜓 < 130◦

𝜓 fit uncertainty 𝜎𝜓 < 36◦

Successful Timing Fit
Timing Fit 𝜒2∕n.d.f. < 10
Track Length in Ring 1 𝛥𝜃Ring 1 > 7◦
Track Length 2-Ring 𝛥𝜃Ring 2 > 10◦
Zenith Angle 𝜃zen < 70◦

Crossing Time 𝑡0 < 25.6 μs
Time Duration 𝛥𝑡 > 6 μs (for 𝑅𝑝 < 5 km)

Fig. 3. The 𝑅𝑋max
parameter vs shower impact parameter, 𝑅𝑝, for a fluorescent event

ith the shower development overlaid on top of the shower core.

tation to then ultimately determine 𝑅𝑋max . The atmospheric model
sed to calculate 𝑅𝑋max is different than the GDAS model used in the
alculating the attenuation of the fluorescence signal, however, this has
nly a limited impact on the accuracy of the 𝑅𝑋max vector, typically of
rder 10 m on a vector of magnitude 20 km.

.5. Reconstruction quality cuts

We apply quality cuts to the reconstructed data set to remove poorly
econstructed events and events with hard to reproduce properties. The
uality cuts fall into two categories: Geometry (Table 1) and Profile
Table 2). These quality cuts are applied to the Monte-Carlo-simulated
osmic-ray events used in the later stages of this analysis as well.

. Aperture and exposure calculations

We use Monte Carlo (MC) simulations to determine the detection
perture of the FDs. The details of this calculation are identical to the
C calculation presented in Ref. [13]; we reiterate some of the details
ere. MC events are produced by choosing random event geometries
5

Table 2
BR and LR monocular event profile reconstruction quality cuts with parameters
for events that are kept. All depths are slant-depths in the atmosphere which are
determined from the pointing directions of the PMTs combined with the geometry
of the shower axis determined in the time fitting.
Event profile reconstruction cuts

Successful Profile Fit
First Depth Observed 150 g∕cm2 ≤ 𝑋1 ≤ 1200 g∕cm2

Observed Depth Extent 𝛥𝑋 ≥ 150 g∕cm2

𝑋max Bracketing 𝑋max is contained within the field-of-view

and EAS parameters, throwing them over a simulated array, simulating
fluorescence light production along the EAS, accounting for light prop-
agation and atmospheric effects between production and the detectors,
and finally simulating the response of the detectors to the light from
EAS. The EAS parameters are chosen at random from a library of
CORSIKA [34]-generated UHECR longitudinal profiles. This process of
generating events allows us to determine the detection aperture given
the number of accepted events divided by the number of thrown events
within a defined simulation volume. We define the MC-simulation
volume as a ground area of a 1◦ spherical polar cap around the central
laser facility (CLF) (a circle of radius of ∼ 111 km) with arrival direc-
ions of all azimuthal angles and zenith angles up to 80◦. This comes
o a geometric aperture 𝐴0𝛺0 = 1.18348 × 1011 m2 sr. We produced
number of reconstructed MC events roughly five times the number
f observed events to make the statistical effects of the MC sample
egligible. We selected MC event energies between 1016.5 and 1021.5 eV
ccording to the previously observed spectrum presented by TA at
he ICRC 2015 [35] and composition according to that measured by
iRes-Mia [28] and HiRes [29]. By simulating the flux according to a
reviously measured spectrum, our MC minimizes the systematic effect
f bin-to-bin migration of events due to reconstruction. Remaining bin-
o-bin migration effects are accounted for in the acceptance calculation
here the numerator is binned by reconstructed energy while the
enominator is binned by thrown energy [7,13,14]. For each event the
esponse of both BR and LR FD stations is simulated to account for the
verlap of the field-of-view of the two stations. This simulation of both
etectors for all events allows an estimation of the separate monocular
xposures of BR and LR and the tandem-stereo exposure for events that
rigger both detectors. The process of combining the three components
ill result in a combined exposure (and later to a combined spectrum).
The monocular-combined exposure using the aperture, 𝐴𝛺, and

ive-time, 𝑇 , of BR, LR, and the tandem-stereo intersection is calculated
s

(𝐸)BR∪LR = 𝐴𝛺(𝐸𝑖)BR 𝑇BR + 𝐴𝛺(𝐸𝑖)LR 𝑇LR − 𝐴𝛺(𝐸𝑖)BR∩LR 𝑇BR∩LR. (8)

he intersecting region (BR∩LR) of tandem-stereo events is removed so
s to not double count events. The exposures, shown in Fig. 4, were
it to smooth out statistical fluctuations at higher energies using the
unction,

og10 𝜉(𝐸) = 𝑝1

(

1 − exp
[

−
log10(𝐸∕eV) − 𝑝2

𝑝3

])

. (9)

For fits to the BR, LR and the monocular-combined apertures, the lower
energy bound in the fit is log10(𝐸∕eV) = 17.6, while for the tandem-
stereo aperture, the lower energy bound is log10(𝐸∕eV) = 18.5. The
exposure fit results are listed in Table 3.

At energies below the bounds of the fits, the bin-by-bin calculation
of the exposure is used with interpolation from the center of the
bins. The MC has a much greater number of events at these lower
energies which allows for an exposure calculation with small statistical
fluctuations. The full exposures are shown in Fig. 5.

4.1. Machine learning weather classification

A new weather classification method was introduced with this
analysis to determine which FD data parts had good weather and thus
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Fig. 4. Monocular exposure fits.
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Fig. 5. BR, LR, stereo, and the monocular-combined exposures. The exposure combines
the calculated exposure at low energies with the fit exposure given by parameters listed
in Table 3.

will be used in this analysis. An FD data part refers to a contiguous
period of data collection by one of the FDs with trigger parameters set
to gather data from EASs. These data collection periods are interspersed
with calibration data collection periods. The FD data parts collect a
predetermined number of triggers in the range 3,000–12,000. The FD
data parts have a typical duration of up to an hour. An FD data part
is the finest level at which we can select data based on good or bad
weather conditions.

In bad weather, when there are clouds within the field-of-view, the
light profile or light track can be distorted, resulting in poor geometry
and energy reconstruction of events. In previous TA analyses weather
classification relied on hourly visual observations of the night sky
taken by the operators at the Middle Drum (MD) FD station. These
observations are somewhat subjective and rely on the weather at MD
being not too different from that at the BR and LR stations 30 km away.

We designed a new, objective method using machine learning that
can be performed independently at both the BR and LR stations. We
built upon a method used for BR and LR data to take the minute-
average pedestal of each PMTs FADC traces and using the nominal
pointing direction of the PMT to create a false-color image of the
night sky every minute. This method relies on the DC-coupled PMT
arrangement at BR and LR. Since there is a PMT pedestal value for
each minute of operation of both BR and LR FD stations, we created an
animation of the field-of-view (FOV) for each FD data part. To enhance
the features of these animations, we took the frame-to-frame differences
to highlight moving objects and then logarithmically normalized these
differenced frames. Within these animations, one can see stars move
across the FOV in clear weather, and the edges of clouds move across
the FOV in cloudy weather.

To classify each FD data part for both BR and LR, a recurrent con-
volution neural network (RCNN) was designed and trained to classify
6

each FD data part as either clear, cloudy, or noisy. A noisy FD data
Table 3
Monocular exposure fit parameters.

𝑝1 𝑝2 𝑝3 𝜒2/ndf

BR 16.65 ± 0.03 16.40 ± 0.09 0.58 ± 0.04 10.64/23
LR 16.58 ± 0.03 16.31 ± 0.10 0.61 ± 0.04 13.64/22
BR∩LR 16.03 ± 0.05 17.57 ± 0.28 0.32 ± 0.29 3.91/12
BR∪LR 16.82 ± 0.02 16.39 ± 0.09 0.56 ± 0.03 9.83/23

Table 4
RCNN structure. The input layer is 𝑡max frames from the 2 × 6 cameras each with
16 × 16 pixels. The time-distributed convolution layers do convolutions on each
frame separately.
Input layer 96 × 32 × 𝑡max pixels

1st time-distributed convolution layer 8 4 × 4 conv. filters
2nd time-distributed convolution layer 8 4 × 4 conv. filters
1st long short term memory (LSTM) layer 48 nodes
2nd LSTM layer 6 nodes
Output layer 3 nodes

part was a data part where the animation showed noisy pixels and
nothing could be distinguished within the FOV. Noisy data parts can be
caused by lightning or an external light source overloading the detector
electronics or a period where the detectors were not operating properly.

An RCNN was chosen as the recurrent layers train on the temporal
information and the convolution layers train on the spatial information.
The structure of the RCNN is given in Table 4. It consists of two
time-distributed convolution layers, followed by two long short-term
memory (LSTM) layers [36], finally resulting in three output nodes. The
convolution layers identify stars (points) and cloud edges (lines). The
LSTM layers track the features found in the convolution layer through
the time sequence. The three outputs are clear, cloudy, and noisy.

To train the RCNN, 20% of BR and LR animations were selected,
uniformly randomly sampled in time. These animations were classified
by eye as clear, cloudy or noisy. In order to feed all the animations
for training as three-dimensional arrays, each array was zero-padded
with empty frames. This resulted in each animation being 𝑡max frames
long. There are separate 𝑡max values for BR and for LR sites because
f differences in running conditions. The RCNN was trained with two-
hirds of these samples, and then validated with the remaining third.
he training and validation were done separately for the two sites.
here will be differences in the BR RCNN and the LR RCNN because
he motion of stars will be rising in the LR animations, while falling in
he BR animations. We achieved greater than 90% accuracy with this
CNN for both BR and LR. The training information with the RCNN for
R and LR is displayed in Table 5. The confusion matrix resulting from
he validation stage at both BR and LR is shown in Table 6.
We then classified all of the FD data parts for BR and LR with their

trained RCNN. We mapped the weather classification of the FD data
part to all events contained within that data part. The results of this
weather classification on all FD data parts and events for BR and LR
are displayed in Table 7. Detailed plots of accuracy and loss plots vs.
raining epoch may be found in [32].
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Table 5
BR and LR RCNN weather classification results.
Station 𝑡max Training Optimizer Computation Validation Validation

epochs time accuracy cross entropy

BR 216 50 Adagrad 2:16:11 h 90.93% 0.29
LR 131 50 Adagrad 0:36:57 h 94.31% 0.19

Table 6
BR and LR RCNN classification confusion matrices from the validation
stage. In both matrices, the RCNN classification is on the columns while
the ‘‘true’’ classification (by-eye) is on the rows. It is worth noting that
the true noisy classification is less than 0.1% of all animations.
BR Clear Cloudy Noisy

Clear 0.90 0.10 0.00
Cloudy 0.06 0.94 0.01
Noisy 0.13 0.27 0.60

LR Clear Cloudy Noisy

Clear 0.95 0.05 0.00
Cloudy 0.07 0.93 0.00
Noisy 0.25 0.75 0.00

Table 7
BR and LR weather classes for each FD data part and mapped to each reconstructed
event. ‘‘Missing’’ refers to data parts where the RCNN could not be run due to very
short extent or missing calibration information.
BR Clear Cloudy Noisy Missing

FD Data Parts 11,199 7,113 141 243
(59.9%) (38.0%) (0.8%) (1.3%)

FD Events 15,636 9,346 24 10
(62.5%) (37.4%) (0.0%) (0.1%)

LR Clear Cloudy Noisy Missing

FD Data Parts 10,753 4,750 22 201
(68.4%) (30.2%) (0.1%) (1.3%)

FD Events 18,150 7,320 5 8
(71.2%) (28.7%) (0.0%) (0.0%)

From this weather classification method 70% of BR data parts and
0% of LR data parts were clear and could be used for further analysis.
nly the events contained within the clear data parts contributed to the
vent distribution used for the spectrum calculation, and the duration
f the clear data parts, accounting also for electronics dead-time, was
sed as the live-time in the exposure calculation.
The level of consistency of the new RCNN weather classification

ith the older method is shown in the correlation matrices given in
able 8 for BR/LR data parts which directly overlap with MD weather
bservations. The old method consists of observations made by the MD
perators, a visual inspection of the clarity of the atmosphere. This
bservation is stored as a code which tells absence or presence of clouds
n different parts of the sky. A 0 or 1 is given for the low part of the
ky (from the horizon up to 30◦) in each of the four quarters; 0 being
lear, 1 being cloudy. For the portion of the sky overhead (within 60◦
f zenith), a score of 0–4 is given, with 0 being completely clear, 1
eing up to a quarter covered by clouds, 2 being up to half covered,
being up to three quarters covered, and 4 being completely covered
above three quarters). Previous analyses have condensed these codes
nto ‘‘Excellent’’ weather where all five values are 0, i.e., completely
lear, and ‘‘Good’’ weather, where the sum of all the scores is 2 or less,
.g., clouds in one quarter and < 25% coverage overhead. Observations
re made at least once every hour, and these observations are then
orrelated with the BR and LR data parts. The BR and LR data parts are
hen classified as ‘‘Excellent’’ and ‘‘Good’’ (‘‘Good’’ parts include all the
‘Excellent’’ parts). The set of parts complementary to ‘‘Excellent’’ and
o ‘‘Good’’ we will call ‘‘Not Excellent’’ and ‘‘Not Good’’. We can thus
orm a correlation matrix of the RCNN weather classification against
he operator observation categories. These correlations are displayed
n Table 8. We can thus see that the RCNN weather classification of
7

Table 8
Correlation matrix for the output of the RCNN weather determination vs. the MD
weather Excellent and Good. Only BR/LR data parts which overlap with a weather
observation are included.
BR Excellent Not Excellent Good Not Good

Clear 3874 2317 5165 1026
Cloudy 307 3211 649 2869
Noisy 0 4 1 3

LR Excellent Not Excellent Good Not Good

Clear 3406 2477 4615 1268
Cloudy 79 2087 232 1934
Noisy 1 4 1 4

‘‘Cloudy’’ only corresponds to ‘‘Excellent’’ weather in the BR data in
307 out of 4181 data parts, or 7.3% of cases. The correlations listed
in Table 8 are not a confusion matrix for the RCNN model and do not
indicate the quality of the model. Rather the correlations show how
the previous method of selecting good weather worked reasonably well,
and also how it fell short. The correlations indicate that we may have
been including about 10% of data that was actually bad-weather data,
but not including 20%–40% of data that was actually good-weather
data.

As the rates of misidentification may vary with the typical weather,
the rate of misidentifying ‘‘Excellent’’ weather with the RCNN ‘‘Cloudy’’
determination given by month of the year is shown in Fig. 6.

We have found a 10% difference in clear FD data parts between BR
and LR. The previous method had assumed they were the same. This is
now shown not to be the case.

The new weather classification method is objective compared to the
previous method, can be performed independently for BR and LR, and
allows better timing resolution for the weather progression through the
night.

4.2. Data/MC comparisons

To verify the aperture calculation, we show that the geometry
distribution of the reconstructed MC and the observed events match
each other well. To do this, we show Data/MC comparison plots of
the binned, reconstructed MC events (renormalized to the size of the
data, for direct comparison) and observed events for the BR and LR for
the new parameter 𝑅𝑋max , 𝜓 , and 𝜃SDP. Evidence of a good Data/MC
comparison, is that the MC and observed event distributions should
match each other well. As further evidence of good comparisons, we
show the Data/MC ratio for each bin of the observed and MC (hence
Data/MC) and fit with a polynomial. Good Data/MC agreement in the
ratio will have a linear fit with a slope of zero within uncertainty.

The Data/MC comparison for 𝑅𝑋max is shown in Fig. 7, demon-
strating that the MC is placing events at appropriate distances from
the detector. This comparison using 𝑅𝑋max gives more confidence in
the accuracy of the response of the MC simulation of the location
of showers than would the similar comparison of 𝑅𝑃 . The Data/MC
comparison for 𝜓 is shown in Fig. 8, and for 𝜃SDP in Fig. 9, both
showing that the MC represents the appropriate angular distributions
of observed events. We do see a curvature in the Data/MC ratio for
𝜃SDP. This is the result of the pointing resolution of the telescopes not
being modeled precisely in the MC. We have treated this discrepancy
as an added systematic uncertainty in the aperture calculation. The
maximum of the Data/MC ratio parabolic fit is 1.11 ± 0.05 for BR and
1.12 ± 0.04 for LR. This is in the center of the distribution for vertical
SDPs. There is a corresponding deficit of a similar size towards tipped
SDPs. We therefore take an 11% systematic error on the flux due to this
uncertainty.

In addition to showing the agreement between data distributions
and MC generated distributions, we show in Fig. 10 that the energy
reconstruction has a resolution of 10%–11% (from the fit width) with
a bias (from the distribution means) of less than a 1%, except for the

highest energy range where the bias may be as big as 2.6%.
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Fig. 6. BR and LR rates of Cloudy weather determination when the MD determination was Excellent weather, broken down by month-of-the-year.

Fig. 7. BR and LR 𝑅𝑋max
Data/MC comparison.

Fig. 8. BR and LR 𝜓 Data/MC comparison.

Fig. 9. BR and LR SDP Angle Data/MC comparison.
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Fig. 10. BR and LR energy resolution obtained in the MC calculation. A histogram of the logarithm of the ratio of reconstructed to thrown energies is shown for each site in four
energy ranges. The histograms are fit to normal distributions over the whole range of ratios shown. The mean and the RMS of each histogram is displayed for each site, as well as
the mean (Mu) and width (Sigma) of the fit normal distributions. The logarithm of the ratio is chosen so that the RMS and width values can be easily interpreted as percentages.
5. Monocular BR and LR combined energy spectrum

The observed events for both the BR and LR FD stations in monocu-
lar mode are combined to increase the statistics for a spectrum calcula-
tion. These events were collected with BR and LR station 2008/04/01–
2017/11/28, just under 10 years. To account for the region of overlap
in events observed by both stations, the event distributions for BR, LR,
and events observed by both stations, stereo, were combined as

𝑁(𝐸𝑖)BR∪LR = 𝑁(𝐸𝑖)BR +𝑁(𝐸𝑖)LR −𝑁(𝐸𝑖)BR∩LR (10)

so as to not double-count events. Tandem stereo events were counted
as events seen by both BR and LR stations with a 100-μs time-matching
indow. The tandem stereo event energy was determined by taking the
eometric mean of the two station observations of the event,

Stereo = 𝐸BR ∩ LR =
√

𝐸BR × 𝐸LR. (11)

he TA monocular individual, stereo, and combined event distributions
re displayed in Fig. 11.
With the combined event distribution, 𝑁(𝐸𝑖)Combined, the bin size,

𝐸𝑖, and combined exposure, 𝜉(𝐸𝑖)Combined, the monocular combined
pectrum is calculated as

(𝐸𝑖)BR∪LR =
𝑁(𝐸𝑖)BR∪LR
𝛥𝐸𝑖 𝜉(𝐸𝑖)BR∪LR

(12)

The separate monocular spectra (multiplied by 𝐸3 to enhance the
spectral features) for BR, LR, and stereo, are shown in Fig. 12. The
ankle feature is apparent in all three spectra. The LR spectrum is offset
above the BR spectrum, but the spectra are parallel as a function of
energy, agreeing on the position of the ankle feature and on the spectral
slopes from log10(𝐸∕eV) = 17.5 to log10(𝐸∕eV) = 19.3 above which
the statistics are low. Although BR and LR are identical stations, there
are environmental factors that are different between the stations. The
weather classification using machine learning showed a 10% difference
in the number of clear weather data parts. BR and LR are separated
9

by 35 km, and LR is 150 m higher in altitude. As seen with weather
classification, the assumption that conditions at the two stations are
identical may not hold. Given that the spectra are parallel to each
other, it is suggestive that factors in the exposure could be investigated
and improved. However, the monocular combined spectrum, by its
construction, averages the BR and LR event distributions and exposures,
giving a better representation of the true spectrum than the individual
spectra.

By combining the measurements of both stations, the event statistics
will improve, especially at the higher energies where events are rare.
The monocular combined spectrum was calculated using Eq. (12) and
is shown in Fig. 13. The monocular combined spectrum compares well
with the other individual spectra as they visually follow the same form
and match breakpoints. The BR and LR spectra can be brought into an
agreement by shifting BR up 5% and LR down 5%, thus we estimate
the monocular combined spectra has a 5% systematic uncertainty from
the BR and LR offset.

The primary source of systematic uncertainty in the flux calculation
comes from uncertainty in the energy scale. Details of the sources
of systematic uncertainties in this measurement are the same as in
Ref. [13], but we will repeat the dominant sources of uncertainty
here. High-energy interaction models were used to calculate the specific
fluorescence yield and the invisible energy correction on an event by
event basis, resulting in a 11% modeling uncertainty on energy scale.
The absolute photometric calibration of the PMTs provides an addi-
tional 11% uncertainty. The modeling of light attenuation by aerosols
in the atmosphere provides a 10% uncertainty in energy scale. The
total energy scale uncertainty from all sources added in quadrature is
21%. Given the power-law nature of the spectrum, the energy scale
uncertainty contributes 35% uncertainty in the flux. To this uncertainty
we add, in quadrature, the 10% uncertainty in aperture from the
SDP angle measurement, and the 5% uncertainty from disagreement
between BR and LR separate flux measurements mentioned above. The
total systematic uncertainty by combining uncertainties in quadrature

is 37% for the monocular combined spectrum (see Table 9).



Astroparticle Physics 151 (2023) 102864R.U. Abbasi et al.

w
s
c
T

Fig. 11. BR, LR, Stereo, and Combined event distributions.
Fig. 12. BR, LR, and BR∪LR 𝐽 × 𝐸3.
Fig. 13. The monocular combined 𝐽 (𝐸) × 𝐸3.
The monocular combined spectrum measurement compares well
ith other previous spectrum measurements. The monocular combined
pectrum measurement agrees within statistical uncertainty with the TA
ombined ICRC 2019 spectrum, which used the TA SD array and the
10

ALE fluorescence detectors. The monocular combined spectrum result
also agrees within the statistical uncertainty with the HiRes Experiment

monocular FD spectra. These spectra match well with form and breaks
(see Fig. 14).
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Table 9
Mono combined spectrum measurements by each bin for bin centers with log10(𝐸∕eV) ≥ 17.5. Each bin has a size of 0.1 in log10(𝐸∕eV). The
event counts for the BR, LR, stereo, and the mono combined are listed. The measured spectrum, 𝐽 (𝐸), is listed with the lower and upper 68%
confidence range limits with units of [eV−1 m−2 sr−1 s−1].
Bin Center 𝑁BR 𝑁LR 𝑁BR∩LR 𝑁BR∪LR 𝜉(𝐸)BR∪LR 𝐽 (𝐸)BR∪LR 𝜎statJ lower 𝜎statJ upper

17.55 825 1208 0 2033 3.68e+14 6.75e−29 1.50e−30 1.50e−30
17.65 1585 1969 0 3554 1.11e+15 3.10e−29 5.20e−31 5.20e−31
17.75 1969 2269 0 4238 2.17e+15 1.50e−29 2.31e−31 2.31e−31
17.85 1949 2408 0 4357 3.81e+15 7.00e−30 1.06e−31 1.06e−31
17.95 1922 2135 0 4057 6.08e+15 3.24e−30 5.09e−32 5.09e−32
18.05 1665 1904 4 3565 8.99e+15 1.53e−30 2.56e−32 2.56e−32
18.15 1407 1459 10 2856 1.25e+16 7.02e−31 1.31e−32 1.31e−32
18.25 1065 1123 26 2162 1.64e+16 3.21e−31 6.91e−33 6.91e−33
18.35 876 875 37 1714 2.06e+16 1.61e−31 3.89e−33 3.89e−33
18.45 627 652 49 1230 2.49e+16 7.58e−32 2.16e−33 2.16e−33
18.55 424 451 61 814 2.93e+16 3.40e−32 1.19e−33 1.19e−33
18.65 268 350 57 561 3.34e+16 1.63e−32 6.87e−34 6.87e−34
18.75 221 208 54 375 3.74e+16 7.73e−33 3.99e−34 3.99e−34
18.85 158 160 46 272 4.10e+16 4.06e−33 2.46e−34 2.46e−34
18.95 124 117 36 205 4.44e+16 2.25e−33 1.57e−34 1.57e−34
19.05 90 95 26 159 4.74e+16 1.30e−33 1.03e−34 1.03e−34
19.15 67 71 20 118 5.00e+16 7.24e−34 6.66e−35 6.66e−35
19.25 46 51 14 83 5.23e+16 3.86e−34 4.24e−35 4.24e−35
19.35 30 27 8 49 5.44e+16 1.74e−34 2.49e−35 2.49e−35
19.45 19 29 5 43 5.61e+16 1.18e−34 1.80e−35 1.80e−35
19.55 12 11 2 21 5.77e+16 4.45e−35 9.97e−36 1.12e−35
19.65 7 7 4 10 5.89e+16 1.65e−35 5.30e−36 6.27e−36
19.75 5 8 3 10 6.01e+16 1.28e−35 4.13e−36 4.89e−36
19.85 5 3 1 7 6.10e+16 7.02e−36 2.75e−36 3.32e−36
19.95 0 0 0 0 6.18e+16 0.00e+00 0.00e+00 1.02e−36
20.05 0 1 0 1 6.25e+16 6.18e−37 3.90e−37 1.09e−36
20.15 0 0 0 0 6.30e+16 0.00e+00 0.00e+00 6.28e−37
20.25 0 0 0 0 6.35e+16 0.00e+00 0.00e+00 4.95e−37
20.35 0 0 0 0 6.39e+16 0.00e+00 0.00e+00 3.91e−37
20.45 0 0 0 0 6.43e+16 0.00e+00 0.00e+00 3.09e−37
6. Spectral features and observation of the high-energy suppres-
sion with the monocular BR and LR combined spectrum

6.1. Spectral features above log10(𝐸∕eV) ≥ 17.5

The cosmic ray spectrum has been observed to roughly follow a
roken power law. Different populations of cosmic rays, acceleration
echanisms in the universe, and propagation effects create features in
he cosmic ray energy spectrum. These features are brought out by fit-
ing the spectrum with broken power law functions. We fit the spectrum
ith a series of once, twice, and thrice broken power laws where 𝐴 is
normalization constant, 𝐸𝑖 represents the location of breakpoints in

og10(𝐸∕eV), and 𝛾𝑖 represents the spectral indices. Since the spectrum is
alculated using observed events, it is proper to minimize the broken
ower-law fit with Poisson fit deviance, 𝐷Poisson [37,38], rather than
2. The Poisson deviance is also sometimes referred to as the Cash
tatistic [39]. By minimizing the Poisson deviance, we are maximizing
he event binned likelihood. Above log10(𝐸∕eV) = 17.5, the most
rominent break feature is the ankle, thus 𝐸1 represents 𝐸Ankle. The
wice- and thrice-broken fits bring out the spectral features above the
nkle.
The results of the series of broken power law fits are shown in

ig. 15 and the fit parameters are listed in Tables 10–12 with the
position of the breaks, the spectral indices, and the fit statistics. Two
twice-broken fits with comparable fit deviance were found with a lower
and higher second break energy. Scanning the position of the second
break in the twice-broken fit reveals two minima in the fit deviance
of relatively significant values. All of the broken power law fits have
an agreement within the uncertainty for the ankle position, except
for the once-broken fit. The lower 𝐸2 twice-broken fit is positioned
between the 𝐸2 and 𝐸3 positions of the thrice-broken fit, possibly
because the twice-broken fit was picking up on the presence of both
breaks. The higher 𝐸2 twice-broken fit lines up with the thrice-broken
11

fit so that the fits overlap beyond 𝐸3 in the thrice-broken fit. The
Table 10
Monocular combined spectrum once-broken power law fit above
log10(𝐸∕eV) = 17.5.

𝐽 (𝐸)Once Broken

𝐽 (E = 1018 eV) × 10−30 eV−1 m−2 sr−1 s−1 2.22 ± 0.01
𝛾1 −3.29 ± 0.01
log10(𝐸1∕eV) 18.68 ± 0.04
𝛾2 −2.79 ± 0.05
DPoisson/ndf 43.45/26

higher 𝐸2 twice-broken fit is in agreement with the previous results
of TA SD ICRC 2019 and the HiRes results. Adding each break in the
fit lowers the deviance compared to the number of degrees-of-freedom
(ndf) significantly. The thrice-broken fit compared to both twice-broken
fits reduces the number of degrees-of-freedom by 2 while the deviance
drops by five. Since the drop in deviance is greater than the drop in ndf,
the thrice-broken power fit is significantly better. Thus, the monocular
combined spectrum suggests two breaks beyond the ankle. The last
break in the thrice-broken fit can still be attributed to the high-energy
suppression, specifically the GZK suppression as observed previously by
HiRes and TA.

6.2. Observation of the high-energy suppression

We evaluate the significance of the high-energy suppression of
cosmic rays using the monocular combined spectrum. This significance
is determined by assuming that the spectral index after the ankle,
𝛾2, does not break at 𝐸2 in the twice-broken power fit. The higher
second break twice-broken fits with the assumed continuation past the
second break are shown in Fig. 16. The number-of-events expected is
calculated assuming the spectrum continues unbroken beyond 𝐸2 with
the measured exposure for each energy bin beyond 𝐸2 to 𝐸 → ∞.
We determine the statistical significance of the observed number of
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Fig. 14. Monocular combined 𝐽 (𝐸) × 𝐸3 vs. previous measurements.
Fig. 15. Monocular combined spectrum with once, twice and thrice broken power-law fits above log10(𝐸∕eV) = 17.5.
events by comparing to the expected number of events of the unbroken
flux using the cumulative Poisson probability of observed events vs.
expected events. This method evaluates the chance probability of the
high-energy suppression which is interpreted as a Gaussian significance
12
in 𝜎. In the higher second break twice-broken fit, which is consistent
with previous spectrum results from the northern hemisphere, we ex-
pect 26.15 events if the spectrum remains unbroken given the exposure
and only 8 event were observed. This has a chance probability of
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Fig. 16. Twice-broken power law fit to the monocular combined spectrum. The solid orange line shows the continuation of the spectral index, 𝛾2, past the second break 𝐸2 used
to calculated the expect number of events if the spectrum remains unbroken above the ankle. The red dashed line shows the full twice-broken power law fit.
Table 11
Monocular combined spectrum twice-broken power-law fits above log10(𝐸∕eV) = 17.5.
Two twice-broken fits with comparable fit deviances at a lower and higher second
break position are reported.

𝐽 (𝐸)Twice Broken, 𝐽 (𝐸)Twice Broken,
Lower 𝐸2 Higher 𝐸2

𝐽 (E = 1018 eV) ×10−30 eV−1 m−2 sr−1 s−1 2.22 ± 0.01 2.22 ± 0.01
𝛾1 −3.29 ± 0.01 −3.29 ± 0.01
log10(𝐸1∕eV) 18.74 ± 0.03 18.72 ± 0.05
𝛾2 −2.62 ± 0.06 −2.70 ± 0.05
log10(𝐸2∕eV) 19.46 ± 0.10 19.83 ± 0.04
𝛾3 −3.77 ± 0.41 −8.04 ± 2.74
DPoisson/ndf 22.69/24 23.29/24

Table 12
Monocular combined spectrum thrice-broken power law fits above
log10(𝐸∕eV) = 17.5.

𝐽 (𝐸)Thrice Broken

𝐽 (E = 1018 eV) ×10−30 eV−1 m−2 sr−1 s−1 2.23 ± 0.01
𝛾1 −3.29 ± 0.01
log10(𝐸1∕eV) 18.78 ± 0.04
𝛾2 −2.49 ± 0.15
log10(𝐸2∕eV) 19.20 ± 0.11
𝛾3 −3.04 ± 0.19
log10(𝐸3∕eV) 19.850 ± 0.001
𝛾4 −7.74 ± 2.43
DPoisson/ndf 17.74/22

3.37 × 10−5 which gives a 4.15𝜎 significance. Measuring the energy at
which the flux has been reduced by half of what it would have been
with no break [40], the log10(𝐸1∕2∕eV) for the higher second break
twice-broken fit was determined to be 19.77 ± 0.04 which is consistent
with previous measurements from spectra in the northern hemisphere.

7. The TA-HiRes monocular combined result

To further increase the statistics of this 10-year result, we combine
the result with the previous HiRes-I and -II FD experimental results.
We justify combining these results with the following points: the ex-
periments use the same event reconstruction methods; the experiments
use similar FD detector designs; both experiments use MC-simulated
events to understand the reconstruction resolution and to determine
the aperture; the location of the HiRes Experiment at Dugway Proving
Grounds is not far from Delta, UT, thus both experiments see very
similar portions of the night sky.

The data used from HiRes-I and HiRes-II came in the format of
13

events list from Douglas Bergman (private communication) used to s
Table 13
TA-HiRes Monocular combined once broken power law fit results.

𝐽 (𝐸)Once Broken

𝐽 (E = 1018 eV) ×10−30 eV−1 m−2 sr−1 s−1 2.22 ± 0.01
𝛾1 −3.28 ± 0.01
log10(𝐸1∕eV) 18.64 ± 0.03
𝛾2 −2.85 ± 0.03
DPoisson/ndf 70.36/31

Table 14
TA-HiRes Monocular combined twice broken power law fit results. Two twice-broken
fits with comparable fit deviances at a lower and higher second break position are
reported.

𝐽 (𝐸)Twice Broken 𝐽 (𝐸)Twice Broken,
Lower 𝐸2 Higher 𝐸2

𝐽 (E = 1018 eV) ×10−30 eV−1 m−2 sr−1 s−1 2.200 ± 0.003 2.200 ± 0.003
𝛾1 −3.28 ± 0.01 −3.28 ± 0.01
log10(𝐸1∕eV) 18.70 ± 0.03 18.68 ± 0.03
𝛾2 −2.69 ± 0.04 −2.76 ± 0.03
log10(𝐸2∕eV) 19.50 ± 0.06 19.79 ± 0.08
𝛾3 −3.77 ± 0.23 −5.46 ± 0.96
DPoisson/ndf 33.35/29 32.40/29

create event distribution and the final published results used for the
first observation of the GZK suppression for HiRes-I and HiRes-II
exposures [7,41]. The results from HiRes span over 1997/05/30–
2005/05/13 for HiRes I and 1999/12/01–2004/08/25 for HiRes-II.
As with the BR and LR combined result, HiRes-I and HiRes-II have
a region of overlap. Given the shortcomings of the event list and
absence of the original MC to determine the exposure, we could not
determine the overlap region and thus could not fully combine HiRes-I
and -II. To get the best statistics, we use HiRes-II for energies 17.5 ≤
log10(𝐸∕eV) < 18.5 as HiRes-II went lower in energy and HiRes-I for
energies log10(𝐸∕eV) ≥ 18.5 as HiRes-I had greater exposure and thus
more high energy events.

The TA-HiRes monocular combined event distribution is shown in
Fig. 17, and the TA-HiRes monocular combined exposure is shown in
Fig. 18. The spectrum from the TA-HiRes monocular combined result
is shown in Fig. 19. The same spectrum is shown in comparison to
the TA combined ICRC 2019 [15] spectrum and the Pierre Auger
combined ICRC 2019 [42] spectrum in Fig. 20. As was done with the TA
monocular combined result, the TA-HiRes monocular combined result
was fit with a series of once, twice, and a thrice broken power laws.
The results of the broken power law fits are shown in Fig. 21 and the
pectral fit parameter values are given in Tables 13–15.
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Fig. 17. The combined event distribution for the TA and HiRes monocular results. The HiRes events where combined with the TA BR and LR 10-year monocular results using
HiRes-II events for 17.5 ≤ log10(𝐸∕eV) < 18.5 and HiRes-I events for log10(𝐸∕eV) ≥ 18.5.
Fig. 18. The combined monocular exposure for the TA and HiRes monocular results. The HiRes exposures where combined with the TA BR and LR 10-year monocular results
using HiRes-II exposure for 17.5 ≤ log10(𝐸∕eV) < 18.5 and HiRes-I exposure for log10(𝐸∕eV) ≥ 18.5.
Fig. 19. The combined spectrum for the TA and HiRes monocular results.
Again we see two comparable deviance per degrees of freedom
wice broken fits, but the one with a higher second break is again
omparable to previous results. The thrice-broken fit has a significant
14
decrease in deviance per degrees-of-freedom compared to the once- and
twice-broken fits. This again suggests another break beside the ankle
feature and the high-energy suppression at log (𝐸∕eV) ≈ 19.25. This
10
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Fig. 20. The TA-HiRes combined monocular spectrum compared to the TA spectrum presented at the 2019 ICRC [15] and the Pierre Auger spectrum presented at the 2019
ICRC [42].
Fig. 21. Broken fits to the combined spectrum for the TA and HiRes monocular results.
Table 15
TA-HiRes Monocular combined thrice broken power law fit results.

𝐽 (𝐸)Thrice Broken

𝐽 (E = 1018 eV) ×10−30 eV−1 m−2 sr−1 s−1 2.22 ± 0.01
𝛾1 −3.28 ± 0.01
log10(𝐸1∕eV) 18.72 ± 0.02
𝛾2 −2.64 ± 0.05
log10(𝐸2∕eV) 19.25 ± 0.01
𝛾3 −3.07 ± 0.11
log10(𝐸3∕eV) 19.84 ± 0.05
𝛾4 −5.47 ± 0.98
DPoisson/ndf 20.02/27

feature is also suggested by results from the Auger in the southern
hemisphere [11]. We should note that the Auger results do not support
the interpretation of the high energy suppression being the result of the
GZK process [10].

We determined the spectral break significances for the TA HiRes
monocular combined result. For the high-energy suppression at log10 (𝐸2
eV ) = 19.79 ± 0.08 for the higher second break twice broken,
e expect 66.24 events but only observe 22 events. The twice-broken
it, used to calculate the expected vs. observed events for the high-
nergy suppression, is shown in Fig. 22(a). This corresponds to a
oisson chance probability of 2.61 × 10−10 or 6.32𝜎 significance. The
15
log10(𝐸1∕2∕eV) for the higher second break twice-broken fit is calculated
to be 19.75 ± 0.08.

We also calculate the significance of the second break and the
high-energy suppression simultaneously using the thrice-broken fit and
calculating the Poisson probability given the events expected if the
spectrum continued unbroken at the breakpoint vs the events ob-
served after the breakpoint. The thrice-broken fit used to calculate
the expected vs. observed events for the high-energy suppression is
shown in Fig. 22(b). We expect 562.49 events between the second and
third break (19.2 ≤ log10(𝐸∕eV) ≤ 19.8) and observe 497. Thus we
observe the second break feature with a 2.65 × 10−3 Poisson chance
probability of 3.01𝜎 significance. Past the third break, attributed to
the high-energy suppression in the thrice-broken fit, we expect 41.39
events and observe 22 events. We observe the high-energy suppression
with 2.64 × 10−3 Poisson chance probability or 3.38𝜎. We calculate
log10(𝐸1∕2∕eV) = 19.82 ± 0.07 when including both breaks beyond the
ankle.

8. Discussion and conclusion

We observe the high-energy suppression with a significance above
4𝜎 using the TA monocular combined spectrum. The improvement
in the Poisson deviance per degrees-of-freedom for the thrice-broken
fit suggests another break between the ankle and the high-energy
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Fig. 22. (a): The twice-broken power law fit to the TA-HiRes monocular Combined result to determine the significance of the GZK suppression. (b): The thrice broken power law
it to the TA HiRes monocular Combined result to determine the significance of the new break feature around log10(𝐸∕eV) ≈ 19.25 and the GZK suppression simultaneously.
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uppression. This suggestion of a new break has also been observed
n the southern hemisphere by the Pierre Auger cosmic ray observa-
ory [11]. The inclusion of the third fluorescence detector station, MD,
hich is built of refurbished HiRes FDs in this analysis would increase
he event statistics significantly. However because of differences in
nstrumentation and analysis, MD spectrum data was not incorporated
t this time.
The TA-HiRes monocular combined result has the highest high-

nergy suppression significance, above 6𝜎, ever reported using the
luorescence detection method. We also performed the first calculation
f both spectral features above the ankle using a thrice broken fit. We
bserved both features with a significance above 3𝜎. We attribute the
rop from 6𝜎 to 3𝜎 in the significance of the high-energy suppression to
he decrease in the spectral slope after the second break in the thrice-
roken fit compared to the spectral slope before the second break in
he twice-broken fit. This decreases the number of expected events thus
ecreasing the significance. However, we consider the twice-broken fit
esult as a valid method for observation of the high-energy suppression.
he high-energy suppression is the most apparent break beyond the
nkle and thus confirmed first. At this point, we do not claim an obser-
ation of a spectral break at log10(𝐸∕eV) ≈ 19.25 using this data. The
1∕2 values determined from the TA HiRes monocular combined result
re consistent with previous results from the northern hemisphere, an
bservation of the GZK suppression, and with propagation models for
rotonic sources at the highest energy level.
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