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Abstract

Using a suite of 3D hydrodynamical simulations of star-forming molecular clouds, we investigate how the density
probability distribution function (PDF) changes when including gravity, turbulence, magnetic fields, and protostellar
outflows and heating. We find that the density PDF is not lognormal when outflows and self-gravity are considered.
Self-gravity produces a power-law tail at high densities, and the inclusion of stellar feedback from protostellar outflows
and heating produces significant time-varying deviations from a lognormal distribution at low densities. The simulation
with outflows has an excess of diffuse gas compared to the simulations without outflows, exhibits an increased average
sonic Mach number, and maintains a slower star formation rate (SFR) over the entire duration of the run. We study the
mass transfer between the diffuse gas in the lognormal peak of the PDF, the collapsing gas in the power-law tail, and
the stars. We find that the mass fraction in the power-law tail is constant, such that the stars form out of the power-law
gas at the same rate at which the gas from the lognormal part replenishes the power law. We find that turbulence does
not provide significant support in the dense gas associated with the power-law tail. When including outflows and
magnetic fields in addition to driven turbulence, the rate of mass transfer from the lognormal to the power law, and then

to the stars, becomes significantly slower, resulting in slower SFRs and longer depletion times.

Unified Astronomy Thesaurus concepts: Star formation (1569); Stellar feedback (1602); Giant molecular

clouds (653)

1. Introduction

Star formation takes place in dense and cold giant molecular
clouds (GMCs) that are subject to magnetized supersonic
turbulent motions (e.g., Padoan et al. 1997; McKee &
Ostriker 2007; Lazarian 2009; Kennicutt & Evans 2012; Myers
et al. 2014; Krumholz et al. 2018). Star formation is, in part,
controlled by nonlinear fluid dynamics, and models of star
formation focus on understanding the roles that self-gravity,
magnetohydrodynamic (MHD) turbulence, and galactic environ-
ment play in the formation of dense collapsing gas that may form
stars (e.g., Collins et al. 2012; Padoan et al. 2012; Burkhart et al.
2017). For individual star-forming clouds, a common approach
to modeling the relevant physics is to investigate the distribution
of gas via a density probability distribution function (PDF)
analysis (e.g., Krumholz & McKee 2005; Padoan & Nor-
dlund 2011; Federrath & Klessen 2012; Burkhart 2018; see
Padoan et al. 2014 for a review). Models for star formation that
use a density PDF have been used to explain a range of
phenomena including the mass distribution of cores and the
stellar initial mass function (e.g., Hennebelle & Chabr-
ier 2008, 2009, 2011; Hopkins 2012). Such models can also
be used as subgrid models in galaxy formation simulations to
model the dependence of local star formation on the dynamical
state of the gas (Braun & Schmidt 2015; Semenov et al.
2016, 2021; Li et al. 2017; Trebitsch et al. 2017; Lupi et al.
2018; Gensior et al. 2020; Kretschmer & Teyssier 2020;
Kretschmer et al. 2022; Olsen et al. 2021).

Original content from this work may be used under the terms

BY of the Creative Commons Attribution 4.0 licence. Any further
distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

The shape of the density PDF in GMCs is expected to be
lognormal when isothermal supersonic turbulence dominates the
gas dynamics (see, e.g., Passot & Vazquez-Semadeni 1998, 2003;
Klessen 2000) and to transition to a power law as gravitational
contraction takes over at high densities (Kritsuk et al. 2011;
Collins et al. 2012; Federrath & Klessen 2013; Jaupart &
Chabrier 2020; Khullar et al. 2021). This shape has been seen in
both observations (i.e., in column density) and in numerical
simulations (both in density and projected column density; see,
e.g., Vazquez-Semadeni & Garcia 2001; Wada & Norman 2007;
Ossenkopf-Okada et al. 2016; Veltchev et al. 2019). The
lognormal form of the column density PDF describes the
behavior of diffuse HI and ionized gas as well as some molecular
clouds that are not forming massive stars (Hill et al. 2008;
Burkhart et al. 2010; Kainulainen & Tan 2013; Schneider et al.
2015a). The dense gas in molecular clouds (i.e., extinctions
greater than A, > 1, corresponding to n > 10> cm ™) is predomi-
nantly found to have a power-law PDF rather than a lognormal
PDF (Collins et al. 2012; Girichidis et al. 2014; Myers 2015;
Schneider et al. 2015b; Alves et al. 2017; Burkhart et al. 2017;
Chen et al. 2018, 2019; Kainulainen & Federrath 2017; Mocz
et al. 2017; Myers 2017). We note that when the medium is not
isothermal, a bimodal density PDF distribution is observed (see,
e.g., Véazquez-Semadeni et al. 2000; de Avillez & Breitsch-
werdt 2004; Gazol et al. 2005; Ballesteros-Paredes et al. 2011);
however, for studies of molecular clouds, an isothermal
approximation is reasonable given the cloud temperature does
not strongly vary beyond 7= 10-15 K.

Most analytic models of star formation have used only a
lognormal form for the density PDF, where the width of the
distribution is set by the properties of MHD turbulence,
including the sonic Mach number and the type of driving (e.g.,
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Krumholz & McKee 2005; Federrath & Klessen 2012; Salim
et al. 2015). The star formation rates (SFRs) are obtained by
integrating the PDF past a predefined critical density for
collapse.” However, models that use a lognormal density PDF
lack a time-varying treatment of stellar feedback (e.g., stellar
winds, ionizing radiation, radiation pressure, and collimated
outflows or jets) and neglect the evolution of the PDF shape
under the influence of self-gravity.

To remedy this, such models modify the SFR by an
efficiency factor, such as with a constant parameter €y Or €ore
that is due to stellar feedback, since feedback processes, along
with magnetic fields, are now understood to be key ingredients
for the low efficiency of star formation (see, e.g., Rosen et al.
2014, 2020; Federrath 2015; Grudi¢ et al. 2018; Rosen &
Krumholz 2020). As such, analytical models of star formation
that assume a lognormal form for the density PDF are only able
to take into account the important aspects of feedback in simple
ad hoc ways that reduce the overall SFRs and efficiencies down
to the observed values. Additionally, because the lognormal
form is set only by turbulence, it neglects the effects of self-
gravity on the density distribution, e.g., the power-law tail.®

Motivated by these studies, Burkhart (2018) presented an
analytic model for star formation in a gravo-turbulent medium
based on a piecewise lognormal and power-law density PDF
that can allow for mass cycling. The model presented in
Burkhart (2018) and Burkhart & Mocz (2019) accounts for
self-gravity and stellar feedback by including a power-law tail
on the high-density end of the density PDF and allowing the
form of the PDF to be time variable. This model estimates the
star formation efficiency (SFE) by taking the ratio of the mass
of star-forming gas in the power-law tail to the total gas in the
cloud. The model has thus far been tested on MHD gravo-
turbulent simulations that lacked stellar feedback (Burkhart &
Mocz 2019; Khullar et al. 2021).

Few studies have focused on understanding how mass
transfers between different parts of the density PDF and how
the overall shape of the PDF is affected by the inclusion of
stellar feedback. In this work, we analyze the density PDFs of a
suite of hydrodynamical simulations of star formation within a
molecular cloud that progressively adds physics starting from
only self-gravity, then adding turbulence, magnetic fields, and
finally including stellar feedback from protostellar jets and
slower but wider disk winds.” Collimated protostellar jets are
magnetically launched by the winding-up of the magnetic field
in the accretion disk, following a magneto-centrifugal mech-
anism (Blandford & Payne 1982; Shu et al. 1988; Pelletier &
Pudritz 1992; Bontemps et al. 1996; Lynden-Bell 2003; Maud
et al. 2015; Kolligan & Kuiper 2018; Rosen et al. 2020). Jets
and disk winds are well known to play a significant role in

3 The critical density is determined by the competition of supportive terms
(e.g., large-scale turbulent motions, thermal pressure, and magnetic fields) with
compressive terms such as gravity and shocks. This density varies in the
literature (e.g., Krumholz & McKee 2005; Hennebelle & Chabrier 2011;
Padoan & Nordlund 2011; Federrath & Klessen 2012).

6 Gravity can be accounted for in a “multi-freefall” way that accounts for the
varying freefall times of gas at different densities by weighting the integral with
a freefall-time factor (see, e.g., Hennebelle & Chabrier 2011; Federrath &
Klessen 2012). However, those works still use lognormal distributions at all
densities.

7 The outflow model used in this paper uses a combination of a fast
collimated component, which represents jets launched from the inner part of the
accretion disk, and a slower, wide-angle component, which represents disk
outflows and/or entrained material. For the remainder of this paper, we will
refer to the combination of the collimated component and the slower, wider
component as protostellar outflows or, simply, outflows.
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setting the structure of their host molecular cloud and in setting
SFRs (see, e.g., Federrath et al. 2014; Rosen et al. 2020). In
simulations, protostellar outflows are often included via subgrid
models, such as the model described in Federrath et al. (2014),
and used in this paper.

Using these simulations, we investigate how the density
PDFs of star-forming molecular clouds evolve when we
separately study the effects of gravity, turbulence, magnetic
fields, and protostellar outflows. Our goal is to understand how
different physical processes influence the density PDF and the
movement of material from diffuse gas into stars. We also
analyze how different portions of the density PDF change over
time and how the mass flow of the gas connects to the change
in the SFR with time.

This paper is organized as follows: In Section 2, we describe
the setup of the simulations used in this paper, and in Section 3,
we review analytic models for density PDFs. In Section 4, we
discuss our fits to the simulated density PDFs and detail how
mass flows between different sections of the PDF and into
stars. In Section 5, we discuss the implications of our results,
and in Section 6, we summarize our work.

2. Simulations and Numerical Parameters

For our analysis, we use a suite of four simulations that
model a star-forming region within a molecular cloud. These
four simulations include runs drawn from Federrath
(2015, 2016a), and an entirely new simulation that includes
protostellar outflows. Our simulations include varying physical
processes, such as self-gravity, turbulence, magnetic fields, and
protostellar outflows. All four simulations were performed
using the FLASH hydrodynamics code, a publicly available
adaptive mesh hydrodynamics code (Fryxell et al. 2000).
FLASH solves the fully compressible MHD equations using
adaptive mesh refinement (AMR) and can include many inter-
operable modules. The simulations presented here use a
Godunov-type method with the second-order, five-wave
approximate HLL5SR Riemann solver (Waagan et al. 2011).

The first simulation (GRAVITY) includes only self-gravity with
an initial Gaussian random density distribution and zero initial
velocities. This is the gravity only (Gaussian initial conditions)
simulation from Federrath (2016a). The second simulation
(TURBULENCE) initializes with uniform density and drives
turbulence for two eddy-turnover times (fymover=L/(20,)~
0.98 Myr, where L=2pc is the box size and 0,=1 km s1is
the velocity dispersion on the driving-scale L/2), before turning on
self-gravity. Turbulence is continually driven at half the box size
throughout the run to maintain the sonic Mach number close to
M =5 and with a natural mix of forcing modes, such that the
resulting turbulence driving parameter is b ~ 0.4 (see the turbulence
driving method developed in Federrath et al. 2010b). The third
simulation (B-FIELDS) is identical to the TURBULENCE run, but
adds magnetic fields with an Alfvén Mach number of M, = 2.
The magnetic field is initialized with uniform strength and oriented
along the z-direction, as described in Federrath (2015). However,
the turbulent stirring during the driving phrase randomizes the
magnetic field orientation so that when we turn on gravity, the
magnetic field is no longer uniform. Both the TURBULENCE and B-
FIELDS runs were first presented in Federrath (2015). The fourth
simulation (ALL + OUTFLOWS) is first presented in this paper. The
ALL + OUTFLOWS simulation is similar to the B-FIELDS run but
adds stellar feedback in the form of protostellar outflows and
protostellar heating feedback, as described in Federrath et al.



THE ASTROPHYSICAL JOURNAL, 927:75 (15pp), 2022 March 1

1.0
SFE = 4%

0.5

Gravity

SFE = 4%

0.5

B-Fields

—197%

-0.5 0.0 0.5
x (pc)

1.0-1.0

Appel et al.

SFE = 4%

107!
ol
Turbulence g
20
2
g
SFE = 4% f
<
5
%]
1072
All + Outflows
1073

-0.5 0.0 0.5 1.0
X (pc)

Figure 1. Density projection plots along the z-axis for each of the four simulations described in Table 1. Following the order in Table 1, each simulation includes
progressively more physical processes. In this paper, we analyze a series of snapshots for each simulation corresponding to increasing integrated star formation
efficiency. The projection plots shown here are of the 4% integrated star formation efficiency snapshots. White circles show the x—y positions of the sink particles.

Table 1

Summary of Key Simulation Parameters
Simulation Gravity? o, (kms™) b M B (1G) Ma Outflows? o (gem™) Nés References
GRAVITY Yes N/A N/A  N/A N/A N/A No N/A 1024 Federrath (2016a)
TURBULENCE Yes 1 0.4 5 N/A N/A No 1.64 x 1072 1024°  Federrath (2015)
B-FIELDS Yes 1 0.4 5 10 2.0 No 1.64 x 1072 1024 Federrath (2015)
ALL + OUTFLOWS Yes 1 0.4 5 10 2.0 Yes 1.64 x 1072 2048%  First presented here
NO GRAVITY No 1 0.4 5 N/A N/A No 1.64 x 1072 1024*>  First presented here

Note. A summary of the simulations and key parameters: o, is the velocity dispersion, b is the turbulent driving parameter, M is the sonic Mach number, B is the
strength of the magnetic fields, M, is the Alfvénic Mach number, and p; is the calculated reference transition density. N>, shows the maximum effective grid
resolution, and we list the reference for the paper in which each simulation was first presented. Note that the simulation with outflows also includes protostellar heating

feedback. The initial mean volume density of each simulation is py = 3.28 x 107! g cm —>.

(2017). Table 1 lists the physical parameters of each simulation,
and Figure 1 shows density projections for each of these four
simulations.

We ran an additional simulation without gravity (NO
GRAVITY, not shown in Table 1) to demonstrate the effect of
self-gravity on the density PDF. This simulation has the same
initial conditions as the TURBULENCE and B-FIELDS simula-
tions in Table 1 and includes both turbulence and magnetic

3

fields, but does not include gravity and therefore does not
produce sink particles. We use one snapshot from this
simulation only to compare the density PDF with the other
four simulations and do not use it in the rest of the analysis.
All of the simulations have a box size of 2 pc and a total
mass of M, =388 M., resulting in a mean density of
po=13.28 x 1072! g cm —>. Periodic boundary conditions are
used for all of the simulations. The virial parameter (the ratio of



THE ASTROPHYSICAL JOURNAL, 927:75 (15pp), 2022 March 1

twice the kinetic energy to the gravitational energy) is
ayir = 1.0. The simulations that include magnetic fields have
a field strength of B=10 G, an Alfvén Mach number of
Ma = 2.0, and a plasma beta parameter (representing the ratio
of thermal and magnetic pressure) of 3= 0.33 (Federrath 2015).
All of the simulations are isothermal except for the ALL +
OUTFLOWS simulation, which is initially isothermal but allows
for protostellar heating as implemented in Federrath et al.
(2017). No cooling is modeled.

To account for the formation of stars, the simulations use
sink particles as described in Federrath et al. (2010a, 2014).
Sink particles are formed when a local region undergoes
gravitational collapse and exceeds a threshold density, pgink-
The GRAVITY, TURBULENCE, and B-FIELDS simulations form
sink particles at sgnk = In(pg, /09) = 8.75. The ALL + OUT-
FLOWS simulation, which has a higher maximum resolution
than the other simulations, forms sink particles at
Ssink = In(pg /o) = 10.14. Sink particles only form in
regions that are maximally refined (pgin 1S greater than all of
the grid level refinement density thresholds). The sink radius is
set to 2.5 grid cell lengths (of the maximally refined cells) to
avoid artificial fragmentation following the Jeans criterion from
Truelove et al. (1998). On all other AMR levels, the refinement
criterion is set to refine the local Jeans length by at least 32 grid
cells, except for the All + OUTFLOW model, which resolves the
Jeans length by at least 16 cells (Federrath et al. 2011). Sink
particles continue to accrete gas from any cells within the
accretion radius of the sink particle that have exceeded pgink,
and are gravitationally bound and converging toward the sink
(Federrath et al. 2010a).

The All + OUTFLOW simulation uses a custom module for
implementing two-component jet feedback. This two-comp-
onent jet module was first described in Federrath et al. (2014)
and is used in Federrath (2015), as well as for the All +
OUTFLOW simulation shown here. The All + OUTFLOW
simulation additionally implements protostellar heating as
described in Federrath et al. (2017). This two-component jet
module consists of a wide-angle low-speed component and a
collimated high-speed component, and has been physically
calibrated based on theoretical models of jet launching,
dedicated high-resolution numerical simulations of single
accretion disks with jets (see, e.g., Blandford & Payne 1982;
Lynden-Bell 2003), and observations. This jet module uses a
velocity profile as shown in Figure 2 of Federrath et al. (2014).
For more details about the sink particles used in these
simulations and the protostellar outflow prescription, see Table
1 of Federrath et al. (2014). See Federrath et al. (2017) for
further details about the protostellar heating feedback.

Projection plots for each run are shown in Figure 1.
Examination of these projections indicates that the GRAVITY
and TURBULENCE runs form large filamentary structures of
dense gas with large regions of diffuse gas in between
filaments. However, while the density distribution for the
GRAVITY run is smooth, the inclusion of turbulence results in
more defined filaments, somewhat more small-scale structure,
and greater contrast between high- and low-density regions. In
contrast, with the inclusion of magnetic fields and outflows,
these large-scale filamentary structures become progressively
less prominent, and smaller-scale fluctuations in the density
start to dominate.

Furthermore, as demonstrated in Federrath (2015), the
differing physics produces vastly different instantaneous SFRs.
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Figure 2. The integrated star formation efficiency (SFE) is shown as a function
of time for each simulation. The integrated SFE is calculated as M. /M, and
represents the ratio of the stellar mass and the total initial mass of the
simulation, which is equivalent to the sum of the gas mass and stellar mass for
a given snapshot. SFE is shown as a function of time, where time is measured
in freefall times of the average density (¢ ~ 1.16 Myr) on the lower axis and in
freefall times of the reference transition density (discussed below; see, e.g.,
Equation (9)) on the upper axis (#(p,) ~ 0.38 Myr). Time is measured since the
0% snapshot, i.e., right before the first sink particle is formed.

In addition, the first sink particle is produced at different times
in each simulation. The output files are saved based on the
integrated star formation efficiency (how much of the gas has
been converted into stars); thus, each of the simulation
snapshots corresponds to a different physical time. Figure 2
shows the integrated SFE (M, /M, as a function of time for
each of the simulations. Note the similarity of the SFE
evolution between the TURBULENCE run and GRAVITY run is
somewhat misleading as these two simulations have very
different initial conditions for their density fields. This does not
imply that turbulence does not play a role in setting the SFR. In
fact, for the same initial condition density field, Federrath
(2015) showed that the addition of turbulence reduces the SFR
per freefall time by a factor of about two to three. In addition,
Figure 2 suggests that outflows play a significant role in
slowing down star formation relative to the B-FIELDS
simulation after 7/t~ 1.3. Protostellar feedback significantly
slows star formation only at later times because it takes time for
outflows to develop, both because it takes time for the sink
particles to form and because time is needed for the outflows to
propagate through the gas and affect the gas at larger scales
(see, e.g., Gallegos-Garcia et al. 2020).

The first snapshot is from just before the first sink particle is
formed for each simulation—this is the SFE =0% snapshot,
and we define this to be the t =0 point in our analysis (see, e.g.,
Figure 2). Note that the amount of time that passes between
when turbulence is fully developed and self-gravity is turned
on, and when the first sink particle is formed is different for
each simulation. Since the latter point is where we set r = 0, we
expect gravity to have already established a power-law tail by
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t=0. We choose this as our # = 0 point since we are interested
in the evolution of the cloud during star formation and are not
currently considering the preceding evolution. Subsequent
snapshots may be referred to by their integrated SFE, which
can be seen as a proxy for time as a higher SFE refers to a more
evolved snapshot. For example, the 4% snapshot is when 4% of
the gas mass has been converted into stellar mass (this is the
snapshot shown in Figure 1).

For each of the simulations, we consider the SFE = 0%, 1%,
2%, 3%, 4%, 5%, and 10% snapshots. Due to a much longer
computational run time, the SFE = 10% snapshot for the ALL +
OUTFLOWS simulation was not available, and we instead
consider an SFE = 6% snapshot.

3. Analytic Description of Density PDFs
3.1. Pure Lognormal Density PDFs

A standard approach for modeling star formation at the cloud
scale is to assume a time-independent, lognormal density PDF,
which is the expected density distribution for supersonic
turbulent molecular clouds (e.g., Vazquez-Semadeni 1994;
Vazquez-Semadeni et al. 1995; Padoan et al. 1997; Scalo et al.
1998; Kravtsov 2003; Krumholz & McKee 2005; Hennebelle
& Chabrier 2008; Robertson & Kravtsov 2008; Price &
Federrath 2010; Burkhart & Lazarian 2012; Collins et al. 2012;
Federrath & Klessen 2012; Molina et al. 2012; Hopkins 2013;
Walch et al. 2013). In these analytic star formation theories,
supersonic turbulence produces gravitationally unstable density
fluctuations and sets the overall fraction of dense star-forming
gas. The lognormal volume-weighted density PDF is described
by

PRV
Pin(s) = —— exp(“ o) ) (1)
270

2
2075

expressed in terms of the logarithmic density,
s = In(p/py), 2

where oy is the standard deviation of the lognormal distribution.
The quantities py, and sy denote the mean density and mean
logarithmic density, respectively; the latter of which is related
to o, by
L >

) 3 oy 3)
For an isothermal equation of state, the width of the lognormal
is determined by the turbulent sonic Mach number (Padoan
et al. 1997; Federrath et al. 2008; Burkhart et al. 2009; Price
et al. 2011; Konstandin et al. 2012) and the turbulence driving
parameter b:

o2 =In[1 + b2M?], 4

where the sonic Mach number depends on the rms velocity
dispersion (v;,s) and the sound speed (c;):

Mx _ Vrms,3D‘ (5)

Cs
The turbulent driving parameter, b, describes the mix of
solenoidal and compressive modes of the turbulent driving and
ranges from b ~ 1/3 for purely solenoidal driving, to b ~ 1 for
purely compressive driving (Federrath et al. 2008, 2010b).
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Values of b for real clouds occupy the full range from
b~0.3-1 (see, e.g., Brunt 2010; Price et al. 2011; Ginsburg
et al. 2013; Kainulainen et al. 2013; Federrath et al. 2016;
Menon et al. 2021), depending on the physical conditions and
location of the clouds. For the simulations used in this work,
which are driven with a natural mix of forcing modes, resulting
in b ~ 0.4 (Federrath et al. 2010b) and M, = 5, Equation (4)
predicts a width of o, =1.27.

In the presence of magnetic fields, the width of the lognormal
distribution is expected to change. Padoan & Nordlund (2011)
and Molina et al. (2012) derive an expression for the width of the
lognormal that is modified by the ratio of the thermal to
magnetic pressure or the plasma [, (Molina et al. 2012):

2 2442 60
am—ln[l + b*M; (—1 +ﬁo)]' (6)

For the simulations used in this work, the plasma Gy~ 0.33,
resulting in a predicted value of o, = 0.83. In case of a strong
guide field, Beattie et al. (2021) derived an anisotropic version
of Equation (6). In this case, Equation (6) still provides a
reasonable approximation, although for Ma < 2, anisotropies
start to play a significant role (Federrath 2016b).

3.2. A Piecewise Density PDF

Burkhart (2018) proposed using a piecewise lognormal plus
power-law density PDF in order to account for the effects of
early stellar feedback (e.g., winds, jets, radiation) and self-
gravity when calculating the SFE (see also Burkhart &
Mocz 2019). In particular, this model accounts for self-gravity
by introducing a power-law tail and allows the slope of this
power law, as well as the transition density, to vary in response
to the influence of, for example, stellar feedback. This change
was motivated by observational and numerical work suggesting
that the density distribution takes the form of a power law, rather
than a lognormal distribution, at the high-density end of the PDF
(see, e.g., Klessen 2000; Kritsuk et al. 2011; Collins et al. 2012;
Federrath & Klessen 2013; Girichidis et al. 2014; Lombardi
et al. 2015; Burkhart et al. 2017; Leroy et al. 2017; Chen et al.
2019; Jaupart & Chabrier 2020; Khullar et al. 2021).

The density PDF proposed by Burkhart & Mocz (2019)
consists of a lognormal distribution at low densities and a
power-law distribution at high densities, with a transition point
denoted as 5, = In(p, /p,), and is described by

1 _(5750)2

N————c 27 s<s
PinipL(8) = V27 oy ' (N
NCe™ ¢ s> 8,

where « is the slope of the power-law tail, and oy is the width of the
lognormal distribution (e.g., given by Equation (4)). The point where
the density PDF transitions between the lognormal component and
the power-law component can be derived from considerations of
continuity and differentiability (Burkhart et al. 2017):

s, = (a — 1/2)02. (8)

By combining Equations (8) and (4), the transition point can be
further related to the Mach number and driving parameter
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(Burkhart et al. 2017):
5, = %(m — DIn[l + b2M?2]. 9)

A density PDF with both a lognormal and a power-law
component is compatible with a gravo-turbulent model of star
formation since the development of a power-law density
distribution is consistent with the gas undergoing gravitational
contraction while the lognormal distribution still retains some
memory of its turbulent initial conditions. In the initial stages of
collapse, the power-law slope will be very steep. The slope
becomes shallower on a timescale of a freefall time at the
critical density (Federrath & Klessen 2013), and may reach
—1.5 in the limit of uniform pressure-less spherical collapse
(Girichidis et al. 2014; Jaupart & Chabrier 2020; Khullar et al.
2021). Since different values of the power-law slope are
expected early in the cloud’s evolution, the value of the
transition density and fraction of dense self-gravitating gas is
also expected to change. In addition, gas may cycle through the
power law to lognormal portions of the PDF due to stellar
feedback, again adjusting the amount of dense gas available for
star formation.

4. Density PDFs from Numerical Simulations
4.1. Overview of the Density PDFs

We now consider the shapes of the simulated density PDFs,
which each include different physical processes. Figure 3
shows the volume density PDFs for selected snapshots of each
of the simulations described in Section 2. The SFE =0%
snapshot is just before the first sink particle forms in each
simulation, the SFE = 2% snapshot is an approximate midpoint
in the evolution of each simulation, and the SFE =5%
snapshot is the latest snapshot where the same SFE was
available for all of the simulations.

All simulations that include turbulence (i.e., TURBULENCE,
B-FIELDS, and ALL + OUTFLOWS) show a prominent lognormal
peak in the PDF, in agreement with expectations for supersonic
turbulence (see Section 3.1). For reference, we overplot a single
snapshot of the density PDF for the NO GRAVITY run (dashed
black line), which includes only turbulence and magnetic fields
but no gravity, and a theoretical lognormal shape with a width
of g,=1.27 (red dotted line), as predicted by Equation (4),
using the driving parameters of the simulations: a sonic Mach
number of 5 and a driving parameter b = 0.4. Both lines match
the lognormal peak in all three simulations reasonably well.
The minor discrepancy with the theoretical curve is likely due
to statistical variations of the PDF that occur between
individual snapshots (see, e.g., Federrath et al. 2008). We do
not make this comparison for the GRAVITY simulation, as it
lacks any turbulent driving, and the narrow lognormal peak of
its PDF is simply an imprint of the Gaussian random density
field used to initialize this simulation.

At high densities, the simulated PDFs quickly depart from a
pure lognormal shape as a power-law tail forms due to the
influence of self-gravity, in agreement with the theoretical
expectation discussed earlier. The power-law tails have slopes
close to —1.9 on average, although there is also some evidence
of multiple power-law tails with different slopes. Two or more
power-law slopes have previously been observed in molecular
clouds, for example, in Schneider et al. (2015a). This may be
because of the time-dependence of the emergence of different
power-law slopes due to gravitational collapse (Burkhart et al.
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2017; Jaupart & Chabrier 2020) and/or due to the formation of
rotationally supported structures, i.e., formation of accretion
disks (Khullar et al. 2021). The latter may only be seen in the
simulation with outflows, as this simulation has sufficient
resolution to capture hints of accretion disk formation.

To gauge the transition point between the lognormal peak
and power-law tail, we overplot the reference transition density
of s,=2.25 (vertical black line) calculated from Equations (8)
and (4), using a power-law tail slope of —1.9 and the lognormal
width of o, =1.27. As the comparison with the NO GRAVITY
run shows, this value of s, is close to the density at which the
power-law tail forms and the PDF deviates from a lognormal
shape. Note that in the GRAVITY simulation, which lacks any
turbulent driving, we do not expect a lognormal distribution to
form, and the power-law tail forms at a significantly lower
density. Given that our subsequent analysis mainly focuses on
the effects of magnetic fields and protostellar feedback, we
choose to use the same s, in the GRAVITY simulation as in the
runs with turbulence driving. The reference transition density is
shown in the GRAVITY panel of Figure 3 for the sake of
comparison with the other panels.

Finally, in addition to the high-density power-law tail, the
ALL + OUTFLOWS simulation also deviates from a lognormal
distribution at the low-density end of the PDF. When
protostellar outflows and heating are included, the low-density
end of the PDF exhibits significant fluctuations as the
simulation progresses. Figure 4 shows all available snapshots
of the ALL + OUTFLOWS simulation, demonstrating that the
significant fluctuations in the low-density tail of the PDF are
time-varying.

Deviations from lognormality at both low and high densities
for each of the runs are discussed further below in Section 4.2.

4.2. Fits to the Density PDFs

To compare our density PDFs with the models discussed in
Section 3, we fit a lognormal curve to the peak of the density
PDF and a power-law relation to the high-density tail of the
PDF. We use a separate lognormal fit and power-law fit so that
we can focus separately on the behavior of the PDF in the
lognormal portion of the PDF and in the power-law portion.
Recent work has begun to implement a piecewise lognormal
plus power-law fit (Khullar et al. 2021), but for this work, we
choose to use separate fits in accordance with the approach
used in, e.g., Kritsuk et al. (2011), Schneider et al.
(2015a, 2015b), Alves et al. (2017), and Soler (2019).

We fit a Gaussian curve (i.e., a parabola in log space) to the
peak of the density PDF using curve_fit from the scipy
optimize package, which performs a nonlinear least-squares
fit to the data. For each snapshot, we performed a single
Gaussian fit to a specific range of densities selected to exclude
regions of the PDF that appeared during visual inspection to
deviate significantly from a lognormal distribution. The upper
limit for all snapshots was set at s =2.0 in order to exclude
regions of the PDF that visually appear to not be purely
lognormal. For the GRAVITY, TURBULENCE, and B-FIELDS
simulations, no lower limit was set, and all bins below s = 2.0
were used for the fits. For the ALL + OUTFLOWS simulation, we
use a lower limit of s = —4.0 in order to exclude the excess of
low-density gas in the PDF, produced by protostellar outflows,
that deviates significantly from a lognormal PDF (see, for
example, Figure 4). These upper and lower limits ensure that
each fit minimized the influence of deviations from
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Figure 3. Volume-weighted density PDFs for each of the four simulations described in Table 1. Three different snapshots are shown (SFEs = 0%, 2%, and 5%),
where a larger SFE indicates a more advanced time snapshot. For the TURBULENCE, B-FIELDS, and ALL + OUTFLOWS simulations, we overplot two curves for
comparison: the dashed black line is a single snapshot from the volume-weighted density PDF for the NO GRAVITY simulation, and the dotted red line is a Gaussian
with the theoretically predicted width of o, = 1.27 (as described by Equation (4)). A reference line for a power-law tail with a slope of —1.9 (the best-fit value chosen
later in our analysis) is shown as a solid black line. A vertical line indicates the reference transition density (s, = 2.25), which we use in our subsequent analysis to
separate the lognormal and power-law parts of the PDF.

lognormality at high and low densities. The curve_fit
method produces a covariance matrix, from which we derived
1o uncertainty error bars for each fit.

We also used curve_fit to fit a power-law function at the
high-density ends of the PDFs. For each snapshot, we
performed a single linear fit (log(PDF) = as + 3, in log
space, where « is the slope and 3 is the y-intercept), with a
fitting range between s = 3.0-8.0. We selected the upper limit
of the fitting range to capture the behavior of the high-density
end of the PDF while minimizing the impact of the PDF

fluctuations at high densities. For the SFE = 1% snapshot of
the B-FIELDS simulation, we adjusted the fitting range to be
between s = 3.0-6.0 because the PDF for this snapshot drops
off dramatically above s =6.0 and skews the fit to a much

steeper slope. This is likely due to the formation of a single 3.9
M, sink particle just before the time of the snapshot. For all of
the snapshots, we selected s =3.0 as the lower limit of the
fitting range to exclude portions of the PDFs that are clearly no
longer purely linear under visual inspection. We derived the 1o

uncertainties for each fit from the covariance matrix produced

by the curve_fit procedure.

The widths and slopes of the fits described above are shown
in Figure 5. The top panel of Figure 5 shows the widths of the
Gaussian fits for all of the snapshots, with the error bars derived
from the covariance matrix, for all runs except the GRAVITY
simulation. The GRAVITY simulation is not shown because it
does not include turbulence, and the narrow lognormal peak

apparent in the GRAVITY panel of Figure 3 is due to the initial
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Figure 4. Volume-weighted density PDFs for all of the snapshots from the ALL
+ OUTFLOWS simulation, which includes protostellar outflows and heating.
Here, all of the available snapshots are shown to demonstrate the variability of
the ALL + OUTFLOWS run. The corresponding times for each snapshot are
shown in the legend. Also shown for reference (as a dashed black line) is the
volume-weighted density PDF of the NO GRAVITY simulation. A reference line
for a power-law tail with a slope of —1.9 is shown as a solid black line. A
vertical black line indicates the reference transition density (s, = 2.25).

Gaussian random field. The bottom panel of Figure 5 shows the
fitted slopes for each snapshot of each simulation, with the
error bars showing the 1o uncertainty of the fit. We find that a
slope of o = —1.9 (shown with the dotted line) is a reasonable
value for the power-law slopes, although we do see values
ranging from o =—1.4 to a=—-2.4. This range of values
agrees with the range of slopes reported for observed GMCs in
Burkhart & Mocz (2019). It is also well within the theoretically
expected range of slopes (—1 to —3) discussed in Burkhart &
Mocz (2019). Thus, we will use the value of a=—1.9 for
determining a constant transition density in our later analysis.
This value of the slope is shown in Figures 3 and 4 for
reference. The value of the transition density calculated using a
slope of —1.9 is also shown in Figures 3 and 4 and aligns well
with where the PDF deviates from a lognormal distribution.

Interestingly, the top panel of Figure 5 shows that the fitted
widths fall above the predicted value of o, = 1.27 that we find
using Equation (4) if we assume that M; = 5 and b = 0.4 are
fixed (black dashed line in the figure). However, when physics
beyond turbulence is included, the values of both M and b can
change (Jaupart & Chabrier 2020; Khullar et al. 2021). For
example, gravity will possibly drive more compressive modes
of turbulence (Jaupart & Chabrier 2020; Khullar et al. 2021).
The formation of the power-law tail at high densities may also
bias the fits of the lognormal portion of the density PDF toward
a wider value. Likewise, outflows may induce more solenoidal
and compressive modes of turbulence (see also Offner &
Chaban 2017; Rosen & Krumholz 2020).

We check whether an increase in the sonic Mach number
may be the reason for this increase in the fitted PDF widths by
plotting the evolution of the sonic Mach numbers versus time
in Figure 6. The solid lines show the rms sonic Mach number
for each snapshot as calculated using the magnitude of the gas
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Figure 5. Top: the width of the fitted Gaussian curves for each of the snapshots
for all of the simulations. The error bars are the 1o uncertainties from the
covariance matrix of each fit. Also shown is the theoretical value for the width
of the Gaussian peak due to only turbulence, o;=1.27, as given by
Equation (4) if we assume a fixed b = 0.4. Bottom: the slope of the fitted
power-law tail for each snapshot of each simulation. Also shown is a constant
slope of a = —1.9 that we use as a reference in Figures 3 and 4 (dotted black
line). Both: each panel is shown as a function of time, where time is measured
in freefall times of the average density (¢ ~ 1.16 Myr) on the lower axis and in
freefall times of the reference transition density on the upper axis (#g(p;) ~ 0.38
Myr). Time is measured since the 0% snapshot, i.e., right before the first sink
particle is formed.

velocity and the sound speed. The dashed black line shows the
sonic Mach number that is continuously driven during the
simulation run (M = 5).

The rms sonic Mach numbers for the TURBULENCE and B-
FIELDS simulations remain fairly close to the input value. In
contrast, the rms sonic Mach number for the ALL + OUTFLOWS
simulation rises significantly over time, due to the added
kinetic energy from the protostellar outflows. In fact, proto-
stellar outflows significantly increase the rms sonic Mach
number only after about a freefall time. As discussed with
respect to Figure 2, outflows have a more significant impact on
the simulation at later times because of the gradual increase of
the SFR and the time required for the outflows to propagate
through the gas.

Because the rms sonic Mach numbers do not diverge from
the driving value of M; = 5 with the inclusion of magnetic
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Figure 6. The rms sonic Mach number (M) of each simulation as a function
of time and the initial conditions Mach number (M = 5; dashed black line).
The x-axes are the same as in Figure 5.

fields and gravity, the fitted widths in Figure 5 for those
simulations cannot be explained solely by a change in sonic
Mach number. In the case of the ALL + OUTFLOWS simulation,
a sonic Mach number of a7 could explain the fitted widths.
However, at later snapshots, the rms Mach number increases
dramatically, whereas the fitted width does not. Furthermore, at
early snapshots, the rms Mach number is too low to reflect the
PDF width. These results suggest that either » must be
changing or the fitting procedure overestimates the width due
to the influence of the power-law tail and/or due to the low-
density fluctuations from the outflows.

4.3. Transition Density between the Lognormal and the
Power-law Tail

Using our fitted slopes and the width predicted by
Equation (4), we calculate the transition density
(Equation (8)) for each snapshot. As discussed above, the
fitted widths (shown in Figure 5) are wider than the value
predicted by Equation (8). This may be due to a bias in the fits
from the influence of the power-law tail or due to a changing
value of b from additional compressive motions. Furthermore,
in Burkhart (2018), the width used to calculate the transition
density is determined only by the properties of the large-scale
turbulent flow (i.e., the driving-scale sonic Mach number and
the turbulent driving parameter b). In the context of these
simulations, this suggests the use of the known parameters of
the driven turbulence, M; = 5 and the driving-scale b = 0.4, to
infer the width. Thus, we calculate the transition density using
the width predicted by Equation (4), which depends on only the
large-scale, driven turbulence, in accordance with Bur-
khart (2018).

We plot the computed values of s, versus time in Figure 7.
We show a reference transition density of s,=2.25 (dashed
black line), computed using a reference power-law slope of
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Figure 7. The inferred transition densities for each snapshot, calculated using
Equation (8) and the fitted power-law slopes (shown in Figure 5), but using the
fixed value of o, = 1.27. The error bars are propagated forward from the errors
on the fitted slopes. The dashed line shows the reference transition density
(s, = 2.25) corresponding to a fixed power-law slope of —1.9 and a theoretical
value of o, = 1.27. The x-axes are the same as in Figure 5.

a=—1.9 and the width predicted by Equation (4). This
reference transition density s, = 2.25 is close to a median value
around which the fluctuations occur.

There is significant variation of s, with time, which reflects
the variation in the fitted slopes, as shown in the bottom panel
of Figure 5. The inferred values of s, for the TURBULENCE and
ALL + OUTFLOWS simulations generally correspond to the
reference value across the snapshots. The B-FIELDS simulation
shows significantly more variation of s, with time. This is
because the power-law slope is significantly more time
variable, for the reasons discussed above.

We overplot the reference transition density (s, =2.25) as a
vertical line in Figures 3 and 4. The s, = 2.25 transition density
provides a compelling point of divergence between the
lognormal and power-law portions of the PDF. It closely
matches the density at which the simulation without gravity
(black dashed lines) and the simulations with gravity and
driven turbulence no longer track each other. We therefore use
the reference transition density of s,=2.25 for all of our
subsequent calculations (Section 4.4) in order to provide a
single reference density for comparison of all simulations.
Future work will further investigate a variable transition density
and different methods for fitting the transition density.

4.4. Mass Flow from Diffuse to Collapsing Gas as Traced by
the PDF

In this section we analyze the total mass contained in the
lognormal and power-law portions of the density PDF and
study how that mass moves into the sink particles. We
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Figure 8. The total mass contained in each component of the density PDF. “Initial Mass” refers to the initial total gas mass of the simulation and is equal to 388 M.,
“Total Gas Mass” refers to the total mass contained within the density PDF. “Lognormal Mass” is the mass contained below the reference transition density
(s < s, =2.25). “Power-law Tail Mass” refers to any gas above the reference transition density (s > s, = 2.25). “Stellar Mass” (the blue points) refers to the mass
contained within the sink particles. Each panel is shown as a function of time, where the same x-axes are used as in Figure 5. Note the difference in the x-axes ranges

for the GRAVITY and TURBULENCE simulations.

considered the total mass contained in the sink particles, in the
density PDF overall, in the power-law tail, and in the
lognormal part of the PDF. The power-law tail is defined as
any gas that is denser than the reference transition density,
s;=2.25. The lognormal peak is defined as any gas that is less
dense than the reference transition density.

Figure 8 shows the mass contained within each component
of the density PDF as a function of time for each simulation.
The horizontal red line shows the initial mass of the simulation
for reference. The total gas mass (orange line) decreases in time
as sink particles form and accrete mass (blue line). Figure 8
also separately shows the mass of the diffuse gas in the
lognormal portion of the PDF (i.e., at s < s,; purple line) and
the dense, self-gravitating mass in the power-law tail (i.e., at
s > s;; green line). The power-law tail mass is generally stable
in time for all of the simulations, while the lognormal peak
mass steadily decreases in step with the total gas mass decrease.
Overall, the GRAVITY and TURBULENCE simulations exchange
gas mass into stellar mass on a significantly faster timescale
than the other two simulations. Because these simulations
evolve much faster, the x-axes for these two simulations are
different than the other panels in order to make the evolution
easier to see.

Figure 8 shows that the diffuse gas reservoir is replenishing
the power-law tail mass at a rate that is equal to the SFR, such
that it maintains a stable power-law tail. The main difference
between the four simulations is that the inclusion of magnetic
fields and outflow feedback results in slower accretion of gas
from the lognormal portion of the PDF to the power-law tail, in
agreement with previous work (see, e.g., Cunningham et al.
2012; Federrath 2015; Offner & Chaban 2017; Rosen &
Krumholz 2020).

To illustrate this difference in the accretion rates, Figure 9
compares the time-averaged rates of change for each of the
PDF components. To produce this plot, we fit a linear function
to each of the trends in Figure 8 using the LinearRegres-
sion method from scikit-learn’s linear_model,
which performs an ordinary least-squares linear regression.
Figure 9 shows the slopes, or AM/At, of each of these linear
regression fits. The total gas mass AM/Ar values are not
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shown in Figure 9 because they are identical and opposite to
the stellar mass slopes. Note when considering Figure 9 that the
linear regressions fit the overall trend and do not capture
variations in the slope. For example, a fit to only the final two
or three points of the GRAVITY case would result in a much
steeper slope than is measured when fitting all of the points.

For all four simulations, the change in the power-law tail
mass with time is small, as expected from Figure 8. We also
find that the slopes for the lognormal and stellar mass
components are similar to each other in all four cases.
However, for the B-FIELDS and ALL + OUTFLOWS simulations,
the change in the lognormal mass with time is comparatively
much smaller than in the other simulations.

We also consider the cumulative change in mass for the
power-law tail mass, the lognormal peak mass, and the stellar
mass of each simulation in Figure 10. We plot the mass lost
from the power-law tail (green line) and the lognormal peak
(purple line), as well as the mass gained in the sinks (blue line).
In other words, Figure 10 shows the negative, cumulative
change in mass for the power-law tail and the lognormal peak
but the positive, cumulative change in the sink mass. This
allows us to track which part of the density PDF is ultimately
contributing to the growth of the sink particles.

We see a similar situation in all four simulations. The
lognormal mass loss and the total stellar mass gain track each
other closely, while the power-law tail mass loss remains close
to zero or slightly negative (indicating a small mass gain). This
suggests, in agreement with the discussion of Figures 8 and 9,
that the mass in the power-law portion of the PDF is
replenished from the lognormal portion at the same rate that
it loses mass to the sink particles. However, the timescale on
which this occurs is different for each simulation. As seen
above, the two simulations with magnetic fields (B-FIELDS and
ALL + OUTFLOWS) evolve much more slowly. Similar to
Figure 8, the x-axes are different between the runs with and
without magnetic fields.

Furthermore, for the ALL + OUTFLOWS simulation, the
cumulative mass change remains shallower at all time steps
than in the other simulations, suggesting a slower SFR for this
simulation. The lognormal peak mass loss drops slightly below
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the stellar mass gain in the last few time steps of the ALL +
OUTFLOWS simulation, and the power-law tail mass loss
becomes slightly positive. This suggests that, in these time
steps, protostellar outflows slow down the rate at which the
lognormal replenishes the power-law tail, and the power-law
tail is slightly depleted. This may be due to the additional
kinetic energy injected by protostellar outflows into nearby gas,
making it difficult for diffuse gas to collapse.

Interestingly, the TURBULENCE simulation converts all of
the power-law tail mass from t=0 (Mp =11.3 Mg at t=0)
into stars within a freefall time of the transition density, i.e., by
t = ti(py). This suggests that large-scale driven turbulence does
not provide any additional support in the collapsing dense gas.
This agrees with the fact that turbulence can lead to increased
fragmentation as well as longer overall collapse timescales due
to the production of additional diffuse gas (i.e., density
fluctuations via the creation of a lognormal distribution). Thus,
turbulence also slows the global rate of mass transfer from the
lognormal to the power-law tail (Offner et al. 2009;
Federrath 2015; Rosen et al. 2019) on timescales longer than
1=tz po).

When magnetic fields are included, all of the mass rates of
change are smaller, indicating that the mass transfer from the
diffuse, lognormal portion of the PDF to the dense gas and into
the stars is stalled and that the depletion times in these
simulations are significantly longer than the GRAVITY and
TURBULENCE runs. Comparison of the timescales of stellar
mass growth (Figure 10) indicates that inclusion of magnetic
fields results in ~4-5 times longer depletion times. This is
consistent with the effects on the star formation efficiency seen
in Figure 2 and discussed in further detail in Federrath (2015).
Magnetic fields are able to provide support to the gas against
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collapse and converging motions at all scales and densities.
This is in agreement with the findings of Rosen & Krumholz
(2020), who found that magnetic fields strongly suppress
fragmentation. In addition, the mass rates of change are even
smaller for the ALL + OUTFLOWS case. This effect may be due
in part to mass lost to the outflows or may be a result of the
increased kinetic energy seen earlier. Our results suggest that
both magnetic fields and protostellar outflows are extremely
important for inhibiting the accretion of diffuse gas into
collapsing gas and of collapsing gas into stars, and that
turbulence alone does very little to prevent collapse in the
dense gas of the power-law tail.

5. Discussion

In this paper, we investigated the density PDFs of a suite of
four simulations of a 2 pc region of a star-forming molecular
cloud. We find that the inclusion of physical processes beyond
turbulence results in deviations from a pure lognormal density
PDF. Specifically, self-gravity produces a power-law tail in the
high-density, collapsing gas, and protostellar feedback pro-
duces other deviations from lognormallity, particularly at the
low-density end of the PDF. Thus, the inclusion of self-gravity
and protostellar feedback in realistic cloud environments
implies non-lognormal density PDFs.

Our results agree with recent observed density PDFs, which
have suggested evidence of non-lognormality. For example,
some recent observational and numerical work shows that the
density PDF of the dense gas in molecular clouds is found to
have a power-law distribution (for observational work see, e.g.,
Collins et al. 2012; Myers 2015, 2017; Schneider et al. 2015b;
Alves et al. 2017; Kainulainen & Federrath 2017; Chen et al.
2019; Ma et al. 2021; for numerical and theoretical work, see,
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e.g., Klessen 2000; Kritsuk et al. 2011; Federrath &
Klessen 2013; Girichidis et al. 2014; Lombardi et al. 2015;
Burkhart et al. 2017; Chen et al. 2018; Mocz et al. 2017;
Jaupart & Chabrier 2020; Khullar et al. 2021). However, with
the inclusion of stellar feedback, we no longer observe a
lognormal density PDF at the lowest densities and instead
observe significant time-dependent fluctuations in the low-
density part of the PDF. We only see evidence of a stable
lognormal distribution near the mean density. Future work with
these simulations will include constructing the column density
PDFs and comparing them to observations such as those in
Lombardi et al. (2015).

We also find that the measured lognormal widths from these
simulations do not match the width predicted by the variance-
sonic Mach number relationship (Equation (4)), if we assume
that the large-scale turbulence driving parameter b = 0.4 and
the sonic Mach number M; =5 are fixed throughout the
simulations (e.g., Figure 5, top panel). We find that the rms
sonic Mach number cannot account for the wider PDFs,
although we do find that outflows inject additional kinetic
energy and increase the value of M, (see Figure 6), in
agreement with the findings of Rosen et al. (2020). Our PDF fit
may be biased to wider values due to the influence of the
power-law tail. It is also likely that gravity changes the
turbulent driving parameter, b, by increasing the production of
compressive modes (e.g., Jaupart & Chabrier 2020; Khullar
et al. 2021). However, Pan et al. (2016) found in large-scale
(~200 pc) simulations that b stays relatively low, though their
setup differs significantly from ours in that gravitational
collapse on small scales is not well resolved; hence, there is
only relatively little effect from gravity on the density
distributions in their simulations. Further work is needed to
understand whether and how the turbulent driving parameter b
changes with the inclusion of physics beyond supersonic
turbulence. In summary, we find that the inclusion of physics
beyond turbulence induces significant changes in the density
PDF (the power-law tail and the low-density fluctuations
discussed above).

Our results point to the importance of the overall rate at
which mass flows from diffuse to dense states in setting the
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SFR. In these simulations, the amount of dense gas in the
power law is similar and remains roughly constant in time (i.e.,
Figures 8 and 9). Figure 10 shows that mass moves from the
lognormal to the power-law tail at the same rate that mass
moves into sink particles, resulting in a minimal change in the
total mass contained in the power-law tail. This is true for all
four simulations studied here, despite the different physics
included.

We find that turbulence does not provide significant
supportive pressure in the power-law tail. Indeed, the presence
of shocks in a supersonic flow will enhance collapse locally
around the shock. Furthermore, turbulence decays toward
smaller scales, corresponding to less support for higher-density
gas in collapsing environments. However, shocks also produce
rarefied gas and hence a broad lognormal distribution, which
helps to slow collapse in the diffuse gas, as the less-dense gas
has a longer freefall time. Thus, over a freefall time, turbulence
overall acts to reduce the SFR.

Our results provide evidence for the importance of mass
cycling on cloud scales in setting lower SFRs when magnetic
fields and stellar feedback are considered. The time-varying
fluctuations in the low-density end of the volume density PDF
for the ALL + OUTFLOWS simulation provide evidence of mass
cycling between high and low densities. The simulated clouds
collapse under the influence of gravity, which leads to the local
accretion of mass onto the sink particles (e.g., Figures 8—10).
However, Figure 4 demonstrates that the amount of low-
density gas also changes with time, initially growing rapidly
and then falling again. This suggests that gas is cycling
between high- and low-density states.

Semenov et al. (2017, 2018) explored an analogous process
in galaxy simulations and provided a physical framework for
connecting gas depletion times and SFRs with the timescale of
this cycling. This framework relies only on mass conservation
of gas as the gas cycles between different interstellar medium
states, and therefore this framework can also be used to
describe depletion times and SFRs of individual star-forming
regions like the ones that we study here.

To apply this framework in our simulations, we can consider
the power-law tail of the PDF as the actively star-forming gas
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reservoir that can exchange mass with a more diffuse and non-
star-forming lognormal part. The depletion time of the entire
region, Tyep = Mgas /M, can be expressed as Taep = TaeppL/foLs
where Tyep pr. = Mpr. /M, is the depletion time of the power-law
tail, and fPL:MpL/Mgas is its mass fraction. The latter can be
expressed via the timescales of dense gas supply from the
lognormal part, #;, and the lifetime of dense gas before it is
converted into stars or removed back to the diffuse state by, e.g.,
turbulent shear or stellar feedback, fpr: fpr ~ oL /(N + fpL).

Figures 8—10 show that the power-law mass fraction fpy is
nearly constant in time and does not change with the inclusion
of magnetic fields and protostellar feedback. This indicates that
the timescales #;x and tp; are set predominantly by turbulence
and gravity. At the same time, the timescale on which the
power-law tail is converted into stars, Tgep pr., increases when
magnetic fields and protostellar outflows are included.

Burkert (2017) put forward an analogous analytic model,
also based on mass conservation, that assumes that the
evolutionary timescales of the diffuse and dense molecular
states are set by the freefall time at the characteristic densities
of these states,® teegier and e gense (€€ Equation (1) and the
definition of the accretion rate in Burkert 2017). After
substituting these timescales in the above expression for the
dense mass fraction and assuming fg g > fff genses WE gt
Saense ~ titdense/ (Tit.dift + Tt.dense) ~ lit.dense/ fir.dier, Which is also
the result obtained by the Burkert (2017) model. Thus, this
model produces a constant fye,s if the average densities of
dense and diffuse gas reservoirs are constant and the timescales
of gas exchange between these reservoirs are set by corresp-
onding freefall times. However, in our preliminary study, we
find that, while the gas in the power-law tail indeed evolves on
its local freefall time, the more diffuse lognormal component
evolves on shorter-than-freefall timescales, indicating the
importance of turbulence in controlling this evolution.

Our future work will focus on a more detailed analysis of the
evolutionary timescales and their dependence on the para-
meters of turbulence and other physical processes included in
our simulations.

6. Conclusions

In this paper, we analyze a suite of four hydrodynamical
simulations in order to gain a deeper understanding of how
individual components of the density PDF are affected by
turbulence, magnetic fields, gravity, and protostellar outflow
feedback. We find the following:

1. The inclusion of protostellar outflows produces time-
varying, non-lognormal features in the low-density end of
the density PDF, which results in an excess of diffuse gas
relative to simulations that do not include feedback.

2. A power-law tail is evident at the high-density end of the
density PDF for all simulations that include self-gravity.
The power-law tail mass and slope do not significantly
vary in time despite the presence of outflow feedback.

3. The density distribution retains a lognormal shape only
around the mean density, reflecting the presence of large-
scale turbulence. However, we measure wider lognormal
fits than would be predicted by the variance-sonic Mach
number relationship using the driven Mach number and

8 For the sake of comparison, we make a correspondence between the dense

and diffuse molecular reservoirs considered by Burkert (2017) and the power-
law and lognormal PDF parts considered in our paper.
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the driving-scale forcing parameter b. This may be
because the individual lognormal fits are biased by the
growth of the power-law tail and/or because gravity
modifies the value of b.

4. Mass flows from the lognormal portion of the density
PDF to the power-law tail at a rate that is nearly equal to
the sink particle mass accretion. This implies that stars
form at the rate at which the diffuse gas contracts and
replenishes the power-law tail of the density PDF.

5. Unlike magnetic fields, we find that driven turbulence
does not provide significant support in the dense gas of
the power-law portion of the PDF. Over a freefall time at
the transition density, our supersonic hydrodynamic
turbulence simulation converts all of the mass in the
power-law tail into stars.

6. The inclusion of magnetic fields and protostellar outflows
slows the transference of mass from gas into stars, as well
as from the diffuse gas to the dense collapsing gas, by
approximately a factor of ~4-5.

Our results shed light on the way that the gas mass flows
between different parts of the density PDF and highlights the
importance of such flows in setting slow SFRs in molecular
clouds. Low SFRs result from the slowdown of the net mass
transfer due to the combined effects of turbulence, gravity,
magnetic fields, and protostellar feedback. Our future work will
take a closer look at how mass flow occurs, how it connects to
analytic star formation models that use the density PDF, and
how this process depends on a wider parameter spread of
magnetic field strength and turbulent driving.

S.A.thanks Matthew E.Orr and Charlotte Olsen for their
valuable comments on the manuscript. S.A. is grateful for the
support of NASA grant No. 8ONSSC20K0500. The analysis and
one of the simulations for this work was performed using
computing resources provided by the Flatiron Institute. B.B.is
grateful for funded support by the Simons Foundation, Sloan
Foundation, and the Packard Foundation. Support for V.S. was
provided by NASA through the NASA Hubble Fellowship grant
HST-HF2-51445.001-A awarded by the Space Telescope Science
Institute, which is operated by the Association of Universities for
Research in Astronomy, Inc., for NASA, under contract NASS5-
26555. C.F. acknowledges funding provided by the Australian
Research Council (Future Fellowship FT180100495), and the
Australia-Germany Joint Research Cooperation Scheme (UA-
DAAD). We further acknowledge high-performance computing
resources provided by the Australian National Computational
Infrastructure (grantek9) in the framework of the National
Computational Merit Allocation Scheme and the ANU Merit
Allocation Scheme, and by the Leibniz Rechenzentrum and the
Gauss Centre for Supercomputing (grantpr32lo). A.L.R.
acknowledges support from NASA through Einstein Postdoctoral
Fellowship grant No. PF7-180166 awarded by the Chandra X-ray
Center, which is operated by the Smithsonian Astrophysical
Observatory for NASA under contract NAS8-03060; and support
from Harvard University through the ITC Post-doctoral Fellow-
ship. The software used in this work was in part developed by the
DOE-supported Flash Center for Computational Science at the
University of Chicago. The authors acknowledge the use of the
following software: yt (Turk et al. 2011), flash (Fryxell et al.
2000), SciPy (Virtanen et al. 2020), scikit-learn (Pedregosa et al.
2012), Matplotlib (Hunter 2007), and astropy (Astropy Colla-
boration et al. 2013).



THE ASTROPHYSICAL JOURNAL, 927:75 (15pp), 2022 March 1

ORCID iDs

Sabrina M. Appel © https: //orcid.org/0000-0002-6593-3800
Blakesley Burkhart ® https: //orcid.org/0000-0001-5817-5944
Vadim A. Semenov @ https: //orcid.org /0000-0002-6648-7136
Christoph Federrath @ https: //orcid.org /0000-0002-0706-2306
Anna L. Rosen @ https: //orcid.org/0000-0003-4423-0660

References

Alves, J., Lombardi, M., & Lada, C. J. 2017, A&A, 606, L2

Astropy Collaboration, Robitaille, T. P., Tollerud, E. J., et al. 2013, A&A,
558, A33

Ballesteros-Paredes, J., Vazquez-Semadeni, E., Gazol, A., et al. 2011,
MNRAS, 416, 1436

Beattie, J. R., Mocz, P., Federrath, C., & Klessen, R. S. 2021, MNRAS,
504, 4354

Blandford, R. D., & Payne, D. G. 1982, MNRAS, 199, 883

Bontemps, S., Andre, P., Terebey, S., & Cabrit, S. 1996, A&A, 311, 858

Braun, H., & Schmidt, W. 2015, MNRAS, 454, 1545

Brunt, C. M. 2010, A&A, 513, A67

Burkert, A. 2017, MmSAI, 88, 533

Burkhart, B. 2018, ApJ, 863, 118

Burkhart, B., Falceta-Gongalves, D., Kowal, G., & Lazarian, A. 2009, ApJ,
693, 250

Burkhart, B., & Lazarian, A. 2012, ApJL, 755, L19

Burkhart, B., & Mocz, P. 2019, ApJ, 879, 129

Burkhart, B., Stalpes, K., & Collins, D. C. 2017, ApJL, 834, L1

Burkhart, B., Stanimirovi¢, S., Lazarian, A., & Kowal, G. 2010, ApJ,
708, 1204

Chen, H., Burkhart, B., Goodman, A. A., & Collins, D. C. 2018, ApJ, 859, 162

Chen, H. H.-H., Pineda, J. E., Goodman, A. A., et al. 2019, ApJ, 877, 93

Collins, D. C., Kritsuk, A. G., Padoan, P., et al. 2012, ApJ, 750, 13

Cunningham, A. J., McKee, C. F., Klein, R. I, Krumholz, M. R., &
Teyssier, R. 2012, AplJ, 744, 185

de Avillez, M. A., & Breitschwerdt, D. 2004, A&A, 425, 899

Federrath, C. 2015, MNRAS, 450, 4035

Federrath, C. 2016a, MNRAS, 457, 375

Federrath, C. 2016b, JPIPh, 82, 535820601

Federrath, C., Banerjee, R., Clark, P. C., & Klessen, R. S. 2010a, ApJ, 713, 269

Federrath, C., & Klessen, R. S. 2012, AplJ, 761, 156

Federrath, C., & Klessen, R. S. 2013, ApJ, 763, 51

Federrath, C., Klessen, R. S., & Schmidt, W. 2008, ApJL, 688, L79

Federrath, C., Krumholz, M., & Hopkins, P. F. 2017, JPhCS, 837, 012007

Federrath, C., Rathborne, J. M., Longmore, S. N., et al. 2016, ApJ, 832, 143

Federrath, C., Roman-Duval, J., Klessen, R. S., Schmidt, W. &
Mac Low, M.-M. 2010b, A&A, 512, A81

Federrath, C., Schron, M., Banerjee, R., & Klessen, R. S. 2014, ApJ, 790, 128

Federrath, C., Sur, S., Schleicher, D. R. G., Banerjee, R., & Klessen, R. S.
2011, ApJ, 731, 62

Fryxell, B., Olson, K., Ricker, P., et al. 2000, ApJS, 131, 273

Gallegos-Garcia, M., Burkhart, B., Rosen, A. L., Naiman, J. P, &
Ramirez-Ruiz, E. 2020, ApJL, 899, L30

Gazol, A., Vizquez-Semadeni, E., & Kim, J. 2005, ApJ, 630, 911

Gensior, J., Kruijssen, J. M. D., & Keller, B. W. 2020, MNRAS, 495, 199

Ginsburg, A., Federrath, C., & Darling, J. 2013, ApJ, 779, 50

Girichidis, P., Konstandin, L., Whitworth, A. P., & Klessen, R. S. 2014, ApJ,
781, 91

Grudi¢, M. Y., Hopkins, P. F., Faucher-Giguere, C.-A., et al. 2018, MNRAS,
475, 3511

Hennebelle, P., & Chabrier, G. 2008, ApJ, 684, 395

Hennebelle, P., & Chabrier, G. 2009, ApJ, 702, 1428

Hennebelle, P., & Chabrier, G. 2011, ApJL, 743, L.29

Hill, A. S., Benjamin, R. A., Kowal, G., et al. 2008, ApJ, 686, 363

Hopkins, P. F. 2012, MNRAS, 423, 2037

Hopkins, P. F. 2013, MNRAS, 430, 1880

Hunter, J. D. 2007, CSE, 9, 90

Jaupart, E., & Chabrier, G. 2020, ApJL, 903, L2

Kainulainen, J., & Federrath, C. 2017, A&A, 608, L3

Kainulainen, J., Federrath, C., & Henning, T. 2013, A&A, 553, L8

Kainulainen, J., & Tan, J. C. 2013, A&A, 549, A53

Kennicutt, R. C., & Evans, N. J. 2012, ARA&A, 50, 531

14

Appel et al.

Khullar, S., Federrath, C., Krumholz, M. R., & Matzner, C. D. 2021, MNRAS,
507, 4335

Klessen, R. S. 2000, ApJ, 535, 869

Kolligan, A., & Kuiper, R. 2018, A&A, 620, A182

Konstandin, L., Girichidis, P., Federrath, C., & Klessen, R. S. 2012, ApJ,
761, 149

Kravtsov, A. V. 2003, ApJL, 590, L1

Kretschmer, M., Dekel, A., & Teyssier, R. 2022, MNRAS, 510, 3266

Kretschmer, M., & Teyssier, R. 2020, MNRAS, 492, 1385

Kritsuk, A. G., Norman, M. L., & Wagner, R. 2011, ApJL, 727, L20

Krumholz, M. R., Burkhart, B., Forbes, J. C., & Crocker, R. M. 2018,
MNRAS, 477, 2716

Krumholz, M. R., & McKee, C. F. 2005, ApJ, 630, 250

Lazarian, A. 2009, SSRv, 143, 357

Leroy, A. K., Schinnerer, E., Hughes, A., et al. 2017, ApJ, 846, 71

Li, H., Gnedin, O. Y., Gnedin, N. Y., et al. 2017, ApJ, 834, 69

Lombardi, M., Alves, J., & Lada, C. J. 2015, A&A, 576, L1

Lupi, A., Bovino, S., Capelo, P. R., Volonteri, M., & Silk, J. 2018, MNRAS,
474, 2884

Lynden-Bell, D. 2003, MNRAS, 341, 1360

Ma, Y., Wang, H., Li, C., et al. 2021, ApJS, 254, 3

Maud, L. T., Lumsden, S. L., Moore, T. J. T., et al. 2015, MNRAS, 452, 637

McKee, C. F., & Ostriker, E. C. 2007, ARA&A, 45, 565

Menon, S. H., Federrath, C., Klaassen, P., Kuiper, R., & Reiter, M. 2021,
MNRAS, 500, 1721

Mocz, P., Burkhart, B., Hernquist, L., McKee, C. F., & Springel, V. 2017, ApJ,
838, 40

Molina, F. Z., Glover, S. C. O., Federrath, C., & Klessen, R. S. 2012, MNRAS,
423, 2680

Myers, A. T., Klein, R. I., Krumholz, M. R., & McKee, C. F. 2014, MNRAS,
439, 3420

Myers, P. C. 2015, Apl, 806, 226

Myers, P. C. 2017, ApJ, 838, 10

Offner, S. S. R., & Chaban, J. 2017, ApJ, 847, 104

Offner, S. S. R., Hansen, C. E., & Krumholz, M. R. 2009, ApJL, 704, L124

Olsen, K. P., Burkhart, B., Mac Low, M.-M,, et al. 2021, ApJ, 922, 88

Ossenkopf-Okada, V., Csengeri, T., Schneider, N., Federrath, C., &
Klessen, R. S. 2016, A&A, 590, A104

Padoan, P., & Nordlund, A. 2011, ApJ, 730, 40

Padoan, P., Federrath, C., Chabrier, G., et al. 2014, in Protostars and Planets
VI, ed. H. Beuther, R. S. Klessen, & T. Henning (Tucson, AZ: Univ.
Arizona Press), 77 .

Padoan, P., Haugbglle, T., & Nordlund, A. 2012, ApJL, 759, L27

Padoan, P., Nordlund, A., & Jones, B. J. T. 1997,0 MNRAS, 288, 145

Pan, L., Padoan, P., Haugbglle, T., & Nordlund, A. 2016, ApJ, 825, 30

Passot, T., & Véazquez-Semadeni, E. 1998, PhRVE, 58, 4501

Passot, T., & Véazquez-Semadeni, E. 2003, A&A, 398, 845

Pedregosa, F., Varoquaux, G., Gramfort, A., et al. 2012, Journal of Machine
Learning Research, 12, 2825

Pelletier, G., & Pudritz, R. E. 1992, ApJ, 394, 117

Price, D. J., & Federrath, C. 2010, MNRAS, 406, 1659

Price, D. J., Federrath, C., & Brunt, C. M. 2011, ApJL, 727, L21

Robertson, B. E., & Kravtsov, A. V. 2008, ApJ, 680, 1083

Rosen, A. L., & Krumholz, M. R. 2020, AJ, 160, 78

Rosen, A. L., Li, P. S., Zhang, Q., & Burkhart, B. 2019, ApJ, 887, 108

Rosen, A. L., Lopez, L. A., Krumholz, M. R., & Ramirez-Ruiz, E. 2014,
MNRAS, 442, 2701

Rosen, A. L., Offner, S. S. R., Sadavoy, S. 1., et al. 2020, SSRv, 216, 62

Salim, D. M., Federrath, C., & Kewley, L. J. 2015, ApJL, 806, L36

Scalo, J., Vazquez-Semadeni, E., Chappell, D., & Passot, T. 1998, AplJ,
504, 835

Schneider, N., Bontemps, S., Girichidis, P., et al. 2015a, MNRAS, 453, L41

Schneider, N., Csengeri, T., Klessen, R. S., et al. 2015b, A&A, 578, 29

Semenov, V. A., Kravtsov, A. V., & Gnedin, N. Y. 2016, ApJ, 826, 200

Semenov, V. A., Kravtsov, A. V., & Gnedin, N. Y. 2017, ApJ, 845, 133

Semenov, V. A., Kravtsov, A. V., & Gnedin, N. Y. 2018, ApJ, 861, 4

Semenov, V. A., Kravtsov, A. V., & Gnedin, N. Y. 2021, ApJ, 918, 13

Shu, F. H., Lizano, S., Ruden, S. P., & Najita, J. 1988, ApJL, 328, L19

Soler, J. D. 2019, A&A, 629, A96

Trebitsch, M., Blaizot, J., Rosdahl, J., Devriendt, J., & Slyz, A. 2017, MNRAS,
470, 224

Truelove, J. K., Klein, R. 1., McKee, C. F., et al. 1998, ApJ, 495, 821

Turk, M. J., Smith, B. D., Oishi, J. S., et al. 2011, ApJS, 192, 9

Vazquez-Semadeni, E. 1994, Apl, 423, 681


https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0002-6593-3800
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0001-5817-5944
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-6648-7136
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0002-0706-2306
https://orcid.org/0000-0003-4423-0660
https://orcid.org/0000-0003-4423-0660
https://orcid.org/0000-0003-4423-0660
https://orcid.org/0000-0003-4423-0660
https://orcid.org/0000-0003-4423-0660
https://orcid.org/0000-0003-4423-0660
https://orcid.org/0000-0003-4423-0660
https://orcid.org/0000-0003-4423-0660
https://doi.org/10.1051/0004-6361/201731436
https://ui.adsabs.harvard.edu/abs/2017A&A...606L...2A/abstract
https://doi.org/10.1051/0004-6361/201322068
https://ui.adsabs.harvard.edu/abs/2013A&A...558A..33A/abstract
https://ui.adsabs.harvard.edu/abs/2013A&A...558A..33A/abstract
https://doi.org/10.1111/j.1365-2966.2011.19141.x
https://ui.adsabs.harvard.edu/abs/2011MNRAS.416.1436B/abstract
https://doi.org/10.1093/mnras/stab1037
https://ui.adsabs.harvard.edu/abs/2021MNRAS.504.4354B/abstract
https://ui.adsabs.harvard.edu/abs/2021MNRAS.504.4354B/abstract
https://doi.org/10.1093/mnras/199.4.883
https://ui.adsabs.harvard.edu/abs/1982MNRAS.199..883B/abstract
https://ui.adsabs.harvard.edu/abs/1996A&A...311..858B/abstract
https://doi.org/10.1093/mnras/stv1856
https://ui.adsabs.harvard.edu/abs/2015MNRAS.454.1545B/abstract
https://doi.org/10.1051/0004-6361/200913506
https://ui.adsabs.harvard.edu/abs/2010A&A...513A..67B/abstract
https://ui.adsabs.harvard.edu/abs/2017MmSAI..88..533B/abstract
https://doi.org/10.3847/1538-4357/aad002
https://ui.adsabs.harvard.edu/abs/2018ApJ...863..118B/abstract
https://doi.org/10.1088/0004-637X/693/1/250
https://ui.adsabs.harvard.edu/abs/2009ApJ...693..250B/abstract
https://ui.adsabs.harvard.edu/abs/2009ApJ...693..250B/abstract
https://doi.org/10.1088/2041-8205/755/1/L19
https://ui.adsabs.harvard.edu/abs/2012ApJ...755L..19B/abstract
https://doi.org/10.3847/1538-4357/ab25ed
https://ui.adsabs.harvard.edu/abs/2019ApJ...879..129B/abstract
https://doi.org/10.3847/2041-8213/834/1/L1
https://ui.adsabs.harvard.edu/abs/2017ApJ...834L...1B/abstract
https://doi.org/10.1088/0004-637X/708/2/1204
https://ui.adsabs.harvard.edu/abs/2010ApJ...708.1204B/abstract
https://ui.adsabs.harvard.edu/abs/2010ApJ...708.1204B/abstract
https://doi.org/10.3847/1538-4357/aabaf6
https://ui.adsabs.harvard.edu/abs/2018ApJ...859..162C/abstract
https://doi.org/10.3847/1538-4357/ab1a40
https://ui.adsabs.harvard.edu/abs/2019ApJ...877...93C/abstract
https://doi.org/10.1088/0004-637X/750/1/13
https://ui.adsabs.harvard.edu/abs/2012ApJ...750...13C/abstract
https://doi.org/10.1088/0004-637X/744/2/185
https://ui.adsabs.harvard.edu/abs/2012ApJ...744..185C/abstract
https://doi.org/10.1051/0004-6361:200400025
https://ui.adsabs.harvard.edu/abs/2004A&A...425..899D/abstract
https://doi.org/10.1093/mnras/stv941
https://ui.adsabs.harvard.edu/abs/2015MNRAS.450.4035F/abstract
https://doi.org/10.1093/mnras/stv2880
https://ui.adsabs.harvard.edu/abs/2016MNRAS.457..375F/abstract
https://doi.org/10.1017/S0022377816001069
https://ui.adsabs.harvard.edu/abs/2016JPlPh..82f5301F/abstract
https://doi.org/10.1088/0004-637X/713/1/269
https://ui.adsabs.harvard.edu/abs/2010ApJ...713..269F/abstract
https://doi.org/10.1088/0004-637X/761/2/156
https://ui.adsabs.harvard.edu/abs/2012ApJ...761..156F/abstract
https://doi.org/10.1088/0004-637X/763/1/51
https://ui.adsabs.harvard.edu/abs/2013ApJ...763...51F/abstract
https://doi.org/10.1086/595280
https://ui.adsabs.harvard.edu/abs/2008ApJ...688L..79F/abstract
https://doi.org/10.1088/1742-6596/837/1/012007
https://ui.adsabs.harvard.edu/abs/2017JPhCS.837a2007F/abstract
https://doi.org/10.3847/0004-637X/832/2/143
https://ui.adsabs.harvard.edu/abs/2016ApJ...832..143F/abstract
https://doi.org/10.1051/0004-6361/200912437
https://ui.adsabs.harvard.edu/abs/2010A&A...512A..81F/abstract
https://doi.org/10.1088/0004-637X/790/2/128
https://ui.adsabs.harvard.edu/abs/2014ApJ...790..128F/abstract
https://doi.org/10.1088/0004-637X/731/1/62
https://ui.adsabs.harvard.edu/abs/2011ApJ...731...62F/abstract
https://doi.org/10.1086/317361
https://ui.adsabs.harvard.edu/abs/2000ApJS..131..273F/abstract
https://doi.org/10.3847/2041-8213/ababae
https://ui.adsabs.harvard.edu/abs/2020ApJ...899L..30G/abstract
https://doi.org/10.1086/430817
https://ui.adsabs.harvard.edu/abs/2005ApJ...630..911G/abstract
https://doi.org/10.1093/mnras/staa1184
https://ui.adsabs.harvard.edu/abs/2020MNRAS.495..199G/abstract
https://doi.org/10.1088/0004-637X/779/1/50
https://ui.adsabs.harvard.edu/abs/2013ApJ...779...50G/abstract
https://doi.org/10.1088/0004-637X/781/2/91
https://ui.adsabs.harvard.edu/abs/2014ApJ...781...91G/abstract
https://ui.adsabs.harvard.edu/abs/2014ApJ...781...91G/abstract
https://doi.org/10.1093/mnras/sty035
https://ui.adsabs.harvard.edu/abs/2018MNRAS.475.3511G/abstract
https://ui.adsabs.harvard.edu/abs/2018MNRAS.475.3511G/abstract
https://doi.org/10.1086/589916
https://ui.adsabs.harvard.edu/abs/2008ApJ...684..395H/abstract
https://doi.org/10.1088/0004-637X/702/2/1428
https://ui.adsabs.harvard.edu/abs/2009ApJ...702.1428H/abstract
https://doi.org/10.1088/2041-8205/743/2/L29
https://ui.adsabs.harvard.edu/abs/2011ApJ...743L..29H/abstract
https://doi.org/10.1086/590543
https://ui.adsabs.harvard.edu/abs/2008ApJ...686..363H/abstract
https://doi.org/10.1111/j.1365-2966.2012.20731.x
https://ui.adsabs.harvard.edu/abs/2012MNRAS.423.2037H/abstract
https://doi.org/10.1093/mnras/stt010
https://ui.adsabs.harvard.edu/abs/2013MNRAS.430.1880H/abstract
https://doi.org/10.1109/MCSE.2007.55
https://ui.adsabs.harvard.edu/abs/2007CSE.....9...90H/abstract
https://doi.org/10.3847/2041-8213/abbda8
https://ui.adsabs.harvard.edu/abs/2020ApJ...903L...2J/abstract
https://doi.org/10.1051/0004-6361/201731028
https://ui.adsabs.harvard.edu/abs/2017A&A...608L...3K/abstract
https://doi.org/10.1051/0004-6361/201321431
https://ui.adsabs.harvard.edu/abs/2013A&A...553L...8K/abstract
https://doi.org/10.1051/0004-6361/201219526
https://ui.adsabs.harvard.edu/abs/2013A&A...549A..53K/abstract
https://doi.org/10.1146/annurev-astro-081811-125610
https://ui.adsabs.harvard.edu/abs/2012ARA&A..50..531K/abstract
https://doi.org/10.1093/mnras/stab1914
https://ui.adsabs.harvard.edu/abs/2021MNRAS.507.4335K/abstract
https://ui.adsabs.harvard.edu/abs/2021MNRAS.507.4335K/abstract
https://doi.org/10.1086/308854
https://ui.adsabs.harvard.edu/abs/2000ApJ...535..869K/abstract
https://doi.org/10.1051/0004-6361/201833686
https://ui.adsabs.harvard.edu/abs/2018A&A...620A.182K/abstract
https://doi.org/10.1088/0004-637X/761/2/149
https://ui.adsabs.harvard.edu/abs/2012ApJ...761..149K/abstract
https://ui.adsabs.harvard.edu/abs/2012ApJ...761..149K/abstract
https://doi.org/10.1086/376674
https://ui.adsabs.harvard.edu/abs/2003ApJ...590L...1K/abstract
https://doi.org/10.1093/mnras/stab3648
https://ui.adsabs.harvard.edu/abs/2022MNRAS.510.3266K/abstract
https://doi.org/10.1093/mnras/stz3495
https://ui.adsabs.harvard.edu/abs/2020MNRAS.492.1385K/abstract
https://doi.org/10.1088/2041-8205/727/1/L20
https://ui.adsabs.harvard.edu/abs/2011ApJ...727L..20K/abstract
https://doi.org/10.1093/mnras/sty852
https://ui.adsabs.harvard.edu/abs/2018MNRAS.477.2716K/abstract
https://doi.org/10.1086/431734
https://ui.adsabs.harvard.edu/abs/2005ApJ...630..250K/abstract
https://doi.org/10.1007/s11214-008-9460-y
https://ui.adsabs.harvard.edu/abs/2009SSRv..143..357L/abstract
https://doi.org/10.3847/1538-4357/aa7fef
https://ui.adsabs.harvard.edu/abs/2017ApJ...846...71L/abstract
https://doi.org/10.3847/1538-4357/834/1/69
https://ui.adsabs.harvard.edu/abs/2017ApJ...834...69L/abstract
https://doi.org/10.1051/0004-6361/201525650
https://ui.adsabs.harvard.edu/abs/2015A&A...576L...1L/abstract
https://doi.org/10.1093/mnras/stx2874
https://ui.adsabs.harvard.edu/abs/2018MNRAS.474.2884L/abstract
https://ui.adsabs.harvard.edu/abs/2018MNRAS.474.2884L/abstract
https://doi.org/10.1046/j.1365-8711.2003.06506.x
https://ui.adsabs.harvard.edu/abs/2003MNRAS.341.1360L/abstract
https://doi.org/10.3847/1538-4365/abe85c
https://ui.adsabs.harvard.edu/abs/2021ApJS..254....3M/abstract
https://doi.org/10.1093/mnras/stv1334
https://ui.adsabs.harvard.edu/abs/2015MNRAS.452..637M/abstract
https://doi.org/10.1146/annurev.astro.45.051806.110602
https://ui.adsabs.harvard.edu/abs/2007ARA&A..45..565M/abstract
https://doi.org/10.1093/mnras/staa3271
https://ui.adsabs.harvard.edu/abs/2021MNRAS.500.1721M/abstract
https://doi.org/10.3847/1538-4357/aa6475
https://ui.adsabs.harvard.edu/abs/2017ApJ...838...40M/abstract
https://ui.adsabs.harvard.edu/abs/2017ApJ...838...40M/abstract
https://doi.org/10.1111/j.1365-2966.2012.21075.x
https://ui.adsabs.harvard.edu/abs/2012MNRAS.423.2680M/abstract
https://ui.adsabs.harvard.edu/abs/2012MNRAS.423.2680M/abstract
https://doi.org/10.1093/mnras/stu190
https://ui.adsabs.harvard.edu/abs/2014MNRAS.439.3420M/abstract
https://ui.adsabs.harvard.edu/abs/2014MNRAS.439.3420M/abstract
https://doi.org/10.1088/0004-637X/806/2/226
https://ui.adsabs.harvard.edu/abs/2015ApJ...806..226M/abstract
https://doi.org/10.3847/1538-4357/aa5fa8
https://ui.adsabs.harvard.edu/abs/2017ApJ...838...10M/abstract
https://doi.org/10.3847/1538-4357/aa8996
https://ui.adsabs.harvard.edu/abs/2017ApJ...847..104O/abstract
https://doi.org/10.1088/0004-637X/704/2/L124
https://ui.adsabs.harvard.edu/abs/2009ApJ...704L.124O/abstract
https://doi.org/10.3847/1538-4357/ac20d4
https://ui.adsabs.harvard.edu/abs/2021ApJ...922...88O/abstract
https://doi.org/10.1051/0004-6361/201628095
https://ui.adsabs.harvard.edu/abs/2016A&A...590A.104O/abstract
https://doi.org/10.1088/0004-637X/730/1/40
https://ui.adsabs.harvard.edu/abs/2011ApJ...730...40P/abstract
https://ui.adsabs.harvard.edu/abs/2014prpl.conf...77P/abstract
https://doi.org/10.1088/2041-8205/759/2/L27
https://ui.adsabs.harvard.edu/abs/2012ApJ...759L..27P/abstract
https://doi.org/10.1093/mnras/288.1.145
https://ui.adsabs.harvard.edu/abs/1997MNRAS.288..145P/abstract
https://doi.org/10.3847/0004-637X/825/1/30
https://ui.adsabs.harvard.edu/abs/2016ApJ...825...30P/abstract
https://doi.org/10.1103/PhysRevE.58.4501
https://ui.adsabs.harvard.edu/abs/1998PhRvE..58.4501P/abstract
https://doi.org/10.1051/0004-6361:20021665
https://ui.adsabs.harvard.edu/abs/2003A&A...398..845P/abstract
https://ui.adsabs.harvard.edu/abs/2012arXiv1201.0490P/abstract
https://doi.org/10.1086/171565
https://ui.adsabs.harvard.edu/abs/1992ApJ...394..117P/abstract
https://doi.org/10.1111/j.1365-2966.2010.16810.x
https://ui.adsabs.harvard.edu/abs/2010MNRAS.406.1659P/abstract
https://doi.org/10.1088/2041-8205/727/1/L21
https://ui.adsabs.harvard.edu/abs/2011ApJ...727L..21P/abstract
https://doi.org/10.1086/587796
https://ui.adsabs.harvard.edu/abs/2008ApJ...680.1083R/abstract
https://doi.org/10.3847/1538-3881/ab9abf
https://ui.adsabs.harvard.edu/abs/2020AJ....160...78R/abstract
https://doi.org/10.3847/1538-4357/ab54c6
https://ui.adsabs.harvard.edu/abs/2019ApJ...887..108R/abstract
https://doi.org/10.1093/mnras/stu1037
https://ui.adsabs.harvard.edu/abs/2014MNRAS.442.2701R/abstract
https://doi.org/10.1007/s11214-020-00688-5
https://ui.adsabs.harvard.edu/abs/2020SSRv..216...62R/abstract
https://doi.org/10.1088/2041-8205/806/2/L36
https://ui.adsabs.harvard.edu/abs/2015ApJ...806L..36S/abstract
https://doi.org/10.1086/306099
https://ui.adsabs.harvard.edu/abs/1998ApJ...504..835S/abstract
https://ui.adsabs.harvard.edu/abs/1998ApJ...504..835S/abstract
https://doi.org/10.1093/mnrasl/slv101
https://ui.adsabs.harvard.edu/abs/2015MNRAS.453L..41S/abstract
https://doi.org/10.1051/0004-6361/201424375
https://ui.adsabs.harvard.edu/abs/2015A&A...578A..29S/abstract
https://doi.org/10.3847/0004-637X/826/2/200
https://ui.adsabs.harvard.edu/abs/2016ApJ...826..200S/abstract
https://doi.org/10.3847/1538-4357/aa8096
https://ui.adsabs.harvard.edu/abs/2017ApJ...845..133S/abstract
https://doi.org/10.3847/1538-4357/aac6eb
https://ui.adsabs.harvard.edu/abs/2018ApJ...861....4S/abstract
https://doi.org/10.3847/1538-4357/ac0a77
https://ui.adsabs.harvard.edu/abs/2021ApJ...918...13S/abstract
https://doi.org/10.1086/185152
https://ui.adsabs.harvard.edu/abs/1988ApJ...328L..19S/abstract
https://doi.org/10.1051/0004-6361/201935779
https://ui.adsabs.harvard.edu/abs/2019A&A...629A..96S/abstract
https://doi.org/10.1093/mnras/stx1060
https://ui.adsabs.harvard.edu/abs/2017MNRAS.470..224T/abstract
https://ui.adsabs.harvard.edu/abs/2017MNRAS.470..224T/abstract
https://doi.org/10.1086/305329
https://ui.adsabs.harvard.edu/abs/1998ApJ...495..821T/abstract
https://doi.org/10.1088/0067-0049/192/1/9
https://ui.adsabs.harvard.edu/abs/2011ApJS..192....9T/abstract
https://doi.org/10.1086/173847
https://ui.adsabs.harvard.edu/abs/1994ApJ...423..681V/abstract

THE ASTROPHYSICAL JOURNAL, 927:75 (15pp), 2022 March 1 Appel et al.

Vazquez-Semadeni, E., & Garcia, N. 2001, ApJ, 557, 727

Virtanen, P., Gommers, R., Oliphant, T. E., et al. 2020, Nature Methods,
Vazquez-Semadeni, E., Gazol, A., & Scalo, J. 2000, ApJ, 540, 271 17, 261
Vazquez-Semadeni, E., Passot, T., & Pouquet, A. 1995, Apl, 441, Waagan, K., Federrath, C., & Klingenberg, C. 2011, JCoPh, 230, 3331
702 Wada, K., & Norman, C. A. 2007, ApJ, 660, 276
Veltchev, T. V., Girichidis, P., Donkov, S., et al. 2019, MNRAS, 489, Walch, S., Whitworth, A. P., Bisbas, T. G., Wiinsch, R., & Hubber, D. A.
788

2013, MNRAS, 435, 917

15


https://doi.org/10.1086/321688
https://ui.adsabs.harvard.edu/abs/2001ApJ...557..727V/abstract
https://doi.org/10.1086/309318
https://ui.adsabs.harvard.edu/abs/2000ApJ...540..271V/abstract
https://doi.org/10.1086/175393
https://ui.adsabs.harvard.edu/abs/1995ApJ...441..702V/abstract
https://ui.adsabs.harvard.edu/abs/1995ApJ...441..702V/abstract
https://doi.org/10.1093/mnras/stz2151
https://ui.adsabs.harvard.edu/abs/2019MNRAS.489..788V/abstract
https://ui.adsabs.harvard.edu/abs/2019MNRAS.489..788V/abstract
https://doi.org/10.1038/s41592-019-0686-2
https://ui.adsabs.harvard.edu/abs/2020NatMe..17..261V/abstract
https://ui.adsabs.harvard.edu/abs/2020NatMe..17..261V/abstract
https://doi.org/10.1016/j.jcp.2011.01.026
https://ui.adsabs.harvard.edu/abs/2011JCoPh.230.3331W/abstract
https://doi.org/10.1086/513002
https://ui.adsabs.harvard.edu/abs/2007ApJ...660..276W/abstract
https://doi.org/10.1093/mnras/stt1115
https://ui.adsabs.harvard.edu/abs/2013MNRAS.435..917W/abstract

	1. Introduction
	2. Simulations and Numerical Parameters
	3. Analytic Description of Density PDFs
	3.1. Pure Lognormal Density PDFs
	3.2. A Piecewise Density PDF

	4. Density PDFs from Numerical Simulations
	4.1. Overview of the Density PDFs
	4.2. Fits to the Density PDFs
	4.3. Transition Density between the Lognormal and the Power-law Tail
	4.4. Mass Flow from Diffuse to Collapsing Gas as Traced by the PDF

	5. Discussion
	6. Conclusions
	References

