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Abstract—Millimeter wave (mmWave) communications has
been recently standardized for use in the fifth generation (5G)
of cellular networks, fulfilling the promise of multi-gigabit
mobile throughput of current and future mobile radio network
generations. In this context, the network densification required
to overcome the difficult mmWave propagation will result in
increased deployment costs. Integrated Access and Backhaul
(IAB) has been proposed as an effective mean of reducing
densification costs by deploying a wireless mesh network of base
stations, where backhaul and access transmissions share the same
radio technology. However, IAB requires sophisticated control
mechanisms to operate efficiently and address the increased
complexity. The Open Radio Access Network (RAN) paradigm
represents the ideal enabler of RAN intelligent control, but its
current specifications are not compatible with IAB. In this work,
we discuss the challenges of integrating IAB into the Open RAN
ecosystem, detailing the required architectural extensions that
will enable dynamic control of 5G IAB networks. We implement
the proposed integrated architecture into the first publicly-
available Open-RAN-enabled experimental framework, which
allows prototyping and testing Open-RAN-based solutions over
end-to-end 5G IAB networks. Finally, we validate the framework
with both ideal and realistic deployment scenarios exploiting the
large-scale testing capabilities of publicly available experimental
platforms.

Index Terms—IAB, O-RAN, 5G, Colosseum

I. INTRODUCTION

Radio Access Network (RAN) densification is a key tech-
nique to boost the coverage and performance metrics of current
and future generations of mobile radio networks [1]. However,
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these ultra-dense deployments come with increased costs and
complexity for provisioning wired backhaul to each base
station [2]. To address this, the 3rd Generation Partnership
Project (3GPP) has introduced Integrated Access and Backhaul
(IAB) in its Release 16 for NR [3]. With IAB, the backhaul
traffic is multiplexed on the air interface together with regular
User Equipments (UEs) access traffic. This effectively creates
a wireless mesh network of Base Stations (BSs) where only a
few require an expensive wired connection to the Core Net-
work (CN) (i.e., the IAB-Donors). Hence the cost-reduction
potential through wireless relays (i.e., the IAB-Nodes) [4].
Additionally, IAB is especially relevant for millimeter wave
(mmWave)-based radio access, where inexpensive network
densification is a fundamental necessity [5].

While the standardization process has reached a sufficient
maturity level, the open challenges brought about by integrat-
ing access and backhaul are still open. Consequently, IAB
offers optimization opportunities at all layers of communica-
tion abstraction. At the lowest levels, specialized IAB-aware
techniques are required to ensure a fair and effective resource
allocation among UEs and Mobile Terminations (MTs) [6, 7].
At the same time, backhaul and access transmission multi-
plexing must be managed to minimize interference [8]. Fur-
thermore, adaptive topology reconfiguration mechanisms must
be provisioned to maintain resiliency against link failures,
traffic unbalances and anomalous user distribution [9]. Overall,
these sophisticated management procedures require control
primitives that go beyond what has been specified by 3GPP.

The unprecedented paradigm shift brought about by the
O-RAN architecture, developed by the O-RAN Alliance,
promises to enable programmatic control of RAN components
through open interfaces and centralized control loops [10].
As such, it is the ideal candidate to unlock the potential
optimization and management gains awaiting in IAB. How-
ever, the current O-RAN architecture is tailored to traditional
RAN deployments, and an extension to enable IAB control
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is required. The first contribution of this work resides in a
discussion on how the O-RAN architecture, interfaces, and
control loops can be extended to IAB scenarios, with the
ultimate goal of allowing large-scale, data-driven control and
management of 5th generation (5G) IAB networks.

Additionally, to foster prototyping and testing with IAB
and O-RAN, we propose a comprehensive framework where
researchers can easily deploy an end-to-end O-RAN-enabled
IAB network with Over-The-Air (OTA) and hardware-in-the-
loop emulation capabilities. In line with O-RAN core concepts,
our framework is designed to be open, accessible and flexi-
ble by leveraging on open-source software and Commercial
Off-the-Shelf (COTS) hardware. The framework builds on
IABEST, the first large-scale accessible and open IAB testbed
presented in [11]. This testbed has been enriched to produce
a complete O-RAN IAB experimental solution, effectively
replicating the proposed O-RAN-IAB integrated architecture.
In particular, IAB-Donors and IAB-Nodes have been equipped
with custom-developed agents for the so-called E2 and O1
standard interfaces. These additions enable the controllers
introduced by the O-RAN architecture to manage IAB-Nodes,
effectively representing the first publicly available O-RAN-
enabled IAB prototyping and testing solution.

To further facilitate experimental research activities, we
have packaged and integrated the entire framework into
OpenRAN Gym, a publicly-available research platform for
data-driven O-RAN experimentation at scale [12]. Through
OpenRAN Gym, researchers can swiftly deploy and test the
proposed framework over large-scale and publicly available
hardware experimental platforms, such as the PAWR testbeds
and Colosseum [13, 14]. Notably, we showcase how Colos-
seum can be leveraged for large-scale IAB testing through
hardware-in-the-loop channel emulation to create sophisticated
deployment scenarios. A tutorial on how to deploy an O-
RAN-driven IAB network, together with the source code of all
the framework, is available on the OpenRAN Gym website.1

Finally, we use Colosseum to validate the proposed framework
numerically. In particular, we test the attainable performance in
a controlled radio scenario and in a more realistic deployment
in which we reconstruct a part of Florence, Italy.

The remainder of this paper is organized as follows. Sec-
tion II analyses the challenges of extending O-RAN to 5G IAB
networks. Section III contains a description of the proposed
frameworks, focusing on the O-RAN extensions that have
been included in [11]. Section IV contains the results of
the experiments we performed to validate our framework by
exploiting the large-scale testing capabilities of Colosseum.
Finally, Section V concludes the paper and discusses future
extensions.

II. INTEGRATING IAB IN OPEN RAN

As discussed in Section I, IAB represents a scalable so-
lution to the need for backhaul in ultra-dense 5G and 6G
deployments. At the same time, however, the wireless backhaul

1https://openrangym.com/tutorials/iab-tutorial

introduces additional complexity to the network deployments:
new parameters and configurations that need to be tuned—and
possibly, adapted dynamically—to get the best performance
out of the network and to seamlessly adjust to updated
conditions in the scenario and in the equipment status. For
example, it is possible to optimize the IAB network perfor-
mance by properly selecting the connectivity of IAB-Nodes
to their parents [9], or by appropriately allocating resources to
backhaul and access flows sharing the same air interface [6].

As for traditional RAN deployments with fiber-based back-
haul [15], there is a case to be made for providing IAB RAN
equipment with primitives for flexible, dynamic, data-driven
programmatic control. This requires providing endpoints to
expose telemetry, measurements, and analytics from IAB-
Nodes, as well as parameters and control knobs to enable
the optimization. So far, the Open RAN paradigm has been
successfully applied to non-IAB networks to achieve the same
goals, thanks to interfaces that give access to 3GPP Key
Performance Measurements (KPMs) and control parameters
in the RAN nodes [16, 17]. The Open RAN vision, which
is being developed into technical specifications by the O-
RAN Alliance, includes controllers that run custom control
loops, i.e., the RAN Intelligent Controllers (RICs). The O-
RAN Alliance has defined control loops and related RICs that
can operate at a time scale of 10 ms to 1 s (i.e., near-real-time)
or more than 1 s (i.e., non-real-time) [18]. The near-real-time,
or near-RT, RIC is connected to the RAN nodes through the
E2 interface, while the non-real-time RIC, which is part of
the network Service Management and Orchestration (SMO),
interacts with the RAN through the O1 interface, as shown
in the left part of Figure 1. Other interfaces from the non-RT
RIC/SMO include A1 to the near-RT RIC, for policy guidance
and Artificial Intelligence (AI)/Machine Learning (ML) model
management, and the O2 interface to the O-Cloud, which
is an abstraction of the virtualization infrastructure that can
support the deployment of O-RAN functions. The use of
standard interfaces makes it possible to run even third-party
applications in the controllers, the so-called xApps and rApps
for the Near Real-time RAN Intelligent Controller (near-RT
RIC) and Non-Real-Time Ran Intelligent Controller (non-RT
RIC), respectively.

The 3GPP already provides control and adaptation capa-
bilities through the IAB Backhaul Adaptation Protocol (BAP)
layer, the F1 interface, and the Radio Resource Control (RRC)
layer across the IAB-Donor Central Unit (CU) and the IAB-
Node Distributed Unit (DU). How and when control and adap-
tation of such configurations could be performed, however, is
left to the vendor implementation. This is where an extension
of the O-RAN architecture to IAB networks can play a role,
exposing IAB-Donor and IAB-Node functions to the RICs.
These can leverage a centralized point of view on the RAN
and a wealth of analytics and information usually unavailable
in the individual IAB-Donors and Nodes. For IAB, this could
translate into effective multi-donor coordination with reduced
interference and agile topology adaptation across different
IAB-Donor domains, and dynamic resource allocation with—
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Fi g. 1: I A B a n d O- R A N i nt e gr at e d ar c hit e ct ur es.

f or e x a m pl e — d at a- dri v e n pr o a cti v e c o n g esti o n i d e nti fi c ati o n
a n d r es ol uti o n a cr oss a c c ess a n d b a c k h a ul li n ks.

A. E xt e nsi o ns t o O p e n R A N

E xt e n di n g t h e O- R A N ar c hit e ct ur e a n d i nt erf a c es t o I A B
d e pl o y m e nts, h o w e v er, pr es e nts s o m e d esi g n a n d ar c hit e ct ur al
c h all e n g es. Pri m aril y, s u p p orti n g O- R A N i nt erf a c es i n I A B-
N o d es m e a ns eit h er (i) t er mi n ati n g t h e i nt erf a c es at t h e I A B-
D o n or; or (ii) tr a ns p orti n g t h eir d at a o v er t h e wir el ess b a c k-
h a ul. T h e first o pti o n is si m pl er, d o es n ot r e q uir e ar c hit e ct ur al
u p d at es, b ut at t h e s a m e ti m e li mits t h e c o ntr ol a n d r e c o n fi g-
ur ati o n t o w h at is a v ail a bl e i n t h e I A B- D o n or, wit h o ut i nsi g ht
o n t h e I A B- N o d es. T h e s e c o n d o pti o n, i nst e a d, pr o vi d es m or e
gr a n ul ar a c c ess at t h e c ost of a d diti o n al c o m pl e xit y a n d
t u n n eli n g of d at a o v er t h e wir el ess b a c k h a ul.

T h e 3 G P P alr e a d y f or es e es p erf or mi n g S M O-li k e o p er ati o ns
t hr o u g h t h e wir el ess b a c k h a ul i nt erf a c e [ 1 9]. T h er ef or e, i n t his
p a p er a n d i n t h e ar c hit e ct ur e d es cri b e d i n Fi g ur e 1 w e c o nsi d er
t h e s e c o n d o pti o n, w hi c h w o ul d pr o vi d e ti g ht er a n d m or e
eff e cti v e i nt e gr ati o n b et w e e n O- R A N a n d I A B d e pl o y m e nts.
I n g e n er al, t h e t u n n eli n g c a n b e p erf or m e d b y e n c a ps ul ati n g
t h e O- R A N i nt erf a c es p a yl o a ds i nt o d e di c at e d b e ar ers. N ot e
t h at t his r e q uir es s o m e i nt er a cti o n b et w e e n f u n cti o ns of t h e
c o ntr ol pl a n e of t h e n et w or k a n d t h e tr a ns p ort i n t h e us er pl a n e,
e. g., t hr o u g h a d e di c at e d P a c k et D at a U nit ( P D U) s essi o n
b et w e e n a l o c al Us er Pl a n e F u n cti o n ( U P F) i n t h e I A B- D o n or
a n d i n t h e I A B- N o d e M T. T h e n, a l o c al i nt erf a c e t er mi n ati o n
c a n b e i nst all e d i n t h e I A B- N o d e, as it w o ul d i n a tr a diti o n al,
fi b er- e q ui p p e d R A N n o d e. T h e O- R A N tr af fi c, i n t his c as e,
w o ul d b e m ulti pl e x e d wit h us er d at a o n t h e wir el ess b a c k h a ul
r es o ur c es, a n d it n e e ds t o b e pr o p erl y pri oriti z e d t o a c hi e v e
t h e c o ntr ol g o als w hil e n ot h ar mi n g us ers’ p erf or m a n c e or
cr e ati n g c o n g esti o n.

E 2 e xt e nsi o n f o r I A B. T h e e xt e nsi o n of t h e E 2 i nt erf a c e
li k el y r e q uir es o n e or m ulti pl e n e w, d e di c at e d E 2 S er vi c e
M o d els ( E 2 S Ms). T h e E 2 S M r e pr es e nts t h e s e m a nti c of t h e
E 2 i nt erf a c e, i. e., t h e R A N f u n cti o n wit h w hi c h a n x A p p i n
t h e n e ar- R T RI C i nt er a cts. F or I A B, a n e xt e nsi o n of E 2 S M
K P M [ 2 0] c a n b e us e d t o e x p os e p erf or m a n c e m etri cs r el at e d

t o t h e M T, b esi d es t h e D U. A n ot h er n e ar-r e al-ti m e c o ntr ol
t ar g et o v er E 2 c a n i n cl u d e, f or e x a m pl e, r es o ur c e p artiti o ni n g
b et w e e n b a c k h a ul a n d a c c ess tr af fi c, or d y n a mi c Ti m e Di visi o n
D u pl e xi n g ( T D D) sl ot c o n fi g ur ati o n t o a d a pt t o v ar yi n g tr af fi c
o n t h e a c c ess a n d b a c k h a ul.

O 1 e xt e nsi o n f o r I A B. T h e O 1 i nt erf a c e w o ul d c o n n e ct
t h e S M O t o t h e I A B- N o d e, e. g., t o p erf or m m ai nt e n a n c e
a n d u p d at es of t h e c o m p o n e nts ( M T a n d D U) of t h e I A B-
N o d e. C o m p ar e d t o E 2 n e ar-r e al-ti m e c o ntr ol, t h e O 1 i nt erf a c e
w o ul d r u n c o ntr ol l o o ps at 1 s or m or e. T h us its tr af fi c c a n
b e tr a ns p ort e d wit h l o w er pri orit y t h a n t h e E 2 tr af fi c. T his
m a k es a c as e f or d e di c at e d b e ar ers a n d t u n n els o n t h e b a c k h a ul
i nt erf a c e f or e a c h of t h e O- R A N i nt erf a c es.

O 2 e xt e nsi o n f o r I A B. T his i nt erf a c e c a n b e us e d t o i nt e-
gr at e t h e I A B- N o d es as r es o ur c es i n t h e O- Cl o u d. C o m p ar e d
t o tr a diti o n al virt u ali z ati o n i nfr astr u ct ur e f or t h e O- Cl o u d, t h e
I A B- N o d es ar e a v ail a bl e — a n d r e a c h a bl e o v er O 2 — o nl y w h e n
a s essi o n is est a blis h e d fr o m o n e I A B- D o n or t o t h e I A B- N o d e
its elf.

III. A N E X P E R I M E N T A L F R A M E W O R K F O R

I A B A N D O- R A N

O ur pr o p os e d e x p eri m e nt al fr a m e w or k p a c k a g es t h e e ntir e
s oft w ar e c h ai n r e q uir e d t o r u n t h e O- R A N- e n a bl e d I A B n et-
w or k d es cri b e d i n S e cti o n II i n a m ulti-l a y er ar c hit e ct ur e.
At t h e h ar d w ar e l e v el, o ur fr a m e w or k d o es n ot pr es e nt a n y
s p e ci fi c r e q uir e m e nt. I n d e e d, e v er y s oft w ar e c o m p o n e nt c a n
r u n o n C O T S h ar d w ar e li k e g e n eri c x 8 6 m a c hi n es a n d U S R P
S oft w ar e- d e fi n e d R a di o ( S D R). O n t h e ot h er h a n d, s o m e
s oft w ar e c o m p o n e nts ar e c ust o mi z e d or d esi g n e d fr o m s cr at c h
t o r e pr o d u c e a n d s u p p ort a 5 G I A B n et w or k. I n p arti c ul ar,
w e h a v e a d a pt e d O p e n AirI nt erf a c e ( O AI), a n o p e n s o ur c e
5 G R A N fr a m e w or k [ 2 1], t o i m pl e m e nt I A B- D o n ors, I A B-
N o d es, a n d I A B- c a p a bl e c or e f u n cti o ns. A d diti o n all y, w e h a v e
i nt e gr at e d a g e nts f or t h e E 2 a n d O 1 i nt erf a c es i n t h e I A B-
D o n or a n d I A B- N o d e, eff e cti v el y i m pl e m e nti n g t h e ar c hit e c-
t ur al i nt e gr ati o n pr o p os e d i n S e cti o n II. T h es e i nt erf a c es ar e
us e d b y t h e n o n-r e al-ti m e a n d r e al-ti m e RI Cs p a c k a g e d i n o ur
fr a m e w or k t o c o ntr ol all t h e c o m p o n e nts of t h e d e pl o y e d I A B

2 0 2 3 2 1 s t M e di t e r r a n e a n C o m m u ni c a ti o n a n d C o m p u t e r N e t w o r ki n g C o nf e r e n c e ( M e d C o m N e t)

6 3
A ut h ori z e d li c e n s e d u s e li mit e d t o: N ort h e a st er n U ni v er sit y. D o w nl o a d e d o n A u g u st 0 3, 2 0 2 3 at 2 0: 1 9: 2 5 U T C fr o m I E E E X pl or e.  R e stri cti o n s a p pl y. 
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Fig. 2: Overview of the RAN architecture deployed over white-box hardware.

network. We now describe the aforementioned components,
separating them into the RAN and O-RAN domains.

A. RAN and Core Network Components

Figure 2 represents an overview of the radio access func-
tional components that enable end-to-end communication in
our framework. In particular, we provide the following: a
minimal yet functional deployment of 5G CN functions,
software-defined IAB-Nodes and IAB-Donors and software-
defined UEs.

IAB-Nodes and IAB-Donors. According to 3GPP speci-
fications [4], an IAB-Donor hosts a CU and multiple DUs.
Similarly, IAB-Node is split into a DU and an MT. Function-
ally, these have the task of enabling downstream and upstream
connectivity, respectively. At the time of writing, OAI’s main
branch implementation of the CU/DU functional split does
not support multiple DUs connected to a single CU [22].
This limitation is incompatible with the IAB architecture.
Consequently, we employ a full OAI Next Generation Node
Base (gNB) in place of both CU and DU. In other words,
the IAB-Nodes and IAB-Donors in our framework do not
follow 3GPP split 2. Instead, these components are deployed
as monolithic gNBs. As for the MT, an open-source imple-
mentation is currently unavailable. However, this component
is functionally equivalent to a UE, as it connects to upstream
nodes using the same resources and protocols. Consequently,
we have selected OAI’s software-defined UE to act as MTs
in the proposed framework. This results in a system where
a single IAB-Node is made up of two concurrently running
instances: an OAI gNB—acting as a DU—and an OAI UE—
acting as a MT. In the resulting architecture, IAB-Nodes are
naturally deployed over two separate machines, hosting the
gNB and the UE, and connected out-of-band as it is shown in
Figure 2. Alternatively, the two software components can run
on a single x86 machine, provided that sufficient computing
power is available. While this architecture does not require
any particular modification to OAI’s implementations, we have
added a signaling functionality through which the IAB-Nodes

or IAB-Donors can discern connected MTs from connected
UEs. This has been achieved through proper manipulation
of the UE Capability messages. Such information can be
exploited to enable IAB-aware optimization solutions in the
gNB.

Core Network Functions. A minimal set of 5G CN
functions have been included in our framework: Network
Repository Function (NRF), Access and Mobility Management
Function (AMF), Slicing Magangement Framework (SMF)
and User Plane Function (UPF), all based on the OAI 5G
core implementation. All these functions run as containers
on a single x86 machine, as shown in Figure 2. Due to the
selected IAB system design, the UPF required modifications
to enable IAB operations. As previously mentioned, UEs acts
as MTs in IAB-Nodes, connecting to upstream nodes. The
established GPRS Tunneling Protocol (GTP) tunnels are then
used to provide direct connectivity between the DU of the
node and the CN functions. In other words, MT-acting UEs
relay the backhaul traffic of the IAB-Nodes. However, OAI’s
UPF implementation lacks support for the required forwarding
capability,2 as any packet whose destination is not a UE is
dropped. Therefore, we have implemented a minimal version
of framed routing [23] in OAI UPF, enabling UEs to act as
intermediate nodes.

User Equipment From the perspective of the UE, an IAB
network deployed using the components described above is
entirely standard-compliant. As such, both software-defined
UEs (as shown in Figure 2) and COTS UEs can be used in
the proposed framework.

B. O-RAN Components

As mentioned in Section II, O-RAN defines a set of stan-
dardized and open interfaces with which the RAN exposes data
collection and control primitives to the RICs. In the proposed
framework, we have enabled IAB-Nodes and IAB-Donors to
be O-RAN-compatible by integrating software agents for the

2To the best of the authors’ knowledge, there is no available open source
implementation that supports this operating mode.
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E2 and O1 interfaces into the codebase of OAI. Furthermore,
our framework comprises a near-RT RIC and a non-RT RIC.

E2 interface integration. The E2 interface is functionally
split into two protocols: E2AP—tasked with establishing a
connection with the near-RT RIC—and E2SM—which imple-
ments specific monitoring and control functionalities, namely
Service Models (SMs), as discussed in Section II. In the
software implementation we provide, E2AP has been adapted
from O-RAN Alliance Software Community reference imple-
mentation and, as such, it is entirely compliant with O-RAN.
On the other hand, the SMs provided by the O-RAN alliance
are defined using ASN.1: a powerful production-ready abstract
description language which is, however, cumbersome and
challenging to use in the fast-paced research and development
environments targeted by our framework. In light of this, we
employ custom SM that are defined through Protocol Buffers
(protobuf)—an abstract definition language that is easier to
handle and allows for fast prototyping and testing, facilitating
the development of IAB-aware control solutions. Since the
E2 interface is such that the E2SM messages are encoded
and decoded only in the RAN and xApp, the custom SM
definitions are transparent to the RIC, allowing our proposed
solution to retain generic O-RAN compliance. At the time of
this writing, we have implemented a set of protobuf messages
that can be used to reproduce both the KPM and RAN Control
(RC) SMs [10]. These can be used to develop data collection
and control xApps, respectively.

O1 interface integration. In order to properly manage all
the different aspects of networked elements, the O1 interface
defines various Management Services (MnS), which can be
used either from the managed entities (the gNBs) to report
information back to the RIC or from the managing entity (the
SMO and the rApps running on it) to deploy configurations
changes, transfer files or update the software on the managed
entities [10, 24]. Among all the different MnS, we have
focused our contribution on implementing the Heartbeat MnS,
which periodically transmits heartbeats; the Fault Supervision
MnS, which reports errors and events; and the Performance
Assurance MnS, which streams performance data. Those MnS
have been integrated into the OAI codebase by implementing
a scheduler that, running on a dedicated thread, periodically
sends Virtual Network Function (VNF) Event Stream (VES)
notifications in JSON format over HTTP. This format and
communication protocol has been chosen among the different
options defined in the standard, as it is widely known and
easily extendable by other researchers. As of now, our imple-
mentation reports performance metrics, such as the throughput
and information on the channel quality between IAB-Nodes,
and failure events, such as RRC or Uplink Shared Channel
(UL-SCH) failures, which can be used in rApps to monitor
and optimize the backhaul network. Provisioning MnS, which
can be used by the rApps to deploy configuration changes
(e.g., topology optimizations), have not been implemented by
following the O1 specifications, as it would have needed major
reworks in the OAI codebase. Instead, we have taken advan-
tage of IAB-Manager, a software component we developed to

Parameter Value

Area Size for realistic deployment 0.627 km2

gNB Density 45 gNB/km2

IAB-donors/ IAB-nodes ratio 1/10
Emulated center frequency 28 GHz
Bandwidth 40 MHz
Scheduler 7 2 1
Subcarrier Spacing 30khz
Colosseum Base loss 50 dB
3GPP Channel Model Urban Micro
MIMO layers 1

TABLE I: Table of System Settings

orchestrate IAB experiments, as discussed next.
IAB-Manager. IAB networks are generally expected to

include several IAB-Nodes, and the proposed framework can
scale to such numbers. However, managing experiments with
tens or more RAN components can take time and effort.
Indeed, each component is potentially hosted by a dedicated
machine, and setting up an IAB deployment requires each
one to be activated and configured according to a sequence
that starts from the CN functions and ends with the terminal
IAB-Nodes. To facilitate experimenting at such a large scale,
we have developed IAB-Manager [11]: a software component
that can automate the IAB network deployment and testing
through a command line interface and an Application Pro-
gramming Interface (API). In particular, IAB-Manager is a
single entrypoint for controlling the entire experiment: network
components and radio environment setup (in case of wireless
channel emulation), topology and routing management and
reconfiguration, automated testing, and result collection. From
a functional perspective, the manager connects to the machines
involved in the experimentation and configures them according
to the assigned roles. In particular, once the user specifies the
roles, the manager sequentially activates each network compo-
nent until the final deployment is ready for experimentation,
greatly simplifying the setup phase. Additionally, as previously
mentioned, IAB-Manager executes the network configuration
changes mandated by the rApps.

RAN Intelligent Controllers. The proposed framework
packages a near-RT RIC and a non-RT RIC. Both are com-
pliant with the standard and based on O-RAN Software
Community reference implementations.

IV. VALIDATION AND RESULTS

This section focuses on validating our proposed framework
from an experimental perspective. In particular, we are in-
terested in giving an initial characterization of some funda-
mental Key Performance Indicators (KPIs) of the deployments
allowed by our IAB framework while validating its correct
functioning.

While the openness and flexibility of the software com-
ponents are such that the framework can run on generic
hardware, we chose to base our validation campaign on Colos-
seum [14]. The Colosseum testbed is a publicly available large-
scale testing platform with hardware-in-the-loop capabilities. It
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(c) Round Trip Time (RTT) measures for the
linear topology.

Fig. 3: Topology and results for the linear chain.

comprises 128 Standard Radio Nodes (SRNs), each composed
of a powerful x86 computing node and an USRP X310 SDR.
All the components in the proposed framework can be easily
deployed on SRNs. Every SRN radio is interconnected by
an FPGA mesh that emulates arbitrary radio channels defined
through tapered delay models. With the capability of emulating
complex scenarios of tens of entities, Colosseum makes it
possible to deploy large IAB networks over complex prop-
agation scenarios. As such, it represents an ideal validation
platform for our framework. Furthermore, Colosseum is open
to the research community, and the validation tools are made
available, allowing interested parties to start experimenting
with a minimal initial effort.

A. Experiments with a linear chain

We start by evaluating the performance of an IAB network
deployed in a tightly controlled scenario. To this end, we
consider a 5-hop linear topology, as shown in Figure 3a. As
detailed in Section II, each IAB-Node comprises an MT and
a DU, bringing this experiment’s overall radio node count
to 10. In order to characterize the upper-bound performance
of the proposed framework, we employ an ideal propagation
scenario. Through properly manipulating Colosseum’s channel
emulator, a 0 dB pathloss model is selected for nodes con-
nected in the linear topology, and an infinite pathloss is set
for all the other channels, effectively suppressing any possible
interference. In other words, this radio scenario is equivalent
to connecting the SDRs with coaxial cables.3 Transmissions
occur on band n78 with 106 Physical Resource Blocks (PRBs)
available, for a total of 40MHz bandwidth.

Figure 3b shows the downlink and uplink TCP throughput
against the number of hops, as measured between the core
network and the specific MT/UE. The first-hop values of
47 Mbps in DL and 21 Mbps in UL represent the maximum
throughput attainable in the testing settings. This upper bound
is far from the theoretical maximum allowed by the available
bandwidth. It is limited by several factors that depend on
the experimental platform, OAI software implementation, and
system design. Most notably, the strongest detractor to the final

3

throughput performance is given by the OAI implementation
of the software-defined UE, which is employed to build the
MT. In particular, the OAI UE is inefficient in reception
and transmission, thus becoming a bottleneck for the entire
communication chain. Efforts are ongoing to improve the
performance and stability of this software framework. Fur-
thermore, the frameworks’ system design is such that each
IP packet is encapsulated into as many GTP packets as the
number of hops. This increased overhead can cause packet
fragmentation with a further negative impact on the overall
performance. Furthermore, even if the emulated channel is set
to a 0 dB pathloss, Colosseum’s architecture includes an un-
avoidable base loss of 50 dB [25] due to characteristics of the
hardware architecture. This, together with the aforementioned
inefficiencies, make such that packet drops and subsequent
retransmissions happen also in this ideal scenario.

As the number of hops increase, the downlink throughput
experiences a sharp decrease before stabilizing on a per-
hop loss of around 6 Mbps. The notable throughput loss
experienced at the second hop can be explained by observing
the standard deviation of the throughput, represented by the
whiskers in Figure 3b. This value is at its maximum for
the first hop, suggesting that the first radio link is unstable
due to the RX pipeline of the MT being overwhelmed. This
substantial variability is caused by packet loss and retrans-
missions and internal buffer overflow, which negatively affect
the performance of the second hop, as it is noticeable in
the numerical results. At the same time, the second hop’s
throughput standard deviation is lower, as the decreased traffic
volume causes less drops in the involved MTs. This stabilizing
effect propagates down the topology, as both the decreasing
standard deviation and the linear per-hop loss testify. On the
other hand, the uplink throughput is relatively stable and close
to the upper bound, even at the fourth hop. This is because the
limited OAI UE performance and BS scheduling process limits
the uplink traffic volume, and the gNBs are far from being
overwhelmed. On the other hand, since the uplink throughput
does not significantly decrease from the maximum, the UE’s
congestion level remains relatively stable and high, as proven
by the constant standard deviation values.

RTT is measured when the network is unloaded, that is
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Fig. 4: Realistic deployment scenario in Florence, Italy. Donors are repre-
sented in red, while IAB-Nodes are represented in yellow.

when there is no traffic flowing through the IAB network. As
shown in Figure 3c, the first hop latency is around 11 ms. This
value represents the base processing delay plus a small fixed
propagation delay that is, however, the same for each hop. As
the number of hops increases, the RTT experiences a linear
increase comparable with the first hop latency, as expected.
This shows how the system does not introduce any spurious
latency when the network is unloaded. Finally, the relatively
higher RTT standard deviation of the last hop (as represented
by the whiskers in Figure 3c) suggests that multiple packet
retransmissions are required.

B. Validation over realistic RF scenarios

After having validated the system performance in a con-
trolled environment, we move to more realistic urban sce-
narios, representing the typical deployment environment of
an IAB network. We start by selecting a densely populated

area of a city, from which we extract a precise 3D model
of the environment. On top of this, we apply a coverage
planning heuristic to find the optimal locations for the IAB-
Nodes [26]. We then take advantage of a viewshed algorithm
implemented on GPU and the above-mentioned 3D models to
evaluate the Line of Sight (LoS) between each pair of locations
and to produce the so-called visibility graph [27]. Then, we
characterize the propagation according to the 3GPP Urban
Micro parametric model [28], and we produce a tapered-
delay representation of the communication channels, which
Colosseum can then emulate. This process has been carried
out for several European cities and four different scenarios
are made available.4

Motivated by the fact that IAB is unanimously considered
as a key enabler of mmWave RAN [29], we are interested
in providing an experimental solution that enables testing in
such conditions. While Colosseum is not directly capable
of operating at frequencies higher than 6 GHz, we can
approximate these radio scenarios by reproducing the most
relevant propagation characteristics of mmWaves, namely the
extremely directive transmissions through beamforming and
the increased pathloss [30]. In particular, the pathloss between
nodes that are not directly connected in the provided topolo-
gies has been set to infinite. The resulting suppression of inter-
node interference might appear too ideal at first. However, this
is compatible with the highly directive transmissions typical
of mmWave, where interference in static conditions (i.e., as in
a backhaul IAB topology) can be practically neglected [31].
A more refined mmWave channel emulation will be subject
of future extensions. In addition, since Colosseum’s chan-
nel emulation happens in base-band, we can apply arbitrary
pathloss independently of the radio frequency employed during
the experiments. Thanks to this flexibility, we could compute
pathloss for a carrier frequency of 28 GHz and apply them
to LoS links. Nonetheless, the scenarios made available to
the Colosseum community are available for both 3.6 GHz
and 28 GHz, both with and without inter-node interference
suppression.

For the experimental evaluation presented in this work, we

4https://colosseumneu.freshdesk.com/support/solutions/articles/
61000303373-integrated-access-and-backhaul-scenarios
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Fig. 5: Measurements for the realistic scenario.
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have selected a scenario based on the city of Florence, Italy.
Figure 4 shows both the urban layout and the IAB deployment,
which is extended over 0.7 km2 and comprises 21 nodes (3 of
which are IAB-Donors). To determine which nodes are going
to become IAB-Donors, we have applied the group closeness
centrality metric [32] to the visibility graph. This centrality
metric selects k nodes such that their distance to all the
other nodes is minimized. Then, we have determined the IAB
topology as a Shortest-Path Forest computed over the visibility
graph of the area with the well-known Dijktra’s Algorithm.
Similar to what has been done for the previous analysis,
we characterize the throughput and latency at each hop in
the network. In this case, however, the different link lengths
cause performance variations in the per-hop throughput and
latency. As such, we employ box plots to synthetically describe
the network performance statistics in Figure 5. In particular,
consider Figure 5a. Here the bottom and top edges of each
box represent the first and third quartile of the downlink
throughput measurements taken at all the different hops in the
scenario. Similarly, the central marks indicate the median, and
the whiskers represent the extreme data points. The plotted
values indicate how the realistic pathloss introduced in the
study scenario causes lower performance than the ideal case
previously analyzed, independently of the considered hop. The
same can be noted for the uplink throughput, as shown in
Figure 5b. In both cases, the decreasing per-hop throughput
trend is conserved. However, the throughput variability is the
same for the two transmission directions. This is because, as
opposed to the ideal scenario, the link length now represents
the main performance-determining factor. This is testified by
the significant distance between the first and third quartile of
the first hop in both downlink and uplink throughput, which
is consistent with the high variance of the first hop length
in the topology of study. As for the second and third hop,
the relatively closer quartiles are motivated by lower link
length variations for these hops in the considered topology.
Finally, the upper whiskers represent the performance of the
shortest links, giving a further characterization of the system
performance in this realistic scenario.

Figure 5c shows the RTT statistic through the same plotting
technique. Differently from the throughput, the latency is not
affected by the link length variations in the considered scenario
for the first two hops. Additionally, the RTT increase at hops 1
and 2 is consistent with the one experienced in the controlled
scenario. On the other hand, the high RTT variance of the
third and last hop suggests a high probability of requiring
retransmissions along the IAB path.

V. CONCLUSIONS

In this work, we have discussed the motivations and chal-
lenges of integrating IAB with O-RAN. On this matter, we
have proposed possible architecture extensions that enable
dynamic control and data collection over 5G IAB networks
through O-RAN intelligent controllers. We have implemented
the proposed integrated architecture and packaged it into the
first publicly available experimental framework enabling at-

scale testing and prototyping of O-RAN-based solutions ap-
plied to IAB networks. The system comprises all the software
components required to establish end-to-end connectivity, plus
custom-developed E2 and O1 agents that allow software-
defined IAB-Nodes to be O-RAN-compliant. The framework
is designed to be open and accessible and can be deployed
over COTS hardware. We numerically validated the framework
exploiting the large-scale testing capabilities of Colosseum,
showing the system’s performance over both an ideal linear
topology and more sophisticated realistic deployments. Finally,
the framework has been packaged and released into OpenRAN
Gym and is available to the research community.
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