Kaleidoscope:

Semantically-grounded, context-specific ML model evaluation

Harini Suresh Divya Shanmugam Tiffany Chen
hsuresh@mit.edu divyas@mit.edu tiffc@mit.edu
MIT CSAIL MIT CSAIL MIT CSAIL
USA USA USA
Annie Bryan Alexander D’Amour John V. Guttag
annieb22@mit.edu alexdamour@google.com guttag@mit.edu
MIT CSAIL Google Research MIT CSAIL
USA USA USA
Arvind Satyanarayan
arvindsatya@mit.edu
MIT CSAIL
USA
ABSTRACT a broad term, and might denote geographies, physical or virtual

Desired model behavior often differs across contexts (e.g., different
geographies, communities, or institutions), but there is little infras-
tructure to facilitate context-specific evaluations key to deployment
decisions and building trust. Here, we present Kaleidoscope, a sys-
tem for evaluating models in terms of user-driven, domain-relevant
concepts. Kaleidoscope’s iterative workflow enables generalizing
from a few examples into a larger, diverse set representing an im-
portant concept. These example sets can be used to test model
outputs or shifts in model behavior in semantically-meaningful
ways. For instance, we might construct a “xenophobic comments”
set and test that its examples are more likely to be flagged by a
content moderation model than a “civil discussion” set. To evalu-
ate Kaleidoscope, we compare it against template- and DSL-based
grouping methods, and conduct a usability study with 13 Reddit
users testing a content moderation model. We find that Kaleido-
scope facilitates iterative, exploratory hypothesis testing across
diverse, conceptually-meaningful example sets.
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1 INTRODUCTION

There is increasing recognition that evaluations of machine learning
(ML) systems should be grounded in context [25, 41]. Context is
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communities, organizations, institutions, or more. Stakeholders
in different contexts have different lived experiences, goals, and
notions of what constitutes a “model failure” [11, 12, 23, 30, 48].

Consider the example of content moderation, which we use as
a running case study throughout this paper. Different online com-
munities deal with different types of harassment or trolling, and
enforce a wide range of rules/norms [7, 15]. For instance, some
subreddits ban talking about specific topics, such as guns or diet
advice, while others do not. Specific phrases or emojis might ap-
pear to be offensive in one context, but correspond to inside jokes
or meanings in another [38]. As automated moderation tools be-
come increasingly available [22, 31, 54], how can the users and/or
moderators of an online community understand where a particular
system succeeds/fails for them, and assess whether it is suited to
their context?

There is currently little infrastructure for users in a particular
context to pose or begin to answer these questions. Standard eval-
uations on static benchmark datasets are often misaligned with
real-world deployment contexts, due to issues such as distribu-
tion shift [40, 45], underspecification [9], or poor subgroup per-
formance [3]. Evaluations that focus on specific subgroups [35],
other metrics [20, 37], or new benchmark datasets [26, 28, 56] are
also limited, since they are tied to predefined subgroup labels or
metrics. Other work has taken a more bespoke approach, compil-
ing context-specific evaluation datasets from scratch with specific
groups of users [44, 50], or proposing complex causal models of soci-
etal context from first principles [33]. The resulting evaluations are
valuable, but they require significant time, effort, and customization
to design (or to update, if/when user needs evolve over time).

To address this gap, we present Kaleidoscope, a workflow and in-
teractive user interface for performing user-driven, context-specific
evaluations of ML models. Kaleidoscope leverages users’ implicit
expectations of “good model behavior” in a given context, and helps
them translate these behaviors into explicitly defined tests.

Using Kaleidoscope’s iterative workflow, users identify impor-
tant examples using data from their own context, generalize them
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into semantically-meaningful concepts, and specify and test model
behavior on those concepts. This workflow enables a bottom-up
approach, where users can start with a few examples of a par-
ticular concept and generalize them into a large, representative
example set by adding semantically-similar examples retrieved in a
learned embedding space. The process is designed to be iterative
and exploratory—rather than requiring a precise definition of the
concept upfront, its bounds can become more complete and precise
as users find and add new examples.

Users can then specify and evaluate model behavior on these
example sets by defining and running tests. We distill two axes to
specify model behaviors: the behavior type (e.g., specific model
outputs, invariances, or shifts) and its granularity (e.g., whether it
pertains to a single example set, aggregate comparisons between
two example sets, or pairwise comparisons after applying a trans-
formation to each example in a set). Specifying tests makes desired
model behaviors transparent, and running them surfaces insights
into model strengths and limitations in terms of domain-relevant
concepts. In doing so, tests can build trust by making anticipated
behaviors explicit (i.e., facilitating contractual trust [25]).

To evaluate Kaleidoscope, we conduct a two-part evaluation.
First, using the Cognitive Dimensions of Notation heuristic frame-
work [19], we contrast Kaleidoscope’s conceptual affordances against
template-based and domain specific language (DSL-based) group-
ing methods for natural language tasks to better understand their
tradeoffs. We find that Kaleidoscope results in more semantically-
meaningful examples and tests, as opposed to lower level or syn-
tactically focused tests. In addition, other methods require formally
defining slices of data upfront. Instead, Kaleidoscope allows users
to switch between exploratory and confirmatory analyses, creating
slices of data that would have been difficult to define a priori.

We also conducted a user study with 13 Reddit users/moderators
who used the system to assess two pretrained ML models for con-
tent moderation. The iterative process of finding and adding similar
examples to build example sets was intuitive, and helped draw out
participants’ personal knowledge of the context. Participants typi-
cally started with an idea of a concept they intended to represent
in an example set, but as they found and added examples, this idea
sometimes expanded (as they discovered new phrases to search for
or types of examples to add), became more precisely defined (as
they began to delineate which similar examples did and did not
belong) or split into multiple concepts (as they realized implicit sub-
groups within their initial idea). Resulting example sets represented
concepts, drawn from personal experience or specific subreddit
rules, that participants considered important (e.g., “LGBT attacks,”
“colorism,” “disrespectful comments”). Each contained diverse ex-
amples that would be difficult or impossible to specify via templates
or a DSL. Tests built off of these concepts revealed insights into
model behavior that helped participants reason about if the model
would work well in their context, and how it should be used.

Kaleidoscope contributes to a growing body of work that aims
to gives users the agency to probe automated systems. In partic-
ular, the system helps users translate their implicit expectations
of model behavior into concrete, domain-relevant tests. Our re-
sults indicate that Kaleidoscope facilitates meaningful insights into
model behavior, and suggest promising directions for future work
on context-grounded model evaluation.
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2 RELATED WORK

Several examples have demonstrated that overall performance met-
rics for predictive models using static test sets do not guarantee
desirable behavior in deployment, due to issues such as distribution
shift [40, 45], shortcut learning [16], underspecification [9], or poor
subgroup performance [3]. In response, some work has proposed
documenting performance across more granular data subgroups
[8, 26, 35, 56]. Typically, these include predefined demographic
subgroups such as race, gender, or age. Other work has proposed
a range of different evaluation metrics—e.g., notions of fairness,
robustness to noise/corruptions, miscalibration, privacy, or the pres-
ence of undesirable learned correlations [9, 20, 28, 32, 37, 43, 46, 52].

Importantly, these evaluation paradigms are typically aimed at
developers, and rely on several assumptions. First, they assume a
priori definitions of success. For example, D’Amour et al. perform
a number of stress tests that measure metrics outside of accuracy
[9]. However, these require customized datasets and specific, pre-
defined tasks (e.g., testing a model’s robustness to corruptions with
ImageNet-C [24]). Second, they assume access to static, labeled
subgroups. In many cases, however, the types of examples users
in a particular context care about comprise higher-level concepts
[34] that are not already labeled in the data (e.g., x-rays with tricky
diagnoses [4], aggressive comments [7], arrythmias with broad
QRS spikes [49]). Identifying these sets of examples manually is
difficult and time-consuming. And finally, they assume that desired
model behavior is consistent across different deployment contexts.
As is increasingly recognized, though, expectations and norms can
differ widely across stakeholders and contexts (e.g., a comment
considered aggressive in one community might be fine in another
[30, 38]).

Some recent work has tried to address these issues and perform
more context-grounded evaluations of ML systems by designing
application-specific evaluation metrics or datasets with specific
groups of users [38, 44, 50]. The resulting evaluations are valuable,
but their design is highly bespoke. Without a guiding framework or
surrounding infrastructure, redesigning this process from scratch in
different contexts (or updating it for existing contexts, if user needs
evolve over time) requires significant time and effort. Kaleidoscope
helps fill this gap, providing a workflow and interactive system that
can support context-specific evaluations.

Other work has similarly proposed frameworks for creating
custom slices of data for evaluation. Many of these have been pro-
posed for natural language processing (NLP) applications, which
we also focus on. For example, Errudite proposes a domain-specific
language (DSL) for finding and grouping instances based on lin-
guistic features (e.g., the presence of a “person” entity or the num-
ber of tokens in the example) [55]. Robustness Gym similarly al-
lows users to construct subpopulations based on linguistic features
[18]. Checklist enables generating slices of examples using spe-
cific user-defined templates (e.g., I like {blank}, where blanks
are filled with suggestions from a language model) or transfor-
mations (e.g., take an existing set of generated examples and re-
place proper nouns) [42]. While their goals are related to ours,
these systems are designed for developers with technical expertise
to identify or generate syntactically-focused groups of examples,
and test universally-desirable linguistic capabilities (e.g., “does the
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model understand negation?”) rather than for end users to spec-
ify context-specific behavior on semantically-meaningful slices
of data (e.g., “does the model flag comments about diet advice?”).
Moreover, Kaleidoscope’s generalization process enables discovery,
while other systems typically require users to precisely define the
examples of interest upfront. We perform a more detailed compar-
ison between the design affordances of template- and DSL-based
methods versus Kaleidoscope in Section 4.

3 KALEIDOSCOPE

In this section, we describe the steps of Kaleidoscope’s iterative
workflow and how we instantiated them in an interactive user
interface!. To make these sections more concrete, we first introduce
a running case study that we utilize throughout.

3.1 Running Case Study: Content Moderation

We use a running case study through the rest of the paper to reason
about and instantiate the system with real examples, and illustrate
the implications that different contexts can have on model evalua-
tion. We choose a case study for which ML-based tools are currently
being developed and deployed to make these analyses more con-
crete, to allow us to recreate a realistic evaluation by using publicly
available models and real-world data, and to enable a user study
with participants familiar with the domain [13].

Social media platforms and other online forums are an increas-
ingly common venue for discourse, and often, online harassment.
A recent Pew Research Center survey found “41% of Americans
have been personally subjected to harassing behavior online, and an
even larger share (66%) has witnessed these behaviors directed at oth-
ers” [39]. Recent efforts have tried to use technology to help with
comment moderation efforts — for example, by building machine
learning models to identify posts or comments that violate rules
[1, 5, 22, 31]. These moderation systems can be used in a variety of
ways, from helping human moderators prioritize what to look at,
to allowing readers to filter which comments they see.

Content moderation is a prime example of a domain in which
norms (and consequently, desired model behaviors) differ widely
across different contexts. For example, Reddit has over 2 million
subreddits, each of which has their own set of rules [7, 15]. Even
when rules are shared (e.g., “be civil”), the ways in which they are
interpreted can vary (e.g., the comment “Thank you for exposing
your Jewishness!” has high inter-rater variability for toxicity [51]).
Here, we consider the question of how users or moderators of a
particular online community can understand the strengths and
limitations of an automated moderation system and assess whether
it is suited to their context.

We use Kaleidoscope to look at two publicly available content
moderation algorithms: (1) the original Detoxify model released
by Unitary (a company that builds moderation tools), trained on
Wikipedia comments with crowdsourced toxicity ratings [22]; and,
(2) the offensive language identification model released by TweetNLP
(an NLP library providing a range of models built with Twitter
data), trained on tweets with crowdsourced ratings for offensive-
ness [5]. We chose the Detoxify model because it is the most highly

10ur code for both Kaleidoscope’s underlying workflow and the UI is available at
https://github.com/harinisuresh/test-cases/tree/master.
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downloaded comment moderation model (with around 2.08 mil-
lion downloads) on Huggingface [54], a platform for open source
models. We chose the TweetNLP model as a contrast because it is
trained on a different data distribution, and we were interested to
see if the system could reveal ways in which the two models exhibit
different behavior.

Kaleidoscope also requires data from which users build sets of
examples. Ideally, this should be data sourced from the target de-
ployment context. In the content moderation example, we consider
datasets from different subreddits (i.e., each subreddit is a specific
context). We create these datasets with comments that are both
unmoderated (i.e., still available on Reddit) and moderated (i.e.,
had been removed by a moderator). We obtained the unmoderated
comments by scraping Reddit with the PushShift API 2, and the
moderated comments from a dataset collected in prior work [7].
We subsampled each subreddit dataset to 15,000 examples (10,000
unmoderated and 5,000 moderated).

3.2 Iterative Workflow

Kaleidoscope involves an iterative workflow in which users define
meaningful context-relevant concepts and test model behavior on
them (Figure 1).

3.2.1 ldentification. In the identification stage, users identify a few
exemplars of a particular concept they wish to define. Users familiar
with the deployment context might draw on prior experience to
either create the exemplar(s), or query all examples for a particular
word, phrase or regular expression and choose from the results. For
example, consider a user who wants to test how well the model
moderates xenophobic attacks. They might use a particular com-
ment they have seen as an exemplar, or search for all comments
containing the word “immigrant,” choosing a few that match their
intent. The search process might also be more exploratory—for
example, our interactive user interface includes a 2D projection of
all comments in the dataset, where users can rapidly mouse over
areas or clusters to identify different groups of examples. This stage
allows users to employ a bottom-up approach—starting with a small
number of concrete examples and then iteratively generalizing to
a larger set—rather than a top-down one that requires precisely
defining the full slice of interest upfront.

3.2.2 Generalization. In the generalization stage, a few examples
are expanded into a larger set of examples that represent the higher-
level concept. For example, in the identification stage, a user might
identify the single comment “immigrants don’t belong here,” as
violating a norm disallowing xenophobic attacks. In the generaliza-
tion stage, they would expand this comment into a set of different
comments from the dataset that capture the general concept of
“xenophobic attacks.”

Kaleidoscope enables generalization using iterative content-based
retrieval. A user starts with their identified example(s), using them
as a seed to search for similar examples. A set of the most sim-
ilar examples are retrieved using a distance metric in a learned
embedding space, and clustered by similarity. Computing distance
and retrieving examples in a learned embedding space facilitates
finding semantically-related examples (as opposed to generalizing

2https://reddit-api.readthedocs.io/
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Identification

Goal: find meaningful examples

Generalization

Goal: generalize identified examples
into higher-level concepts
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< * Specification and Testing

Goal: specify and test desired model
behavior using defined concepts

Figure 1: Kaleidoscope’s workflow consists of identifying meaningful examples, generalizing them into larger, diverse sets
representing important concepts, and using these concepts to specify and test model behavior.

using low-level or syntactic features). Users can then select and add
entire clusters or individual examples that fit the desired concept
to an example set. This process may repeat multiple times, with an
expanding set of seed examples.

Facilitating the generalization process is critical, since manu-
ally generating large sets of examples is both time-consuming and
difficult. While users might be able to identify an example of an
important concept, synthesizing many diverse examples represen-
tative of the true data distribution is a harder cognitive task [21].

The iterative process also allows users to switch between ex-
ploratory and confirmatory analyses. A user might start off with
an initial idea of a concept (“xenophobic attacks”) and a loosely
defined mental model of what this concept encompasses. As they
iteratively explore similar examples in the dataset, the bounds of
this concept might evolve and become more precisely defined, or
the concept might split into multiple (e.g., “anti-Semitic attacks”
and “anti-Asian attacks”). They might keep adding similar exam-
ples, or step back and cast a more exploratory net by searching all
examples for a different word or phrase. Switching between these
modes allows users to both discover and instantiate a wide range
of concepts.

The steps of the workflow need not be linear; during the gener-
alization process for a particular concept, a user might come across
distinct examples that become exemplars for other concepts (e.g.,
while generalizing “xenophobic attacks,” they might come across
an example mocking someone for being offended—this might then
seed a different “insults about being sensitive” example set).

While we have been illustrating these steps with the content
moderation case study, they only require a meaningful representa-
tion space in which to compute distance, and some way to visualize
the resulting examples. As a result, the workflow can be applied
to different application domains or data modalities by selecting a
relevant embedding space, and drawing from data visualization
techniques from that domain to display examples.

3.2.3 Specification and Testing. In the specification and testing
stage, users specify and examine model behavior on the defined
concepts. Specifying desired model behavior serves an important
role in transparency and trust. Prior work has formalized human-AI
trust as contractual—i.e., trust is built on an explicit, context-specific
contract that specifies the expected behavior of the system [25].
The model behaviors defined in the testing stage can serve as part
of such a contract. Importantly, these behaviors are built on top of
concepts defined in the generalization phase that align with users’
existing mental models of the domain.

We distill two distinct axes used to specify model behavior (see
Table 1). The first axis is the behavior type, which describes desired
values or shifts in model outputs. For example, Kaleidoscope pro-
vides three behavior types: 1) specifying the desired model output,
2) specifying a desired invariance in model outputs, or 3) spec-
ifying a desired directional change in model outputs. The first
behavior type looks at static model outputs, while the latter two
behavior types look at shifts in model outputs.

The second axis, granularity, applies to behavior shifts, and de-
scribes whether the comparison being made is at the concept-level
or instance-level. Concept-level shifts consider two example
sets, and ask whether there is a statistically significant change
in model predictions between them. Instance-level shifts ask
whether there is a statistically significant pairwise change in pre-
dictions after applying a transformation to each example in an
example set.

For instance, an output test might specify that the model should
flag examples in the “xenophobic comments” example set as moder-
ated. A concept-level invariance test might specify that model
outputs should not be significantly different between an “anti-Asian
comments” example set and an “anti-Semitic comments” example
set. And an instance-level invariance test might specify that
model outputs should not change significantly after replacing “Jew-
ish” with “Asian” for each example is the “anti-Semitic comments”
example set.

We include both instance-level and concept-level shifts,
since they play different but important roles and entail differ-
ent tradeoffs. Prior testing frameworks have primarily examined
instance-level shifts (assessing if model outputs change after ap-
plying a transformation to the data) [42, 52, 55]. Instance-level
tests are useful because they test hypotheses explicitly by construct-
ing counterfactual examples where the input stays constant outside
of a defined transformation. However, these tests might produce
out-of-distribution or unrealistic examples. For example, offensive
anti-Semitic comments likely look different than offensive anti-
Asian comments in complex ways, which would not be accurately
captured by simply replacing the word “Jewish” with “Asian”

Concept-level tests try to account for this by comparing two
realistic, independent distributions of data. With concept-level
shifts, however, it is difficult to precisely attribute the cause of a
shift in model behavior. For instance, if in the data used to create
example sets, anti-Semitic comments are usually much shorter than
anti-Asian comments, and we find that the model is more likely
to flag them as moderated, it is unclear whether this is because of
their content or their length. Findings from concept-level tests
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Behavior Type Granularity Definition Example in words
_ N _ Al The model should predict that xenophobic
Output mean({I[f (4i) = gl}izy) attacks (A) should be moderated.
The model’s predictions should not signifi-
Invariance Concept-level mean({f(A;) }1‘:(‘)) — mean({f(B;) }‘lf(‘)) <e cantly differ between xenophobic attacks (A)
and sexist attacks (B) .
The model’s predictions should not change
Instance-level ~mean({f(A;) — f(¢(A;)) }‘li‘)) <e significantly after adding “lol” to each exam-
ple in xenophobic attacks (A) .
The model should predict that xenophobic
Directionality Concept-level  mean({f(A;) }llf(‘)) — mean({f(B;) }\11:3(\)) >exd attacks (A) are more likely to be moderated

than civil discussion (B) .

Instance-level

Al

mean({f(A;) — f(¢t(A:))};5) <exd

The model’s predicted probability of moder-
ation should increase after replacing “you”
with “you prick” in civil discussion (A) .

Table 1: Model Behavior Specification. Output tests check whether the predictions of a model f on example set A align with a
desired output § (Row 1). Concept-level tests compare two example sets A and B, and check whether the distribution of model
predictions significantly differs between the two (Rows 2 and 4). Instance-level tests instead compare example set A, and a
user-specified transformation ¢ of A, which is applied to each member of the input example set (Rows 3 and 5). Directionality
tests also involve a specified direction d € {-1,1}, indicating whether the difference should be positive or negative. Both
invariance tests and directionality tests are governed by a threshold e at which the distributions of model predictions may be
deemed significantly different, and can be determined by a statistical test (e.g., a t-test). We also require that the p-value of the

statistical test is less than a set threshold.

can still be valuable if the data used to create example sets reflects
the actual data distribution and correlations in a particular context,
since they provide a lens into the correlations the model would
exploit in deployment.

Kaleidoscope provides a selection of model behaviors (e.g., out-
puts, invariances, directional changes) and transformations for test-
ing instance-level shifts (e.g., replacing/adding/deleting words).
At the same time, by identifying these higher-level axes and how
they fit together, the system is flexible to adding many different
types of behaviors and/or transformation functions as they are

developed.

3.3 Interactive User Interface

We implement an interactive user interface to facilitate Kaleido-
scope’s workflow and make the system approachable for who might
not have programming experience.

The interface consists of three main panes (see “Overall View”
in Figure 2): identification and generalization primarily happens in
the leftmost pane, where users can explore and find examples (B) to
add to new or existing example sets (A). Specification and testing
happens on the rightmost pane (D), where tests are displayed. The
middle pane (C) contains a 2D projection plot where examples can
be moused over or selected. Color and shape encodings highlight
examples and/or model predictions when an example set or test is
expanded.

As an illustrative example, we walk through creating an example
set representing criticisms or abuse directed at moderators (a con-
cept that is typically moderated across many different subreddits)
using data from r/news. Screenshots from this process are displayed

in Figure 2, and in the following sections, numbers in parentheses
reference specific screenshots.

3.3.1 Identification. To start, a user could either write a seed ex-
ample (e.g., based on prior experience) or find one in the dataset.
To find one, they can use the search bar to search all examples for
the word “mods,” which they imagine will appear in many relevant
examples. In the Search and Explore section, the system returns all
comments containing the word “mods” clustered into three groups
by similarity (1).

To cluster examples, the system uses K-means clustering in a
learned embedding space. The embeddings are computed by the
Universal Sentence Encoder [6], a publicly-available transformer-
based language model. The points in each cluster are highlighted
in the projection plot, and the top words in each appear below (1a).

Displaying the result in clusters helps users parse high-level
structure in the returned examples. The top words provide an addi-
tional summarization of each cluster to help with this sensemaking.
Skimming through the examples and top words can help a user geta
sense for the types of examples in each cluster: the first with longer
rants or discussions about mods, the second with anti-Islamic in-
sults against mods, and the third with more general short, hostile
statements against mods. A user’s domain knowledge could guide
which examples to select to seed an example set, or whether the
examples returned comprise distinct enough types that we might
actually want to create multiple example sets (e.g., anti-Islamic
criticism as well as general criticism).

In our example, a user might determine that examples from the
latter two clusters should be treated similarly. They can select the
examples from both to seed a new example set named “insulting
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Overall View

Example Sets

clear all selected

Enter new example set.

Projection type:

Tests

Output tests

Search and Explore Examples

[ddt 0 examples to example set - RUEREAR

mods

Now diisplaying: all examples containing
"mods".

Cluster 1(45 examples) ~ Selectall  De
Mods are deleting plenty of comments h¢
is probably gonna screen cap this thread
bitching about censorship. But the truth |
comments being deleted are the commer
shitty off topic statements about how "le
buddhists am i funiny guyz?!" or bitching
“censoring" them. People died, and the f|

Cluster 2 (18 examples) ~ Selectall  De:

The mods are Muslim. They are covering .

Surprised this hasn't been removed by th
mods who were deleting everything that
Muslims in a bad light.

Muslim mods blatantly censoring anythin
shooter was a muslim. How surprising!

Cluster 3 (78 examples) ~ Selectall  De

Iripolitics mods are just so full of shit! :/

Cluster 3 (78 examples)

Careful, the mods are going to probably (
these comments now too.

Fuck the r/news mods

You guys are so used to the mods censol

Add 7 examples to example set ~  [RCEETESEEEES

advocating-death

jokes/memes

xenophobia

arch and Explore Examples

>ntaining search query

personal-attacks

all  De-selectall

civil-discussion

iments here. The_Donald
is thread and start
he truth is, the

insulting-mods|

comments being deleted are the comments making
shitty off topic statements about how "le this was
buddhists am i funny guyz?!" or bitching about the mods
“censoring" them. People died, and the fucking top

ster2 (18 examples) ~ Selectall  De-select all

The mods are Muslim. They are covering up.

Surprised this hasn't been removed by the cunt muslim

mods who were deleting everything that painted

Muslims in a bad light

Muslim mods blatantly censoring anything implying the
shooter was a muslim. How surprising!

Selectall  De-select all

politics mods are just so full of shi

Careful, the mods are going to probably end up deleting
these comments now too.

Fuck the r/news mo:

You guys are so used to the mods censoring anti-Israel

Search and Explore Examples

Add 0 examples to example set - [REEY

Filter examples...

ELW displaying: examples similar to those se
ve.

Cluster 1 (18 examples) ~ Selectall  De-selec!

mods, you fucked up big time.
And already censored by the mods. Love r/new
Jtfpolitics mods are much more genuine.

Well this is just disgusting by the /news mods.

news mods are burying this

Cluster 2 (23 examples) ~ Selectall  De-selec

Disgraceful censorship. Fuck you, mods.

Expect to be deleted withing a few minutes OP
has Muslim mods and are deleting every threac
pathetic. BY CENSORING US WE GET STRONG

The mods deleted every thread and every com
soon news broke of the shooter being a muslin
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mods” (2). This example set now appears in the list of example sets,
and contains the set of examples they chose.

3.3.2 Generalization. They can now click to select all (or a subset
of) these examples (3). This creates the selected set, or examples
used to retrieve other, semantically similar examples from the data.
These similar examples are populated in the Search and Explore
section (4).

The system finds similar examples by using Euclidean distance
with embeddings from the Universal Sentence Encoder. It computes
the mean embedding of all examples in the selected set, and finds
the most similar examples to that mean vector. The returned sim-
ilar examples are also clustered, and a user can follow a similar
process as before—getting a high-level sense of each cluster, and
then choosing to either add entire clusters, or specific examples, to
the example set.

As they add more examples to the “insulting mods” example
set (5), these examples are automatically added to the selected
set (6). The similar examples continue to update to display ones
similar to all of the now-selected examples (repeating 4, 5 and
6). Searching by semantic similarity reveals examples that do not
necessarily contain the specific search terms we might have thought
about. For example, returned similar examples include “I just came
from /r/undelete and holy hell is the censorship here is bad,” and
“So why the fuck would you delete the mass upvoted post that
was originally posted?” These are comments implicitly about or
addressed to moderators, but which they would not have found
with a string or regular expression match.

As they iteratively find and add examples, a user’s mental model
of the example set and concept evolves and becomes more pre-
cise. Initially, the user may have had the broad idea of capturing
insults against mods. Looking at real examples (both individual and
higher-level clusters), lends clarity to bounds of this concept (e.g.,
they chose to focus on shorter, aggressive insults, as opposed to
longer discussions) and what it includes (e.g., specific attacks about
censorship, anti-Islamic rhetoric, comparisons to other subreddits).

They can also switch between exploration and confirmation.
Finding and adding similar examples utilizes a particular type of
example the user has confirmed is relevant. During this process,
however, they might see a phrase or word that spurs them to zoom
out and return to an exploration stage, searching all examples
for a different phrase to see how else it appears in the data. For
instance, they might notice the word “censorship” appearing in
some of the returned examples, and use that as a search query to
search all examples, casting a broader net before drilling down
again. Similarly, they could use the projection plot to select the
broader area around where points in the example set are located.
This populates the Search and Explore section with those examples,
and allows them to find examples they might have missed.

As the user continues to iteratively add similar examples, they
will typically observe one of two behaviors: 1) convergence, where
similar examples become increasingly similar, until they are not
significantly different from the ones already added, and no longer
diversify the example set, or 2) divergence, where examples being
returned are not actually similar in relevant ways. Which behav-
ior they observe is highly dependent on how well-represented a
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particular concept is in the dataset (i.e., if there were very few exam-
ples of insults against mods, the retrieved similar examples would
quickly become divergent). This is also one of the limitations of our
method; while examples are realistic because they are drawn from
real data, we also inherit the limitations of that data. We examine
this limitation further in the discussion.

In the “insulting mods” example, the user might begin to ob-
serve a convergence after 4-5 iterations of adding similar examples,
where new retrieved examples seem repetitive, rather than adding
additional diversity. At this point, they have 187 examples, and can
choose to create a test using this example set.

3.3.3 Specification and Testing. When a user clicks “Add new test,”
a form appears to specify different axes of desired model behavior.
Depending on the behavior type they select (e.g., output, invariance,
etc), different parameter options are provided (7, 8).

To test how well the model moderates comments insulting mod-
erators, they can create an output test, specify the desired behavior
as moderated, and run the test. In their header, output tests display
the percentage of the examples that have the desired behavior—in
this case, the user can see that the model only predicts that 34.2%
of these comments should be moderated. The system also provides
a more detailed output when the test pane is expanded (9). This
allows users to explore the distribution of predicted probabilities
(with a histogram visualization), as well as outputs for individual
examples (with an output log). Brushing over the histogram of
predicted probabilities filters the examples, so a user can exam-
ine, for instance, specifically the ones that were moderated with
high probability. Viewing individual examples makes this analysis
concrete, allowing users to investigate, for instance, whether the
examples with a higher moderation probability actually are more
severe violations than the ones with lower probabilities.

In their headers, concept-level shift tests display the mean
difference in predicted probability across the two example sets in
the test, and instance-level shift tests display the mean pair-
wise difference across an example set pre- and post-transformation.
Displaying the actual difference (rather than just pass or fail, for
example) provides richer signal into how well or poorly the model
does, and helps compare results across tests.

When expanded, concept-level tests display a probability his-
togram and example log containing both example sets in the test
encoded via different colors (10). This allows users to compare the
overall distributions of predicted probabilities, as well as compare
examples from each example set that fall within a given probabil-
ity window. The expanded view of instance-level tests shows
a probability histogram of the pairwise differences between the
predicted probability of each example pre- and post-transformation.
The example log displays each example, its predicted probability
before and after the transformation, and the difference in those
probabilities (11).

When a test pane is expanded, the projection plot displays the
points in the example set(s) being tested. Color encodes predicted
probability, and shape encodes example set membership for concept-
level tests (10a). This visualization allows users to see if there are
high-level patters in the model’s predictions (e.g., certain clusters
that are highly moderated or not) and drill down into the plot to
characterize them.
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4 EVALUATION: COMPARING CONCEPTUAL
AFFORDANCES

In this section, we compare Kaleidoscope to other ML model eval-
uation systems that group examples via template- or DSL-based
methods. We focus on Checklist [42] and Errudite [55], respectively,
as examples of these alternate classes of evaluation frameworks. To
guide our analysis, we draw on the Cognitive Dimensions of No-
tation framework [19], which includes several axes of comparison
(e.g., hidden dependencies, premature commitment) for systems such
as programming languages or visual interfaces.

Using Checklist, users specify a template (e.g., I really {mask}
the flight)and can fill in the blanks with suggestions from a pre-
defined lexicon or a language model (LM); or, they can apply pertur-
bations to examples from an existing dataset. With Errudite, users
write filters using a DSL to query an existing dataset based on lin-

guistic features (e.g., the filter count (token(x, pattern=“PERSON”))

> 2 would return examples where there are more than two PERSON
entities).

We find that Checklist, Erudite and Kaleidoscope have significant
differences in the amount of premature commitment and the type
of hard mental operations required. They also involve different
abstractions and hidden dependencies.

Consider the example of making a test for a content modera-
tion system, to check whether “political comments” are moderated
(a subreddit rule in r/funny). We first used Checklist to try and
test this behavior. We started by manually defining a custom lexi-
con of political_figures (“Hillary Clinton,” “Mitch McConnell,”
“The President,” etc.). We used LM suggestions to fill in the tem-
plate {political_figure} is a {mask}, saving those sugges-
tions into a descriptive_noun lexicon. We used LM suggestions
again to fill in the template political_figure is a {mask}
{descriptive_noun}, saving them into an adjective lexicon. We
then used Checklist to generate all combinations of these templates
and specified that their label should be moderated, resulting in
30,600 generated examples. We went through a similar process to
generate another set of examples of the form {political_group}
has {adjective} views on {political_issue} in addition to
{political_group} is {descriptive_noun} where we manually
defined sets of words for political_group and political_issue.
This resulted in 8800 generated examples.

Errudite’s DSL involves more formal linguistic abstractions than
Checklist’s templates—e.g., specific entity types or part of speech
tags. To try find “political comments” with Errudite, we manually
created a list of tokens representing political figures, as in the
prior example, and wrote a filter to find examples containing those
entities (e.g., has_any(token(x, pattern=“PERSON”)), [“The
President”, . . . 1)). This resulted in 124 examples. Some of
these examples did not necessarily belong in “political comments”
(e.g., “Donald Trump had a cameo? I must have missed it.”) but were
returned because they contained a matching entity, and there was
not a different attribute with which to filter them out. The DSL
allows users to compose filters into increasingly complex queries
(e.g., constraints on the types of entities, comment lengths, etc), but
these are not as useful for our use case, where examples of interest
do not group by these linguistic features, but rather, by higher-level
semantic features that are difficult to precisely formalize.
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With Kaleidoscope, we started by searching for a term we expect
to appear in lots of political comments (e.g., “Trump”). The results
were grouped into three clusters, each using the word “Trump”
in different contexts: the first containing longer discussions about
race, the second about the election, and the third with short, aggres-
sive insults. We expect knowledge about the context to guide the
breadth/granularity of the example set. Are aggressive insults about
political figures distinctly worse than longer discussions, or would
all of these political comments be moderated regardless of tone?
This could inform whether to seed one or multiple example sets.
Here, we chose a particular set of examples to seed an example set,
and then generalized them into a larger set by searching for similar
examples. Looking at semantically similar examples revealed other
types of relevant examples that we did not think of from scratch —
for example, comments that contained semantically-related phrases
or people, such as “make america great again,” “gun-owning republi-
can,” or “Bernie.” The resulting example set contained 272 examples.
We also ended up seeding new example sets based on related but
distinct types of comments that appeared during generalization
(e.g., sets on “detailed political issue discussions” and “insults about
being triggered”).

For each system, this process of creating sets of examples re-
quires a different set of hard mental operations and hidden depen-
dencies. With Checklist, we needed to keep track of different sets of
words (political_figures, descriptive_nouns, etc.) and com-
pose them into templates that made sense. It was difficult to gener-
ate diverse template formats, and to assess whether we had specified
enough of them. While templates are already more abstract than
actual examples, Errudite’s DSL involves an additional layer of
abstraction. Because of this, trying to keep track of the mapping
from a particular DSL-based filter to the concrete examples spec-
ified by it involves several mental jumps. Kaleidoscope does not
use linguistic abstractions to define example sets—rather, the ex-
ample set is simply defined by the concrete examples it contains.
Examples are familiar and intuitive to users, and working with
them is straightforward. However, templates and DSLs do create a
formal definition of the example set; i.e., the dependency between
a template or filter and the contents of the resulting example set is
explicit. In Kaleidoscope, because the example set is less precisely
defined, we had to keep track of the types of examples that were
included, and continue updating this mental model as we iteratively
added examples.

Checklist and Errudite also require significantly more premature
commitment than Kaleidoscope. For example, with Checklist, we
were able to generate thousands of examples, but they follow a
very specific template which we were required to formulate at the
beginning. Kaleidoscope’s process is more bottom-up—we started
with a general idea of a word that would be present in political
comments, and seeing the distribution of real examples from this
context helped clarify the bounds of our hypothesis. We end up with
fewer examples; however, they are more varied, and a more accurate
reflection of how political comments actually look in context.

As a result of these differences, the tests we created also tell us
different things. With Checklist, we had high confidence in the
model’s behavior on examples following the specific templates
we wrote, but were uncertain about how this might generalize to
the natural data distribution. With Errudite, examples are drawn
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from the real dataset, but the only filter that applied to our use
case was a coarse string match that resulted in a skewed sample—
returning some irrelevant examples that contain query tokens, and
missing a lot of relevant examples that do not. We found that the
Checklist tests had 99% and 86% failure rates, and Errudite’s test
had an 80% failure rate (i.e., saying that most political comments go
unmoderated). With Kaleidoscope, our test on political comments
had a 66% failure rate. The difference in these results indicates that
the model is more likely to moderate political comments from the
real data distribution. For example, this might reflect the fact that
in this context (the r/funny subreddit), comments about politics
are more likely to be aggressive or insulting. If our goal is context-
specific evaluation, Kaleidoscope allows us to understand the type
of behavior we should anticipate in this particular context.

The design affordances of each tool make them suited to different
types of analyses. With Checklist and Errudite, it is easier to test a
range of general linguistic capabilities (e.g., if the model is robust
to replacing neutral words with other neutral words, or if it can
deal with sentences that have complex linguistic structures). On the
other hand, Kaleidoscope is better suited to creating topic-oriented
example sets (“aggressive comments”, “political comments”) and
tests that reflect semantically-meaningful goals.

5 EVALUATION: USER STUDY

To understand how users might go through Kaleidoscope’s work-
flow and interface to assess a model’s suitability for their contexts,
we conducted a study with 10 users and 3 moderators from Reddit.
The study was certified by our institution as exempt from full IRB
approval under category 3 (benign behavioral intervention).

5.1 Study Methods

We recruited our participants by posting to r/SampleSize (a subred-
dit for posting studies), messaging individual moderators on Reddit,
and emailing our institutional networks. We filtered participants
to those who reported spending 5+ hours on Reddit per week. For
each study, we seeded the system with data from a subreddit that
the participant was familiar with, and two publicly available mod-
eration models. The system uses the original Detoxify model [22]
by default, but we told participants that they could also switch to
compare a second model (TweetNLP’s offensive language classifier
[5]) via the settings tab if they wanted. See Section 3.1 for more
details on these datasets and models.

Each study lasted between 48 and 62 minutes and participants
were paid $20. We spent 15 minutes introducing the project and
demonstrating the interface by creating an example set of insults
against moderators, and testing that it should be moderated (similar
to the example in Section 3.3). We then asked participants to imag-
ine that their subreddit was considering adopting an automated
moderation model, and that their goal was to use Kaleidoscope to
better understand the strengths and weaknesses of this model and
assess if it would be suited to their context. As an initial prompt,
we asked them to think about types of comments that came to
mind that would be concerning or in violation of subreddit rules,
and that they would want to make sure an automated moderation
system would know how to deal with. Rather than ask everyone
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to complete the same tasks, we took this approach to evaluate
Kaleidoscope’s effectiveness for context-specific analysis.

For the majority of the remaining study time, users then contin-
ued to use the system independently to create, modify, and explore
example sets and tests. As facilitators, we answered simple mech-
anistic questions about the system and user interface but did not
provide further instructions as to what they should test. We ended
with a short debrief where we asked how participants felt about the
model being used in their context, based on what they had learned
about it using Kaleidoscope—e.g., whether they thought the model
was well-suited or not, and how they thought it compared to other
forms of moderation currently being used.

To analyze the studies, we rewatched all video recordings and
extracted quotes or actions that related to how participants ap-
proached creating example sets and tests, and/or how they rea-
soned about or reflected on the model. We iteratively annotated
and grouped these into themes — starting with a few a priori hy-
potheses about expected user behavior (e.g., that they would dis-
cover relevant new search terms in the retrieved similar examples),
but iterating on and modifying them as we reviewed the data (i.e.,
a combined inductive and deductive approach [2]). We highlight
prominent themes in Sections 5.3 - 5.6.

5.2 Overall usage

Participants created example sets spanning a broad range of topics,
based on their personal experience (e.g., offensive examples they
had encountered, or posts of theirs that had been moderated) or
specific subreddit rules. Examples sets that participants created
included “colorism,” “self-promotion,” “personal attacks,” “covert
racism,” “LGBT attacks,” “sexism,” “civil discussion about race,” and
“piracy/torrenting” When specifying tests, participants primarily
created output tests (four participants also created tests about be-
havior shifts).

It took users between 3 and 12 minutes to create an example
set, with an average size of 122 examples. When going through the
generalization process of building out an example set, participants
typically added groups of examples (e.g., an entire cluster of similar
examples). They were able to skim the examples and top words to
get a high-level sense of an entire cluster, rather than verifying the
relevance of each example individually.

5.3 Iterative generalization enables discovery

To create example sets, participants typically started with a search
query of a term they expected to appear in relevant examples—for
example, using the search query “gay” to find examples to seed
an “LGBT attacks” example set. They would then perform several
rounds of finding and adding similar examples, until they found
that new similar examples were either out-of-scope or repetitive.
At this point, they often stepped back and diversified by trying a
different but related search query (e.g., searching “trans” for “LGBT
attacks”), picking some examples, and repeating the generalization
process with these new examples as seeds.

They often discovered these additional search queries through
noticing words or phrases in similar examples, and realizing that
they might reveal a different subset of the concept at hand. For
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example, one participant, creating an “attacks against liberals” ex-
ample set, initially searched for “liberal,” and started generalizing
based off of some selected examples. One of the returned exam-
ples contained the term “SJW,” which she recognized as a pertinent
term that might appear in a range of other relevant examples, and
used it as her next search term. It also prompted other subsequent,
related, search terms (e.g., “snowflake”). Other participants discov-
ered different spellings of words (e.g., “plrate bay”) or acronyms
they hadn’t thought of (e.g., “BLM”) that they used as additional
search terms. Through this iterative discovery process, participants’
mental models of the concepts evolved and expanded, covering
additional types of examples they had not initially thought about.

5.4 Iterative generalization helps draw out
implicit knowledge

The generalization process lent clarity to the bounds and contents
of the concept in other ways as well—for example, as users delin-
eated which similar examples did or did not belong in the concept,
either at the individual example or cluster level. Several participants
noticed implicit subgroups within similar examples and split their
initial ideal into multiple concepts. For example, one participant
initially intended to create a “racism” example set. While looking at
retrieved similar examples, she realized that there was a distinction
between comments that were outrightly offensive and those that
disguised racist sentiments behind lengthy arguments. She ended
up creating two example sets representing these two subsets of
examples. Another participant started to create a “self-promotion”
example set, but noticed several comments returned in the similar
examples that fit into what she called “general spam” rather than
specifically self-promotion. She ended up creating an additional
“general spam” example set seeded with those examples. These are
distinctions that the participants might have had difficulty identify-
ing upfront — but the generalization process helped draw out this
implicit knowledge. This might be because viewing data from their
context makes reasoning about distinct types of examples familiar
and intuitive.

5.5 Output tests help reason about
context-specific tradeoffs

Running and exploring the results of output tests helped partici-
pants reason about if and how they would use the model in their con-
text. In particular, because tests operate on semantically-meaningful
concepts, participants were able to contextualize model behavior
in relation to existing moderation methods. For example, a modera-
tor of r/TIFU created an example set representing “fake callouts”
(claiming that others’ posts/stories are fabricated—these comments
are typically removed in that subreddit). They created an output
test to specify that these posts should be moderated, and found that
the model’s performance was 63% (of the 85 examples in the exam-
ple set, it predicted 65% should be moderated). While compared to
typical ML standards, this performance is quite poor, the partici-
pant was excited by it: “this could be helpful [...] If it’s flagging that
much, you know, that’s outperforming all the moderators out there
and catching stuff they wouldn’t” Another participant responded
in a similar vein to the model having 80% accuracy on an example
set of disrespectful comments: “It’s not as accurate as I'd hoped,
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but I'd still use this model. It’s incredibly hard to moderate on my
own, and this could be useful, especially if it was used in tandem
with a human moderator to filter posts.”

In another case, a participant reasoned about suitability across
different contexts. He created a “piracy” example set, which he felt
were an important type of comment in r/movies that an automated
moderation system would need to deal with. However, he found
that the model only moderated 8% of examples in that example set.
He also created an example set on “personal attacks,” and found that
the model had 98% performance on it. He subsequently expressed
doubt that the model would be suitable for r/movies, but suggested
that it might be helpful for another subreddit he moderated, where
the bulk of comments that are moderated “are more daft arguments,
blatant insults.”

Participants also found the more detailed reports from each test
useful for understanding model behavior beyond the percentage
correctly predicted. In several cases, the model appeared to have
subpar performance on a particular output test, and examining
the log of individual comments and predictions lent clarity into
whether that performance was acceptable or not. For example, in
some cases, when participants created output tests specifying that
an example set should be moderated, they would look at the specific
examples that were not moderated by the model, and find that they
were less severe than the other examples—e.g., “These aren’t really
the worst thing — most of the really bad ones were caught so that’s
actually useful” Participants felt that an automated moderation sys-
tem should be used in tandem with a human moderator, so if it was
erring on the side of moderating less (and catching the most severe
violations), they felt satisfied with its performance. In other cases,
examining individual examples and predictions made participants
less confident in the model — for example, if the model’s decision
boundary seemed random, did not agree with participants’ prior
expectations, or appeared to be reliant on unimportant features.

5.6 Testing behavior shifts reveals important
model weaknesses

Participants who tested shift behaviors also discovered interesting
strengths and limitations about the models that impacted their
confidence. One participant, for example, created an example set of
“white supremacist dog whistles,” and found that adding “thanks
for reading” to the end of each comment (via an instance-level
invariance test) decreased the probability of moderation by 21%
for the Detoxify model. The probability of moderation stayed the
same using TweetNLP’s model, which provided useful insight: “I'd
want to look into the second model further, since the first is pretty
problematic” Another created an example set of random, benign
comments, and found that adding “Yes, I'm gay” to the end of
each (also via an instance-level invariance test) increased the
probability of moderation by 26.2% for the Detoxify model and 52.4%
for TweetNLP’s model. Together, these tests show these models
entail different weaknesses that our system can help characterize.
Others used concept-level and instance-level shifts together
to reveal different things about the model. For example, one partici-
pant created example sets representing “homophobic attacks” and
“transphobic attacks”. They created a concept-level invariance
test to specify that these two example sets should be treated the
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same, as well as an instance-level invariance test with “homo-
phobic attacks,” where they applied a transformation replacing the
word “gay” with “trans” in each comment. The concept-level test
revealed that “transphobic comments” were 25.3% less likely to be
moderated than “homophobic comments,” while the instance-level
test reported that predictions were not significantly different after
applying the transformation. This difference highlights that the
way that “homophobic attacks” and “transphobic attacks” mani-
fest in this context is different, and that simply replacing the word
“gay” with “trans” (while the rest of the comment stays the same)
does not fully capture that difference. While the participant con-
sidered robustness to switching the attack target (demonstrated by
the instance-1level test) a desirable behavior, they held reserva-
tions about the model’s performance if deployed, given the subpar
performance on the concept-level test (which better reflects the
real-world distribution of comments).

5.7 Limitations

Participants found certain aspects of the system confusing. A com-
mon confusion occurred when they observed divergent behavior
during generalization, typically due to trying to create a particular
example set that was not well represented in the data. For example,
one participant tried to create an example set on “positive LGBT
discussions,” using a dataset from r/funny, but found that the sim-
ilar examples kept diverging towards negative comments, which
were much more present in that context. Others were interested in
specific topics (e.g., “China” or “celebrity news”) that were not well
represented in the data, and thus difficult to represent in example
sets. Several participants also brought up that it was difficult to
evaluate certain comments without the surrounding context (i.e.,
what they were written in response to). We chose not to include
this context to mimic the way that the models (which do not take
context into account) would see examples; but in doing so, partic-
ipants’ experience using the tool felt inconsistent with how they
would typically encounter examples.

In addition, the current study design has limitations. We con-
ducted a qualitative observational study so that we could observe
participants use and think aloud about the system in real-time. We
did not attempt to measure quantitative metrics of trust or behavior
change as we believe that these metrics will only reflect meaning-
ful signal after sustained, engaged use with the system. Finally,
while Kaleidoscope’s underlying workflow is applicable to different
domains and data modalities, our evaluation only focuses on the
content moderation case study. Additional studies are needed to
understand if our observations generalize to other user groups and
application domains.

6 DISCUSSION AND FUTURE WORK

We present Kaleidoscope, an iterative workflow and interactive user
interface for user-driven, context-specific model evaluation. Rather
than use static tests sets or pre-defined data slices, Kaleidoscope
presents an alternative paradigm for model evaluation that allows
on-the-ground users to identify examples of important concepts,
generalize them into larger, representative sets, and specify and
test model behavior with them in semantically-meaningful ways.
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Through a comparative evaluation using the Cognitive Dimen-
sions of Notation framework [19], we show how other methods to
group examples ask users to define formal definitions of data slices,
which requires significant premature commitment and linguistic
expertise. Kaleidoscope’s generalization process instead enables
discovery, and is grounded in real examples. In a study with red-
dit users/moderators, participants found the interactive process of
finding and adding similar examples intuitive, and created a range
of example sets populated with diverse examples that would be
difficult or impossible to specify via a template or DSL. The result-
ing example sets reflect semantically-meaningful, context-relevant
concepts (e.g., “covert racism” or “LGBT attacks”). Kaleidoscope en-
ables specifying and testing a range of model behaviors using these
concepts. Specifying tests makes desired behavior transparent, and
running them reveals relevant insights into model strengths and
weaknesses that help users reason about how the model would
perform in their context.

We note some of the current limitations of our system, and
their implications for future directions. Kaleidoscope trades off
precision for flexibility, allowing users to create example sets that
are so varied it would be extremely difficult to define them via
formal linguistic abstractions (e.g., template or DSL). In doing so,
however, it also requires users to keep track of the types of examples
they are adding and update their mental model of the example set.
Users can assess coverage by observing whether retrieved similar
examples are continuing to add diversity to an example set, but
this is a heuristic measure (not a guarantee, as in Errudite [55], for
example).

We imagine two broad directions for addressing this issue in
future work: the first focused on making it easier for users to assess
the contents and boundaries of example sets, and the second more
computational, focused on methods that facilitate creating example
sets with higher coverage. The first direction could draw inspiration
from data summarization and visualization [17, 29, 47, 53]—for
instance, highlighting distinct exemplars in the set, or visualizing
existing or learned features of the examples beyond top words
(e.g., length, sentiment, tone). The second direction could explore
extensions to our example retrieval method—for instance, rather
than finding and returning the most similar examples, we could
find and return similar examples that are also different enough
from any example already in the set (e.g., drawing from metrics in
coverage-based fuzzing [36]), to encourage creating example sets
with diverse examples.

Because Kaleidoscope’s example sets are grounded in real data,
they also inherit the limitations of the dataset used to seed they
system. We intend the system to be used to evaluate a model for a
particular context, and the dataset used to be from that context. This
helps ensure that users are familiar with the data they see, and that
important concepts in that context are likely to appear in the dataset.
However, as we found in our user study, sometimes users may
want to create example sets that are more hypothetical or less well
represented in the natural data distribution. In these cases, similar
examples tend to diverge quickly to examples that are not actually
relevant to the concept at hand. One possibility to address this
issue could be to draw data from other distributions, if we observe
that the most similar examples retrieved in the original dataset are
further than a specified threshold. For example, a participant in
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our user study had trouble creating an example set representing
“positive LGBT discussions” in the context of data from r/funny,
where negative LGBT attacks are much more common. In this case,
Kaleidoscope could potentially draw data from a different source
where these examples would be more common (e.g., r/LGBT).

The current work also opens up promising future ideas for model
development and participatory benchmark creation. We were en-
couraged by the wide range of different topics, often drawing from
their personal experience, that participants in our user study ex-
amined. In the future, we imagine Kaleidoscope could be used to
facilitate calls for participatory or crowdsourced benchmarks [10].
Kaleidoscope is well-suited to address this need because the sys-
tem is not only exploratory—it allows users to define example sets
representing higher-level concepts and specify expected model be-
havior on them. For example, individuals or groups could specify
what kinds of examples they think fit into a particular concept (e.g.,
“sexist comments”) and how they would expect those examples
to be treated by a model. These tests could be compiled and used
similarly to a benchmark, for evaluating models and their future
iterations. This approach acknowledges that “ground truth” is often
subjective and dependent on users’ contexts and lived experiences
[11, 12, 23, 48, 50], and could help make transparent which people
or populations are and are not served by a particular model. Bench-
marking methods and datasets drive research agendas and values
in ML [10, 14], so this shift has broader implications. Making these
processes more participatory shapes future iterations of models
and what is considered state-of-the-art, pushing them to prioritize
domain knowledge and contextual values [27].

Kaleidoscope contributes to a growing body of work improving
human-AI trust and giving users the agency to question, probe, and
push back on automated systems. We ask how to address these
issues in a way that is fundamentally grounded in context, and our
results suggest rich directions for future work in model evaluation.
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