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Abstract

A spanner is reliable if it can withstand large, catastrophic failures in the network. More
precisely, any failure of some nodes can only cause a small damage in the remaining graph in
terms of the dilation. In other words, the spanner property is maintained for almost all nodes in
the residual graph. Constructions of reliable spanners of near linear size are known in the low-
dimensional Euclidean settings. Here, we present new constructions of reliable spanners for planar
graphs, trees and (general) metric spaces.

1. Introduction

Let M = (P,d) be a finite metric space. Let G = (P, E) be a sparse graph on the points of M whose
edges are weighted with the distances of their endpoints. The graph G is a t-spanner if for any pair of
vertices u,v € P we have dg(u,v) < t-d(u,v), where dg(u,v) is the length of the shortest path between
uw and v in G, and d(u,v) is the distance in the metric space between u and v. Spanners were first
introduced by Peleg and Schéffer [PS89] as a tool in distributed computing, but have since found use
in many other areas, such as algorithms, networking, data structures, and metric geometry, see [Pel00,
NS07].

Fault tolerant spanners. A desired property of spanners is the ability to withstand failures of some
of their vertices. One such notion is provided by fault tolerance [CLNS15, LNS98, LNS02, Luk99, Sol14].
A graph G is a k-fault tolerant t-spanner, if for any subset of vertices B, with |B| < k, the graph G \ B
is a t-spanner. However, for k-fault tolerant graphs there is no guarantee if more than £ vertices fail,
and furthermore, the size of a fault tolerant graph grows (linearly) with the parameter k. In particular,
for fixed ¢ > 1, the optimal size of k-fault tolerant (2¢ — 1)-spanners on n vertices is O(k!~1/tn!*1/t)
[BDPW18]. Note that vertex degrees must be at least (k) to avoid the possibility of isolating a vertex.
Thus, it is not suitable for massive failures in the network.
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Reliable spanners. An alternative notion was introduced by Bose et al. [BDMS13]|. Here, for a
parameter ¥ > 0, a J-reliable t-spanner has the property that for any failure (or attack) set B, the
residual graph G'\ B is a t-spanner path for the points of V'\ BT, where Bt D B is some set, such that
|B*| < (14 ) |B|. We consider two variants:

(A) Adaptive adversary (i.e., standard or “deterministic” model): The adversary knows the spanner
(G, and the set B is chosen as a worst case for G.

(B) Oblivious adversary (i.e., “randomized” model): Here, the spanner G is drawn from a proba-
bility distribution x (over the same number of vertices). The adversary knows x in advance, but
not the sampled spanner. In this oblivious model, we require that E[|B*|] < (1 + ¢)|B|.

See Section 2 for precise definitions.

Previous work. Bose et al. [BDMS13] provided some lower bounds and constructions in the general
settings, but the bounds on the size of the damaged set (i.e., BY) are much larger. In the Euclidean
settings, for any point set P C R? and for any constants 9, € (0, 1), one can construct a ¥-reliable
(1 4 €)-spanner with only O(n log n loglog® n) edges [BHO19] (an alternative, but slightly inferior con-
struction, was provided independently by Bose et al. [BCDM18]). The number of edges can be further
reduced in the oblivious adversary case, where one can construct an oblivious (1 4 ¢)-spanner that is
¥-reliable in expectation and has O(n loglog® n logloglog n) edges [BHO20).

Covers. A cover is a set of clusters (i.e., subsets of the point set) that covers the metric space with
certain desirable properties. Awerbuch and Peleg [AP90] showed a cover, where (i) each cluster has
diameter O(k), (ii) every vertex participates in O(kn'/¥) clusters, and (iii) for every vertex v, the ball
of radius k centered at v, is contained in a single cluster. Busch et al. [BLT14] show how to compute a
cover of a planar graph, with diameter < 16k per cluster, such that each pair in distance k£ from each
other belongs to some cluster, and every vertex participates in at most 18 clusters. For graphs that
excludes a minor of fixed size, they get a similar result, except that each vertex might participate in
O(logn) vertices, where n is the number of vertices in the input graph. Abraham et al. [AGMW10]
presented a result with better sparsity when the graphs do not have K, , as a minor.

Our results.

We provide new constructions of reliable spanners for finite uniform metrics, ultrametrics, trees, planar
graphs and finite metrics. Our new results are summarized in Table 1.1.

Technique. Our approach for constructing reliable spanners is in two steps: We first construct reliable
spanners for uniform metrics and then reduce the problem of constructing reliable spanners for general
metrics to uniform metrics using covers.

Spanners for uniform metrics. Uniform metrics have trivial classical 2-spanners — that is, star
graphs. In the oblivious model one can simply use “constellation of stars” with a constant number
of random centers, and the resulting spanner is linear in size. In the adaptive settings, we present a
lower bound of Q(n!*'/*) edges for a reliable t-spanner, and asymptotically “matching” construction of
a deterministic (2¢ — 1)-reliable spanner with O(n!*1/*) edges. The construction is based on reliable
expanders — these are expanders that remain expanding under the type of attacks described above. See
Section 3 and Section 6 for details.



Constructions of J-reliable A-spanners

’ metric ‘ A ‘ guarantee ‘ size ‘ ref ‘

2 expectation O(ny~tlogvy™!) Lemma 3.1
Uniform t det. lower bound Q(n'+1/h) Lemma 3.2
2t —1 deterministic (9(19*2711“”) Theorem 3.6
2t deterministic O (9~ 1nt 1) Theorem 3.6
O(logn) expectation ((’)(19‘171 [/>olylog) ) Lemma 5.3
- . O(t) expectation O (9~ !/t polylog Lemma 5.3
Finite metrics O(tlogn) deterministic O (0~ 'n' /! polylog) Lemma 5.4
O(t?) deterministic O (9~'n' /! polylog) Lemma 5.4

- —1.-2
Ultrametrics 2+¢ expectation OV e *npolylog) Lemma 5.5
(24¢e)t—1| deterministic | O(9 2% *n'*/! polylog) | Lemma 5.6

- —1.-2
Trees 3+e¢ expectation O(Y¥ e *npolylog) Lemma 5.7

(44¢e)t—3| deterministic | O(9~ 2% *n'*/  polylog) | Lemma 5.8

3+e¢ expectation O(9~ e *n polylog) Lemma 5.9

Planar graphs
(4+e)t—3 | deterministic | O(W 2 %'+ polylog) | Lemma 5.10

Table 1.1: Our results. Polylog factors are polynomial factors in logn and log @, where ® is the spread
of the metric. For trees and planar graphs, these results are for graphs with weights on the edges. Here
in expectation denotes that the spanner works against an oblivious adversary (here, the expectation is
over the randomization in the construction), and the guarantee is on the expected size of the damaged
set. Similarly, deterministic implies an adaptive adversary.

Covers. A t-cover of a finite metric space M = (P, d) is a family of subsets C = {5 | S C P}, such
that for each pair p,q € P of points there exists a subset in C that contains both points and whose
diameter is at most t - d(p, q). Covers are used here to extend reliable spanners for uniform metrics into
reliable spanners for general metrics. This is done by using spanners for uniform in each set of the cover
and then taking a union of the edges of those graphs. See Section 5.

Naturally, the size ) 4. |S| of a t-cover C is an important parameter in the resulting size of the
spanner, so in Section 4 we study the problem of constructing good covers. For general n-point spaces
with spread at most ®, we observe that the Ramsey partitions of [MNO7] provide O(t) covers of size
O(n'*1/tlog ®), which is close to optimal, because of an Q(n(n'/* 4 log, ®)) lower bound we provide. In
more specific cases, like ultrametrics, trees and planar graphs, one can do better. For example, for trees
and planar graphs one gets (2 + €)-covers of near linear size. For planar graphs, known partitions have
much larger gap, which makes these results quite interesting.

New reliable spanners. Plugging the constructions of spanners for uniform metrics with the con-
struction of covers yields reliable spanners for finite uniform, ultrametric, tree, planar, and general
metrics. The results are summarized in Table 1.1.

Efficient construction. All our constructions relies on randomized constructions of expanders (over
m vertices), that succeeds with probability > 1 — 1/m®®. As such, the constructions described can



be done efficiently, if one wants constructions of spanners for n vertices that succeeds with probability
1 —1/n°W. See Remark 6.3 for details.

2. Preliminaries

2.1. Metric spaces

For a set X, a function d : X* — [0,00), is a metric if it is symmetric, complies with the triangle
inequality, and d(p,q) = 0 <= p = q. A metric space is a pair M = (X,d), where d is a metric.
For a point p € X, and a radius r, the ball of radius r is the set

b(p,7) ={g € X |d(p,q) <7}.
For a finite set X C X, the diameter of X is

diam(X) = diam(X) = max d(p, q),

p,gEX

and the spread of X is ®(X) = v jin;(i)d(p’q). A metric space M = (X, d) is finite, if X is a finite
set. In this case, we use ® = ®(X) to denote the spread of the (finite) metric.

A natural way to define a metric space is to consider an undirected connected graph G = (P, E)
with positive weights on the edges. The shortest path metric of G, denoted by dg, assigns for any two
points p, ¢ € P the length of the shortest path between p and ¢ in the graph. Thus, any graph G readily
induces the finite metric space (V(G),dq). If the graph is unweighted, then all the edges have weight 1.

A tree metric is a shortest path metric defined over a graph that is a tree.

2.2. Reliable spanners

Definition 2.1. For a metric space M = (P,d), a graph H = (P, F) is a t-spanner, if for any p,q € P,
d(p,q) < du(p,q) < t-d(p,q). Here dy is the shortest path distance on H whose edges are weighted
according to d.

Given a weighted graph G = (V, E), and a set B C V, we denote by G|p the subgraph induced on
B. We also use the notation G'\ B = G|y\p. A randomized graph G is a probability distribution over
the edge set E for a given set of vertices V.

An attack on a graph G = (V, E) is a set of vertices B that fails and no longer can be used. An
attack (on a randomized graph) is oblivious, if the set B is picked stochastically independent of the
edge set of the graph.

Definition 2.2 (Reliable spanner). Let G = (P, E) be a t-spanner for some t > 1 constructed by a (possi-
bly) randomized algorithm. Given an attack B, its damaged set B is a set of smallest possible size,
such that for any pair of vertices p,q € P\ B, we have

de\s(p, q) < t-d(p,q), (2.1)

that is, distances are preserved (up to a factor of ) for all pairs of points not contained in B*. The
quantity |BT \ B is the loss of G under the attack B. The loss rate of G is \(G,B) = |B* \ B|/|B]|.
For ¥ € (0,1), the graph G is ¥-reliable (in the deterministic or non-oblivious setting), if A\(G, B) < 9
holds for any attack B C P. Furthermore, the graph G is J-reliable in expectation (or in the
oblivious model), if E[A(G, B)] < ¥ holds for any oblivious attack B C P.
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Remark 2.3. The damaged set B* is not necessarily unique, since there might be freedom in choosing
the point to include in B for a pair that does not have a t-path in G\ B.

2.3. Miscellaneous

For a graph G, and two set of vertices Y, Z C V(G), let
I'zV)={2reZ|zyec E(G)andy € Y}
denote the neighbors of Y in Z. The neighbors of Y in G is denoted by I'(Y) = I'y() (Y).

Definition 2.4. For a collection of sets F, and an element z, let deg(x, F) = [{X € F |z € X}| denote
the degree of z in F. The maximum degree of any element of F is the depth of F.

Notations. We use P +p = PU{p} and P —p = P\ {p}. Similarly, for a graph GG, and a vertex p,
let G — p denote the graph resulting from removing p.

3. Reliable spanners for uniform metric

Let P be a set of n points and let (P,d) be a metric space equipped with the uniform metric, that is,
for all distinct pairs p, g € P, we have that d(p, ¢) is the same quantity (e.g., 1). Note that n — 1 edges
are enough to achieve a 2-spanner for the uniform metric by using the star graph.

3.1. A randomized construction for the oblivious case

Construction. Let ¢ € (0,1) be a fixed parameter. Set k = 2[9"'log¥ '] + 1 and sample k points
from P uniformly at random (with replacement). Let C' C P be the resulting set of center points. For
each point p € C, build the star graph %, = (P,{pq | ¢ € P —p}), where p is the center of the star.
The constellation of C is the graph % = UpEC *p, which is the union of the star graphs induced by
centers in C.

Lemma 3.1. The constellation , defined above, is a 9-reliable 2-spanner in expectation. The number
of its edges is O(nY~'log¥™1).

Proof: Let B C P be an oblivious attack, and let b = |B|. If there is a point of C' that is not in B, then
there is a center point outside of the attack set, which provides 2-hop paths between all pairs of points
in the residual graph, and therefore we choose B™ = B. On the other hand, if C' C B, then the residual
graph contains only isolated vertices, and therefore we choose BT = P. If (1 + )b > n then there is
nothing to prove. Thus, since b/n < 1/(1+ ) and 1/(1+9) <1 —1/2, we have

BING,B) = 0plc ¢ ]+ R e Bl < (2 < s <en(-E000) <0

As for the number of edges, sk has at most k(n — 1) edges, since s is the union of k stars and each
star has n — 1 edges. Thus, by the choice of k, the size of sk is O(nd~tlogd™1). m



3.2. Lower bound for a deterministic construction

In the non-oblivious settings, the attacker knows the constructed graph G when choosing the attack set

B.

Lemma 3.2. Let G = (P, E) be a V-reliable t-spanner on P for the uniform metric, where ¥ € (0,1)
and t > 1. Then, in the non-oblivious settings, G must have Q(n'*/?) edges.

Proof: We assume that the distance between any pair of points of P is one. Let the attack set B be the
set of all nodes of degree at least A, where A = n'/*/4. Assume, toward a contradiction, that |B| < n/4.
By the reliability condition, there exists a set Q C P\ B of nodes of the residual graph of size at least
n— (14 9)|B| > n/2, that has t-hop paths in G\ B between all pairs of vertices of Q). Let p € @ be
an arbitrary vertex. Let b(p,t) be a ball of radius ¢ centered at p in the shortest path metric in the
residual graph G\ B. On the one hand, from the above, b(p,t) 2 @. On the other hand, the maximum
degree is at most A, and therefore |b(p,t)| < A* < n/4. As such, we have n/4 > |b(p,t)| > |Q| > n/2.
A contradiction.

Hence, |B| > n/4. The claim follows since A|B| < 2|E|, which implies |E| > A|B| /2 = Q(n'*/!) m

Remark 3.3. Erdds’ girth conjecture states that there exists a graph G with n vertices and Q(n'*+'/¥)
edges, and girth at least 2k + 1, where the girth of G is the length of the shortest cycle in G. The
argument in the proof of Lemma 3.2 is closely related to the standard argument for proving a tight
counterpart — any graph with Q(n'*'/*) edges has girth at most 2k + 1.

3.3. Reliable spanners of the uniform metric for adaptive adversary

Here, we present a construction of reliable spanner that is close to being tight. The spanner is simply a
high-degree expander whose properties are described in the following definition.

Definition 3.4. Denote by A(G) the second eigenvalue of the matrix M/d, where M = Adj(G) is the
adjacency matrix of a d-regular graph G. A proper expander specifies a constant C' > 1, and
functions €5, ¢s > 0, such that for every 6 € (0,1/4) and even integers d > 65, n > d?, there exists an
n-vertex, d-regular graph G = (V, E'), such that:

(P1) VS CV, |S| > 12n/(0d) = |T'(S)| > (1 —d)n,

(P2) VS CV, |S| < esnfd = [T(S)] > (1—6)dIS].

(P3) \G) < C/Vd.

For each one of the properties above, it is known that there exists an expander satisfying it: Prop-
erty (P1) is essentially proved in [BHO19], Property (P2) is folklore, and Property (P3) appears
in [DJPP13]. Since they hold almost surely for “random regular graphs”, they also hold simultane-
ously. However, we were unable to find in the literature proofs of almost sure existence in the same
model of random regular graphs, and contiguity of the different random models does not necessarily
hold in the high-degree regime (which is what we need here). Therefore, for completeness, Appendix A
reprove (P1) and (P2) in the same random model in which (P3) was proved. We thus get the following:

Theorem 3.5. The random graph constructed in Section A.1 s a proper expander (see Definition 3.4),

asymptotically almost surely. Specifically, the probability the graph has the desired properties is > 1 —
-0(1)

n .

With the appropriate choice of parameters, these expanders are reliable spanners for uniform metrics.
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Theorem 3.6. For everyt € N, 6 € (0,1), and n € 2N, such that n > e?®) | there exist:
(i) V-reliable 2t-spanner with O(V~'n'*1/) edges for n-point uniform space, and

(i3) 9-reliable (2t — 1)-spanner with O (920 *1/?) edges for n-point uniform space.

The proof is somewhat cumbersome and is deferred to Section 6.
Applying the above theorem directly on non-uniform metric we obtain the following corollaries.

Corollary 3.7. Let M = (X,d) be a metric space, and let P C X be a finite subset of size n. Given
parameters t € N, and ¢ € (0, 1), there exists a weighted graph G on P, such that:

(A) The graph G has |[E(G)| = O(972 - n'*1/t) edges.
(B) The graph G is 9-reliable. Namely, given any attack set B C X, there exists a subset QQ C P, such
that |Q| > |P| — (1 +9) |B N P|. Furthermore, for any two points p,q € Q, we have

dum(p.q) < dgj(p,q) < (2t — 1) - diam (P),

and the path realizing it has at most (2t — 1) hops.
In particular, G has hop diameter at most 2t — 1, and diameter at most (2t — 1) - diam(P).

Corollary 3.8. Let M = (X,d) be a metric space, and let P C X be a finite subset of size n. Given
parameters t € N, and 9 € (0,1), there exists a weighted graph G on P, such that:

(A) The graph G has |[E(G)| = O(97' - n'*1/") edges.
(B) The graph G is ¥-reliable. Namely, given any attack set B C X, there exists a subset Q) C P, such
that |Q| > |P| — (1 4+ 9) |B N P|. Furthermore, for any two points p,q € Q, we have

dm(p, q) < dgj,(p, q) < 2t - diamp (P),

and the path realizing it has at most 2t hops.

In particular, G has hop diameter at most 2t, and diameter at most 2t - diam(P).

Remark 3.9. Corollary 3.7 and Corollary 3.8 are quite weak as far as the guarantee on the length of the
resulting path (i.e., they are not good spanners). A construction that provides a spanner guarantee is
provided below in Lemma 5.4 below.

As aside, proper expanders are reliable spanners because their expansion property is robust, as
testified by the following.

Theorem 3.10 (reliable vertex expander). For everyd € (0,1) there exists a constant ¢ = ¢y > 0,
such that for any expansion constant h > <=2, there erists a family of vertex expander graphs {G =
(V,E)}, on n vertices of degree at most 4h/V, with the following resiliency property: For any B C V,
there exists Bt 2 B, |BT| < (14 9)|B| such that the graph G \ B" is a vertex expander in the sense
that

(i) diam(G \ B") < 2[log, n], and

(ii) For any U C V' \ BT of size |U| < en/h, we have |I'e\p+(U)| > h|U|.

The proof is deferred to Section 6.3.4.



4. Covers for trees, bounded spread metrics, and planar graphs

Definition 4.1. For a finite metric space M = (P, d), at-cover, is a family of subsets C = {S; C P |i=1,...

such that for any p,q € P, there exists an index 7, such that p,q € S;, and
diam(S;)/t < d(p,q) < diam(S;).

The size of a cover C is size(C) = Y ¢ |S]. Recalling Definition 2.4, the degree in C of a point p € P
is the number of sets of C that contain it. The depth of C is the maximum degree of any element of P,
and is denoted by D(C).

4.1. Lower bounds

Unfortunately, in the worst case, the depth and the size of any cover must depend on the spread of the
metric.

Proposition 4.2. For any parameter t > 1, any integer h > 1, ® = t", and any n > h, there exists a
metric M = (P,d) of n points, such that

(I) ®(P) =, and

(II) any t-cover C of P has size Q(nlog, ®) = Q(nh), average degree > h/2, and depth h.

Proof: For simplicity of exposition, assume that h divides n. Let P; be a set of n/h points, such that
the distance between any pair of points of B; is ¢; = (t +¢)?, for some fixed small € > 0, for i = 1,..., h.
Furthermore, assume that the distance between any point of F; and any point of P;, for i < j, is ¢;.

Let P = UP;, and observe that the distance function defined above is a metric (it is the union of
uniform metrics of different resolutions). Now, consider any ¢-cover C of P. The rank of a cluster C' € C,
is the highest j, such that P;NC # (. We can assume that all the clusters of C' have at least two points,
as otherwise they can be removed. For any index j € [h], any point p € P; and any point ¢ € U{ZIPi -,
by definition, there exists a cluster C' € C, such that p,q € C, and diam(C) < ¢ - ¢;, since d(p, q) = ¢;.
It follows that C' can not contain any point of U?:j 1. Namely, the rank of C'is j.

If there are two clusters of rank j in C, then we can merge them, since merging does not increase their
diameter, and such an operation does not increase the size of the cover, and the degrees of its elements.
As such, in the end of this process, the cover C has h clusters, and for any j € [h], there is a cluster
C; € C that is of rank j, and contains (exactly) all the elements of U/_, P;. Namely, C = {C1,...,Cy},
where C; = U{zlPi. It is easy to verify that this cover has the desired properties. [ ]

Proposition 4.3. For anyt € 2,3, ..., and any sufficiently large n there exists an n-point metric space
for which any t-cover must be of size at least Q(n'T1/2t).

Proof: Let g = 2t+2. By a standard probabilistic argument, for any sufficiently large n € N there exists
a simple graph G = (V, E) on n vertices and m = Q(an%?) edges whose girth is at least g. (This is
not the best known bound, but it is sufficient for our purposes.) Consider G as a metric space with the
shortest (unweighted) path metric. Let C be a t-cover for G, and let C' = {S € C | diam(S) < t}. For
ScViet E(S)={uw € E|u,ve S}

We claim that for every S € C’, E(S) is a forest, and hence |E(S)| < |S|. Indeed, Suppose E(S)
contains a cycle (vg, vy, ..., vy, ) such that v;v,iq1,vov, € E(S) € E. Denote d; = d(vg,v;). Since
{vi,viy1} € E, we have d;11 —d; € {—1,0,1}. Let j be the smallest ¢ such that d;+; < d;. Hence, d; = j.
Let P = (vj41,u1, ... ug, V) be a shortest path in G between v;;; and vy. P’s length is at most d; = j.
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Thus, the sequence vy, v1, ... v, Vj41,u1,. .., U, v is closed path of length at most 2j 4 1, and hence
contains a cycle of length at most 2j 4+ 1. By the girth condition, 2j +1 > 2¢ + 2, and hence d; = j > t.
But since vy, v; € S, this means that diam(S) > d; > ¢ which contradicts the definition of C'.

For every edge pq € E, d(p,q) = 1, and by the ¢-covering condition there exists S € C’' such that
p,q € S. Therefore pg € E(S). Hence E C (Jg £(S), and therefore

1
en't2 < |E| < g |E(S)] < g |S| = size(C') < size(C). n
Sec! Sec!

4.2. Cover for ultrametrics

Definition 4.4. A hierarchically well-separated tree (HST) is a metric space defined on the leaves
of a rooted tree T'. To each vertex u € T there is an associated label A, > 0. This label is zero for
all the leaves of T, and it is a positive number for all the interior nodes. The labels satisfy for every
non-root vertex v € T', A, < A /k, where p(v) is the parent of v in 7. The distance between two
leaves x,y € T is defined as Ajca(z,y), Where lca(x,y) is the least common ancestor of x and y in 7. An
HST T is a k-HST if for every non-root vertex v € T, A, < Agwy/k.

HSTs are one of the simplest non-trivial metrics, and surprisingly, general metrics can be embedded
randomly into HSTs with expected distortion of O(logn) [Bar98, FRT04].

Definition 4.5. A metric M = (P,d) is an ultrametric, if for any x,y,z € P, we have that d(z,z) <
max(d(x,y),d(y, z)). Notice, that this is a stronger version of the triangle inequality, which states that
d(z, 2) < d(z,y) + d(y, 2).

The following is folklore, and it also easy to verify (see, e.g., [BLMNO05, Lemma 3.5].

Lemma 4.6. For k > 1, every finite ultrametric can be k-approrimated by a k-HST.
Lemma 4.7. For k > 1, every k-HST with spread ® has 1-cover of depth at most log;, ®.

Proof: Let T be the tree of the HST. With every vertex u € T' we associate a cluster C), the leaves of
the subtree rooted at u. The covers is defined as C = {C,, | v € T'}. The properties of the cover are
immediate. u

Corollary 4.8. Let M = (P,d) be an ultrametric over n points with spread ®. For any e € (0,1), one
can compute a (1 + ¢)-cover of M of depth O(¢~'log ®).

4.3. Cover for general finite metrics

We need the following result.

Lemma 4.9 ([MNO7]). Let (P,d) be an n-point metric space and k > 1. Then there exists a distribu-
tion over decreasing sequences of subsets P = Py 2 Py D -+ 2 Py =0 (s itself is a random variable),

such that for all pp > —1/k, we have E[Zj: \Pjyu} < max(ﬁ, 1) PR and such that for each

J € [s] there exists an ultrametric p; on Pj_y satisfying for every p,q € P, that p;(p,q) > d(p, q), and if
p € Pj_y and q € Pj_1 \ P then p;(p,q) < O(k) - d(p, q).



By computing a cover (using Corollary 4.8) for each ultrametric generated by the above lemma, we
get the following.

Lemma 4.10. For an n-point metric space M = (P,d) with spread ®, and a parameter k > 1, one can
compute, in polynomial time, an O(k)-cover of M of size O(n**'/*log ®) and depth O(kn'/*log ®).

Proof: Using Lemma 4.9, for the parameter k, compute the sequence P =Py 2 P, 2 --- 2 P, =), and
the associated ultrametrics pq, ..., ps_1. We build a 1-HST T; for p;, when restricted to the set P;_q, for
t=1,...,5s— 1. For every HST in this collection, we compute a 2-cover using Corollary 4.8. Let C be
the union of all these covers.

Since for every HST T; the resulting cover has size O(|P;|log ®), then by Lemma 4.9 (applied with
= 1), we have

]E[Z | P;| log CID} = O(n**1log ).

As for the quality of the cover, let pl, g be any two points in P, and assume (without loss of generality)
that p € P,y and ¢ € P,_; \ P; for some i € [s]. We have that p;(p,q) = O(k) - d(p, ¢), and since we
computed a 2-cover for this tree, there is a cluster in the computed cover that contains both points and
its diameter is at most twice the distance between those points.

The maximum depth, follows by using Lemma 4.9 with 4 = 0. This implies that a point of P
participates in s = O(kn'/*) HSTs, and each cover generated by such an HST might a point an element
at most O(log @) times.

The bounds on the size and depth hold in expectation, and one can repeat the construction if they
exceed the desired size by (say) a factor of eight. In expectation, after a constant number of iterations,
the algorithm would compute with high probability a cover with the desired bounds. [ ]

4.4. Covers for trees
Using a tree separator, and applying it recursively, implies the following construction of covers for trees.

Lemma 4.11. For a weighted tree metric T = (P,d), with spread ®, and a parameter e € (0,1), one can
compute in polynomial time a (2+¢)-cover of T of depth O(s ' log ®logn), and size O(ne~' log ®logn),
where n = | P|.

Proof: The proof is by induction on n. When n = 1 the trivial cover is sufficient. Assume next that n > 1
and the minimum distance in 7' is one. Find a separator node s in T" such that there is no connected
component in 7" larger than n/2 after removing s. For i € {0,1,2,...,m = [log;, ./, ®]}, define the sets
P(s,i) ={p € P |d(s,p) < (1+¢/2)"}. By the inductive hypothesis, for each connected component Q
of T — s there is a (2 + ¢)-cover Cg of @ of depth O(e! log @ log(n/2)) and size O(ne ! log ® log(n/2)).
The cover for P is

Cp:{P(s,z')y¢:0,1,2,...,m}uUQCQ.

Since every element of P participates in at most m sets in each level of the recursion, the bound on the
depth and size is immediate.

As for the quality of the cover, by the inductive hypothesis, we need only to check pairs of points
p,q € P, that are separated by s. Assume d(s,p) > d(s, q), and let j be the minimum index, such that
d(s,p) < (1 +¢/2)?. We have that p,q € P(s, j), and

d(p,q) > d(s,p) > (1+¢/2)""! and diam(P(s,j)) < 2(1 +¢/2)7.
diam(P(s, 7)) < 2(1+¢/2)
dlp,q) = (L+e/2)7!

As such, we have =2+e. (]
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4.5. Covers for planar graphs
The next lemma can be traced back to the work of Lipton and Tarjan [LT79].

Lemma 4.12. Let H = (P, E) be a planar triangulated graph with non-negative edge weights. There is
a partition of P to three sets X,Y, Z, such that
(1) | X] < (2/3)n and [Y] < (2/3)n,
(ii) there is no edge between X and Y, and
(i1i) Z is composed of two interior disjoint shortest paths that share one of their endpoints, and an edge
connecting their other two endpoints.

Definition 4.13. For a metric space (X,d) and a parameter r, an r-net N is a maximal set of points in X
satisfying:

(i) For any two net points p,q € N, p # ¢, we have d(p,q) > r.

(ii) For any p € X, d(p, N) = mingen d(p,q) <.

A net can be computed by repeatedly picking the point furthest away from the current net N, and
adding it to the net if this distance is larger than r, and stopping otherwise. We denote a net computed
by this algorithm by net (X, r).

The following lemma testifies that if we restrict the net to lay along a shortest path in the graph,
locally the cover it induces has depth as if the graph was one dimensional.

Lemma 4.14. Let G be a weighted graph, and let d be the shortest path metric it induces. Let w be a
shortest path in G and let N = net(m,r) C 7 be a net computed for some distance r > 0. For some
R > 0, consider the set of balls B = {b(p,R) | p € N}. For any point g € V(G), we have that the degree
of q in B is at most 2R/r + 1.

Proof: Let pi,...,pr be the points of N N b(q, R) sorted by their order along m — these are the only
points that their balls in B would contain ¢q. By the definition of the net, d(p;, p;+1) > r for all i. Since
7 is a shortest path, we also have that

k—1

2R > diam(b(g, R)) > d(py, pr) = Y _ d(pi, piy1) > (k = 1)r. u

i=1

Construction. Let ¢ € (0,1) be an input parameter, and let G be a weighted planar graph. We
assume that G is triangulated, as otherwise it can be triangulated (we also assume that we have its
planar embedding). Any new edge pq is assigned as weight the distance between its endpoints in the
original graph. This can be done in linear time. As usual, we assume that the minimum distance in G
is one, and its spread is .

Let Z be the cycle separator given by Lemma 4.12 made out of two shortest paths m; and 7. Let
p1, P2, p3 be the endpoints of these two paths.

For i = 0,...,m = [logy,./s ®], let N; = net(m,er;/8) U net(my, er;/8) U {p1,p2, p3}, where r; =
(1+¢/8)". The associated set of balls is

B; = {b(p, (1 +¢/8)r:) | p € Ni}.

The resulting set of balls is B(Z) = |J, B;. We add the sets of B(Z) to the cover, and continue recursively
on the connected components of G — Z. Let C denote the resulting cover.

11



Analysis.

Lemma 4.15. For any two vertices p,q € V(G), there exists a cluster C € C, such that p,q € C, and
diam(C) < (2+¢)dg(p, q). That is, C is a (2 + €)-cover of G.

Proof: Assume, for the simplicity of exposition, that p and ¢ get separated in the top level of the recursion
(otherwise, apply the argument to the inductive step in which they get separated). The shortest path
between p and ¢ must intersect the separator Z, say at a vertex v. Assume that dg(p,v) > dg(v,q) and
that r;_; < dg(p,v) <r; = (1+¢/8)7. There is a point u € N; within distance r;/8 from v. As such,

da(p,u) < da(p,v) +da(v,u) < (1 +¢/8)7 + (¢/8)(1 +¢/8) < (1 +¢/8)"H,

which implies that p € b = b(u, (1 4+ ¢/8)r;). A similar argument shows that ¢ is also in b. Furthermore,
we have that d(p, ¢) > d(p,v) > rj_1. Note that b € B; C C. We have that

diam(b) < 2(1 +¢/8)ry _9

14+¢/8)2<2+e. [ |
d(p, q) i1 ( /8)

Lemma 4.16. The depth of C is O(e 2 lognlog ®).

Proof: Fix a vertex p. By Lemma 4.14, for each ¢, at most

3+ 2(% + 1) — 0(1/2).

balls of B; contains p. The number of such sets is O(log, /5 ®) = O(e " log ®). The vertex p get sent
down to at most one recursive subproblem, and the recursion depth is O(logn). It follows that the
depth of any point (and the degree of p specifically) is at most O(e72?log ® logn). [ |

Theorem 4.17. Let G be a weighted planar graph over n vertices with spread ®. Then, given a pa-
rameter € € (0,1), one can construct a (2 + €)-cover of G with depth O(c~?lognlog ®) in polynomial
time.

Remark 4.18. It is possible to generalize Theorem 4.17 to the shortest path metric on families of graphs
excluding a fixed minor. Specifically, by [KLMNO05, Lemma 3.3], there exists O(s?)-cover of depth
O(3° log @) for every metric space supported on a graph excluding K minor and spread ®. It may be
possible to improve the approximation parameter to O(s) using [AGG+19]. This approach does not have
a logn factor in the depth parameter, but it can not provide a (24 ¢)-approximation as in Theorem 4.17.
As communicated to us by an anonymous referee, the approach used here to prove Theorem 4.17 can also
be extended to any family of graphs excluding fixed minor and obtain (2 + €)-cover using the shortest
paths separators of [AG06]. We have not pursued those avenues.

5. From covers to reliable spanners

5.1. The oblivious construction

Lemma 5.1. Let M = (P,d) be a finite metric space, and suppose there exists a &-cover C of M of size
s and depth D. Then, there exists an oblivious ¥-reliable 2-hop 2&-spanner for M, of size O(s% log %).

12



Proof: For each cluster C' € C, let k¢ be a random constellation graph on C' as defined in Section 3.1,
with reliability parameter 1) = 9J/D. The resulting spanner is the union (J.. s¢. The number of edges
in the resulting graph is at most

D D
CZECOGC! ¥ og ™) = O(sy ™ log ™) = O (55 log 7).

Fix an attack set B C P. A cluster C € C is failed if |C] < (1 4 ¢)|C N B|. Denote the set
failed clusters by F. For C' € C \ F, let dmg(C, B) be the (random) set of damaged points in C' as
defined in the proof of Lemma 3.1, i.e., dmg(C, B) = C if B contains all the constellation’s centers,
and dmg(C, B) = B otherwise. by Lemma 3.1, E[|dmg(C, B)|] < (1 + %) |BNC|. The damaged set is

defined as
Bt = (U c) U ( U dmg(C,B)).
CeF CeC\F

We next bound expected size of the loss BT\ B:

E[|B*\ B|] SE[CZW\B@ + > E|ldmg(C, B)\ B
eF CeC\F

<3 IBACI+v Y [BNC|=v>. Y lec <uD|B|=1|B|.

CeF CeC\F peB CeC

Finally, for any two points p,q € P\ BT, there exists a non-failed cluster C' € C that contains both
points, such that diam(C') < £d(p, q). As such, the two hops in the resulting graph are going to be of
length at most 2diam(C') < 2&d(p, q). [ |

5.2. The deterministic construction

Lemma 5.2. Let M = (P,d) be a finite metric space over n points, and let C be a &-cover of it of depth
D and size s. Then, for any integer t > 1, there exists:

(A) A O-reliable (2t — 1)-hop (2t — 1)&-spanner for M, of size O(9~2D%sn'/?).
(B) A 9-reliable 2t-hop 2t&-spanner for M, of size O(9~'Dsn'/t).

Proof: (A) For a cluster C € C, let G(C') be a 1-reliable spanner constructed using Corollary 3.7 on C,
with the reliability parameter ¢» = J/D. Let G = (P, E) be a graph whose edge set E is the union of
the edge sets of G(C) for C € C.

Let n; be the size of the ith cluster, for i € {1,...,m =|C|}. The number of edges in G is bounded
by O(¢p~2N) = O(D*9~2N), where

m

m m
N = Zniﬂ/t = Zni/tni < (mlaxn;/t) an < nMts,
i=1 i=1

i=1

since Y, n; = s, and max; n; < n. We conclude that the total number of edges in G is O(9~2D?sn!/*).
Let B C P be an attack set. The damage set BT D B is constructed as in the proof of Lemma 5.1.
Thus, as argued there, |B*| < (1 4 9)|B|. For every two points p,q € P\ BT, there exists a cluster
C € C, such that p,q € C, and
diam(C)/¢ < d(p,q) < diam(C).

13



Furthermore, by Corollary 3.7, we have

de\s(p, @) < daeps(p, q) < (2t — 1)diam(C) < (2t — 1)€ - d(p, q).

and shortest path in G(C) \ B realizing dg )\ s(p, ¢) has at most 2¢ — 1 hops.
(B) Similar to the above, except for using Corollary 3.8 instead of Corollary 3.7. [ ]

5.3. Applications

5.3.1. General metrics

Lemma 5.3. Let M = (P,d) be an n-point metric space of spread at most ®, and let 9 € (0,1) and
k € N be parameters. Then, one can build an oblivious 9-reliable O(k)-spanner for M with

kn'/*log <I>>

O (ﬁ_lknlﬂ/k log? ® log 3

edges. In particular, for k =logn, we obtain a ¥-reliable O(logn)-spanner for M with
@ (ﬁ_ln log nlog® ®(loglog n + loglog ® + log 19_1)
edges.

Proof: By Lemma 4.10, M has a & = O(k)-cover of size O(n'*/?¢1og ®) and depth D = O(kn'/?* log ®).
Plugging this into Lemma 5.1 yields an oblivious d-reliable O(k)-spanner with O (¢~ kn!*/* log® @ log W%)
edges. [ ]

Lemma 5.4. Let M = (P,d) be a finite metric over n points of spread ®, and let ¥ € (0,1) and k,t € N
be parameters. Then, one can build a O-reliable O(kt)-spanner for M with Q9 kn'*1/k+1/t10g® d)
edges. In particular, when t = logn, we obtain a ¥-reliable O(klogn)-spanner for M with

O k!t 1og? )
edges, and when t = k we obtain V-reliable O(t?)-spanner for M with O(9~tn'+/ log® ®) edges.

Proof: By Lemma 4.10, M has a O(k)-cover of size s = O(n'+"/?*1og ®) and depth D = O(kn'/?* log ®).
Plugging this into Lemma 5.2 (B), yields a v¥-reliable O(kt)-spanner with the number of edges bounded
by

OW Dsn/t) = O kn! e+t og? @), n

5.3.2. Ultrametrics

Lemma 5.5. Let M = (P,d) be an ultrametric over n points with spread ®, and let 9, € (0,1) be
parameters. Then, one can build an oblivious ¥-reliable (2 + €)-spanner for M with

)

log ®
€

(’)(19_15_271 log? ® log
edges.
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Proof: By Corollary 4.8, one can build a (1 + £/2)-cover of M of depth D = O(e~!log ®) and size
O(nD). Plugging this into Lemma 5.1 yields an oblivious ¥-reliable 2-hop (2 + ¢)-spanner for M, of size

O(”—D210g D) 0(19 =2nlog? @ log

Y logq))‘

Je

Lemma 5.6. Let M = (P,d) be an ultrametric over n points with spread ®, and let 9, € (0,1),

and t € N be parameters. Then, one can build a 9-reliable ((2 + )t — 1)-spanner for M of size
O(W~2e73t - n'*/tlog® ®).

Proof: By Corollary 4.8, one can build a £ = (1 + &/2)-cover of M of depth D = O(¢'log ®) and size
O(nD). Plugging this into Lemma 5.2 (A) yields a deterministic 9J-reliable (2t — 1){-spanner for M, of
size

O~ AHD3nI Y = O~ 273t - 't/ log? ®). m

5.3.3. Tree metrics

Lemma 5.7. Let M = (P,d) be a tree metric over n points with spread ®, and let 9,e € (0,1) be
parameters. Then, one can build an oblivious U-reliable (3 + €)-spanner for M with

@) (197187271 polylog(n, <I>))

edges, where polylog(n, ®) = log® nlog® ® log 1og<1>10gn
Proof: By Lemma 4.11, one can build a (2 + &/2)-cover of T of depth D = O(e~!log ®logn) and size
O(nD). Plugging this into Lemma 5.1 yields an oblivious ¥-reliable 2-hop (4 4 ¢)-spanner for M, of size

D? D
O(H— log — ) = (’)(19_15_2nlog2n10g2 ® log

log ® log n)
) ) '

e

To get the improved bound on the dilation, let p,q € P be two points and let C' € C be the cluster
such that p,q € C and diam(C') < (2 + £)d(p, q). Assume that |C| > 2 (otherwise C' = {p, ¢} and there
is nothing to prove). By construction, for the separator node s € C', we have d(s, z) < diam(C')/2 for
all z € C. Observe, that the (shortest) path between p and ¢ in T passes through s. Thus, using the
triangle inequality, the length of a 2-hop path between p and ¢ via z € C' can be bounded by

d(p, z) +d(z,q) < d(p,s) + 2d(s, z) + d(s,q) < d(p, q) + 2diam(C)/2 < (3 + €)d(p, q). n

Lemma 5.8. Let M = (P,d) be a tree metric over n points with spread ®, and let ¥,¢ € (0,1),

and t € N be parameters. Then, one can build a 9-reliable ((4 + €)t — 3)-spanner for M of size
O 273 - n!*+t1og® nlog® ®).

Proof: By Lemma 4.11, one can build a £ = (2 + &/2)-cover of T of depth D = O(¢~!log ® log n) and
size O(nD). Plugging this into Lemma 5.2 (A) yields a deterministic ¥-reliable (2¢ — 1)&-spanner for M,
of size

OW2D*n! Y = 09272 - p! 1t log® nlog® @).
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To get the improved bound on the dilation, consider a (2t — 1)-hop path p = po,p1, ..., P21 = ¢,
such that p; € C', for all 7, for some cluster C. We have

2t—2 2t—3

Z d(pi, pi+1) = d(p, p1) + d(p2i—2, ) + Z d(pi, pit+1)
=0 i=1
<d(p,s) +d(s,p1) + d(pat—2,s) + d(s, q) + (2t — 3)diam(C')
< d(p, q) + (2t = 2)diam(C) < (14 £(2t - 2)) - d(p, g)
for the length of the path. Thus, by using 2 + £/2 for the cover quality, we get

1+ (2t—2)24¢/2)=Ad+e)t—3—c<(44¢e)t—3. n

5.3.4. Planar graphs

Lemma 5.9. Let G be a weighted planar graph with n vertices and spread ®. Furthermore, let 9,¢ €

(0,1) be parameters. Then, one can build an oblivious J-reliable (3+¢€)-spanner for G with (9(19_15_471 polylog(n, 4
edges, where polylog(n, ®) = log® nlog® ® log log(blog"

Proof: By Theorem 4.17, one can build a (2 + &/2)-cover of G of depth D = O( 2log ® logn) and size
O(nD). Plugging this into Lemma 5.1 yields an oblivious ¥-reliable 2-hop (4 + ¢)-spanner for G, of size
O(%log%) (9(19 e~ *nlog® nlog? ¢1ogw>.

We next show the improved bound on the dilation. Using the notation from Lemma 4.15, for a pair
of points p,q € P, there is a cluster C' € C, such that p,q € C' and diam(C') < (24 ¢€)d(p, q). Let v be
the point where the cycle separator and the shortest path between p and ¢ intersect. Notice, that for
the center point v € C' we have d(u, z) < diam(C)/2, for all z € C. Furthermore, using the notation
from the proof of Lemma 4.15, for some j, we have

d(u,v) < er;/8 _€ <1+§> <€
d(p,q) = 14 8 8/ ~ 4

Thus, the length of a 2-hop path between p and ¢ via z € C' can be bounded by

d(p,2) +d(z,q) < d(p,v) + 2d(v,u) + 2d(u, 2) + d(v,q) < d(p,q) + 2Zd(p, q) + 2diam(C') /2

d
<1+ +2+€> d(p, q) < (3+ 20)d(p, q). .

Lemma 5.10. Let G be a weighted planar graph with n vertices and spread ®. Furthermore, let 9,¢ €
(0,1) and t € N be parameters. Then, one can build a deterministic 9-reliable ((4 + €)t — 3)-spanner
for G of size O(9276 . 't/ log® nlog® @).

Proof: Let &€ = 2+¢/2. By Theorem 4.17, one can build a £-cover of G with depth D = O(~2log ® log n)
and size O(nD). Plugging this into Lemma 5.2 (A) yields a deterministic ¥-reliable (2t — 1){-spanner
for M, of size O(972D3*n! /) = O(9~26 - n!*+/*log® nlog® ).

The improved dilation follows by using the same argument as in the proof of Lemma 5.9 and
Lemma 5.8. ]
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6. Proper expanders as reliable spanners for uniform metric

The purpose of this section is to prove that with the appropriate parameters, proper expanders (as
defined in Definition 3.4) and edge-union of proper expanders constitute good reliable spanners for
uniform metrics. That is, they satisfy the requirements of Theorem 3.6.

6.1. Preliminaries

In the following, (n, d)-graph denotes a d-regular, n-vertex graph. Recall that A(G) denotes the normal-
ized eigenvalue of G — that is, the second largest in absolute value (see Definition 3.4).

For a given graph G = (V,E) and S, H C V, denote by I'y(S) = {ve€ H|Ju € S, uv € E} the
neighbors of S'in H. For S,T C V, denote E(S,T) ={uv e E|ue S, ve T}

The following is well known result on expanders, attributed to Alon and Chung [AC88| in [HLWOG,
Sec. 2.4].

Lemma 6.1 (Expander mixing lemma). Let G = (V, E) be an (n,d) graph. Then for every S, T C
v,

.y - P < Niyay/rsTn (6.1)

We also need the following lemma which is a minor variant of known constructions.

Lemma 6.2 ([BHO19]). Let L, R be two disjoint sets, with a total of n € 2N elements, and let £ €
(0,1) be a parameter. There exists a bipartite graph G = (L U R, E) with O(n/&?) edges, such that

(1) for any subset X C L, with | X| > &|L|, we have that |['(X)| > (1 — &)|R|, and
(II) for any subset Y C R, with |Y'| > £|R|, we have that |[['(Y)| > (1 —&)|L|.

Remark 6.3. The randomized construction of Lemma 6.2 succeeds with probability 1 — 1/n°1). Since
we use the construction below on sets that are polynomially large (i.e., n'/?), one can use Lemma 6.2
constructively in this case (potentially losing an additional logt factor). This also applies to the other
expander constructions used in this paper. But while the randomized construction works with high
probability, verifying it seems computationally intractable.

6.2. Construction of reliable spanners from proper expanders

Theorem 3.6 states the existence two different spanners and accordingly, we present two different graphs,
9n,19,2t—1 and 9n,19,2t-

We begin with G, 92;. Recall the definition of proper expander (Definition 3.4) with parameter o.
Fix n,t € N, n > t, and ¢ € (0,1/4) such that
ntt > (c56)7L. (6.2)
The graph G,, 2 is defined to be an (n, d)-graph that is a proper expander with § = ¢, and
d= (max{Qﬂ_lnl/t, 36C%0 ¢y %} (6.3)

To define G,, 4 2:—1 we follow an idea we used slightly inferior construction in a preliminary version of
this paper, see [HMO21, Section 3.3.1]: Let n’ = n!~/*. Partition the space to n'/* subsets, A1, ..., A1,
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each of size n/, and let ¢’ =t — 1. For every A; construct a copy of the graph G, y2v with A; being the
vertices. The degree in those graphs is d' = O~ 'n/"") = O~ 1n/t).

In addition, for every i # j connect A; with A; with a bipartite expander (A; U A;, E;;) according to
Lemma 6.2, with £ = 4. This increases the degree by O(ﬁ_in/t). Thus, the total degree of G,, 5 2:—1 is
O 2nl/t).

6.3. Analysis of G,y
For the rest of Section 6.3, let G = G,, 9.9, and A = A\(G).

6.3.1. The shadow of a bad set

Let B C V an arbitrary subset, such that (14 5¢)|B| < n (otherwise, we can choose Bt =V and there
is nothing to prove). Choose

= (L D)(Bl/n - AVD) S (L+9)(Blfn+ VD) <

1+ 9)|B|/n + <cy?, (6.4)
so (recalling that § = ¥, and ¢5 = <)
1—0—e>1—-9—|B|/n—0B|/n—cy?d >1—0—(1—49) — 09 — ¢y > 9. (6.5)
Define the “shadows of B” as follows. Let Sy = (), and for 7 > 0 let
Si=S5i1U{ueV\(BUS)||E(u,BUS; 1) >ed}. (6.6)

These are all the “bad” vertices that have a lot of neighbors inside the (growing) bad set B U S; ;.
Lastly, set S = U;S; the limit of S;, and Bt = BUS.

6.3.2. Bounding the size of the shadow
By the construction above of the damaged set BT, for every u € V' \ BT,

|E(u, BY)| < &d. (6.7)
Claim 6.4. |S| <9|B|.

Proof: The argument we use is similar to the one used in the proof of [BLMNO05, Lemma 5.3]. Let
A; = 5;\ Si_1. We have that

i Eq. (6.6)
edS;| < ed) |l <> |E(A;, BUS;L)| = |E(S;, BUS)|
7=1

Jj=1

+Ady/(IB] + |Si-1])| Sl

Fa 60 d(|B| + |Sia])]5:]
n

This implies that |.S;| (6 - mf“”) < M/(|B] + [Si-1])|Si|- Squaring, and dividing by |S;|, we have

Bl + 1S\
51 (== PSR <m0 < 081+ 1)
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2
Sy B|+[S;_
which implies, for p; = (5 — W) , that

N[ B

S| < )
51 < =

We claim that |S;| < J|B]| for every i. Indeed, otherwise let i the smallest index such that |S;| > 9|B|.
So |S;_1| < 9|B| < |S;|. By definition, see Eq. (6.4), we have that ¢ = (1 + 9)(|B|/n + A/V?) and as

such ) )
o = b e > 14+ =4 ) -2 /71 > -
pi <€ n ( ) n N n 9 A

NB| __ NB
pi_)\2—#>\2_>\2

We thus have that

IIB| < [5i] < =48],

which is a contradiction. ]

6.3.3. The expansion happens outside the bad set
Claim 6.5. Let U C V \ BT. If |U| < cpn'=Yt then [Ty p+(U)| > n/YU].

Proof: We have
Cyn Cyn €y

W9 =42 = d

since d > 2n'/t/¥ by Eq. (6.3). As such, by the expansion property (P2), |['v(U)| > (1 — 0)d|U]| (as
0 = 1). Furthermore

\U| < cyn 1t =

Eq. (6.7)
Poe )] < 1B, 57 <7 e,
SO

Eq. (6.5) Eq. (6.3)
Tvyp+ (U)| = [Ty (U)] = [Dpe(U)| > (1 =6 —e)d|U| > w9dlU| > n''|U]. m

Let
Bg\3+(u,i) = {’U € V\B+ ‘ dG'\BJr(U,U) < Z} ,

the ball of radius ¢ around w in the shortest path metric of the graph G\ B*. Define Uy = {u}, and
Ui = FV\B"’(Uifl)- Observe that Bg\B+ (U, Z) = U;’:O Uj.

Claim 6.6. |Bg\p+(u,t — 1)] > n'= YL

Proof: Assume the contrary. Then |U;_i| < [Bgyp+(u,t — 1)| < n'~! which implies that there exists
j < t—1such that |Ujy1| < |U;|n'/t. From Claim 6.5, this means that |U;| > cgdn'=/t. So take K C U;
such that | K| = cgn'~/t. Then again by Claim 6.5,

Eq. (6.2)
‘BG\B—O—(U,t - 1)| > ’FV\B+(K)’ > cﬁﬁnlfl/tnl/t > -1/t .

We summarize the relevant properties of Gy, 9.
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Lemma 6.7. The graph G, 2 has the following properties. For any B C V., there exists a set BT,
BC BT CV, |BT| <(1+59)|B|, such that for any u € V' \ B*, we have

B+ (u, t — 1)] > n' (6.8)
FV(BG\BJF (U,t - 1)) > (1 - 7.9)71, (69)
|Bg\3+ (U,t)| Z n. (610)

Proof: Recall that when (1+59)|B| > n, we can take BT =V and there is nothing to prove. So assume
from now on that (1 + 59)|B| < n.

When ¢ = 1, G, 92 is the complete graph, and we take BT = B. Eq. (6.8) is equiavlent to 1 > 1;
Eq. (6.9) follows since I'y({u}) = V in complete graph; and Eq. (6.10) follows simply because |B| <
n/(1+59) < (1 —9)n.

Assume next that ¢ > 2. Eq. (6.8) is just a repetition of Claim 6.6. To prove Eq. (6.9). Observe that

Eq. (6.8) Eq. (6.3)
Bovg+(u,t—1)] > o'V > 2n/(9d).

We conclude using Property (P1) of proper expanders that
FV(BG\B+ (U,t — 1)) > (1 — ﬁ)n

By Claim 6.4,
< < " <(1-30)n.
IBT| < (1+9)|B| < (1+19)|1+519 < (1-39)n
So,
|Bg\3+(u7 t)l Z |Fv\B+(Bg\B+(U,t — 1))| 2 |Fv(Ut_1)| — |B+| Z 19n
This complete the proof of Lemma 6.7. [ |

Proposition 6.8. The graph G, 9.2 is a 9-reliable 2t-spanner for n-point uniform space with O(9~1nt+1/t)
edges.

Proof: Fix u,v € V'\ B*. By Eq. (6.9),
mm{wv(mag\B+ (urt — 1))], [Ty (B pe (v, ¢ — 1))|} > (1 - 9)n.
So,

|Bg\B+ (U,t) N Bg\B+ (’U, t)| V(Bg\3+ (U,t — 1)) N Fv(Bg\BJr (U,t — 1))| — |B+|

T
(1 —=29)n— (1 —59)n > 0.

We conclude that Bey g+ (u, t) N By g+ (v, t) # 0, which means that there is a path of length at most 2¢
in G\ BT between u and v. u

>
>

6.3.4. Proof of Theorem 3.10

Restatement of Theorem 3.10. For every ¥ € (0,1) there exists a constant ¢ = <y > 0, such that
for any expansion constant h > ¢~ 2, there exists a family of vertex expander graphs {G = (V, E)},, on
n vertices of degree at most 4h/9, with the following resiliency property: For any B C V, there exists
Bt 2 B, |B*| < (1+9)|B| such that the graph G\ B* is a vertex expander in the sense that

(1) diam(G \ B") < 2[log, n], and

(ii) For any U C V' \ BT of size |U| < en/h, we have |I'cyp+(U)| > h|U|.
Proof: The graphs are simply Gy, g9 for ¢ = log;, n. The claims follow immediately from Claim 6.5 and
Proposition 6.8. u
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6.4. Analysis of G,y 21

Proposition 6.9. The graph G, 921 ts U-reliable (2t — 1)-spanner for n-point uniform space with
OW2n! 1Y) edges.

Proof: Recall the definition of G,, y 2,1 from Section 6.2. Let ' =¢—1, and n’ = n!=Yt Given an attack
set B, construct B;" from A; N B according to Lemma 6.7, and define Bt = U;B;". Fix u,v € V'\ BT.
If u,v € A; then by Proposition 6.8, there is a 2t = 2t — 2 path between them.

If u e A, ve A i#j Then by Eq. (6.10), [Bayp+(u,t')] > 9n', and [By,\p+(v, )| > On'.
By Lemma 6.2, there is an edge in Ej; between Bu,\p+(u,t’) and B4,\p+(v,t'). and hence a path of
length 2t/ +1=2t—11in G\ B*. u

7. Concluding remarks and open problems

Subsequent work. Recently Filtser and Le [FL21] improved some of the results here. The obtained
bounds that do not depend on the spread of the metrics in some cases, for the oblivious adversary case.
They also obtained reliable spanners (in the oblivious adversary model) for trees with tight stretch of 2
and for planar graphs with tight stretch of 2 + ¢.

Tradeoffs in deterministic constructions for general spaces. Classical spanners are known to
have an approximation—size trade-off for general n-point metrics: To achieve O(¢) approximation it is
sufficient and necessary to have n'*'/t edges in the worst case. In contrast, for reliable spanners we were
only able to show an upper bound on the trade-off, with no asymptotically matching lower bound: To
achieve O(t?) approximation it is sufficient to have O(n'*1/*) edges. Classically, the uniform metric is
2-approximated by a star graph with only n —1 edges. In contrast, we have shown here reliable spanners
for uniform metric have approximation—size trade similar to the classical spanner for general metrics.
The connection between the two problems is quite intriguing, and is worthy of further research.

The dependence of the size on the spread. The size of spanners constructed in this paper de-
pends on the spread of the metric space. This is because of the reduction to uniform spaces via covers,
in which the dependence on the spread is unavoidable in general. However, in some setting this de-
pendence is avoidable. For example [BHO19, BHO20] achieves this for fixed dimensional Euclidean
spaces, and [FL21] achieves it for doubling spaces, and general finite spaces in the oblivious adversary
model. Getting spread-free bounds for the non-oblivious adversary is an interesting problem for further
research.

Explicit constructions. To the best of our knowledge, there is no known polynomial time deter-
ministic algorithm for constructing expanders with Property (P1) or Property (P2). Getting such a
construction is an interesting open problem.

Acknowledgments. The authors thank Kevin Buchin for useful discussions and references, and the
anonymous referees for their suggestions.
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A. Random regular graphs

In Theorem 3.5 above we prove that random construction using a union of random permutations yields
a proper expander, see Definition 3.4. The properties are well known and are held by random regular
graphs asymptotically almost surely. However, the literature on random regular graphs is more concerned
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with the setting of constant d and n tends to infinity, especially regarding Property (P3)). Here we need
a slightly different range, where d is sufficiently large, and n > d?. For completeness, we gather here
proofs and references that prove Theorem 3.5.

A.1. Construction

We use the permutation model G, 4 for constructing random regular graph (see [Wor99] for other mod-
els). Assuming d is even, sample d/2 independent and identically distributed random permutations
Ti,..., g2 € Sp, where S, is the set of all permutations of [n] = {1,...,n}. The resulting graph
G = (V,E), has V = [n] and

E = {{i,m;(i)} | i € [n] and j € [d/2]}.

A.2. Analysis
A.2.1. Property (P3)

All the proofs that random d-regular graphs have second eigenvalue at most C'/ Vd (that we are aware
of) are non-trivial. It was first proved in [FKS89], and by now there are many proofs of this. Notably,
Friedman [Fri03] showed that random regular graphs are “almost Ramanujan”, i.e., A < @ with
probability 1 — 0,(1), see also [Pudl5] for a recent and simpler proof. Unfortunately, most of those
papers are interested in the settings where the degree d is constant and only the number of vertices
n — oo, which is not suitable for our needs. However, the argument of Kahn and Szemerédi [FKS89]
does work when d is allowed to tend to infinity (together with n). Specifically, Dumitiriu et al. [DJPP13]
used it to prove the following.

Theorem A.1 ([DJPP13, Theorem 24]). Fiz C = 41000. There exists K > 0 such that for any
even d and n > max{K,d}, we have P|\(G) < C/Vd| > 1—2/n?, where P|] is the probability in the
permutation model G, 4.

This implies (P3) holds a.a.s. in the permutation model. Properties (P1) and (P2) are much easier
to prove and are considered folklore. They are usually proved in different, more convenient, models
of random regular graphs. However, contrary to the case when the degree is fixed, in the high-degree
regime the different random models are not necessarily contiguous, i.e., asymptotically almost surely
properties are not necessarily equivalent among the different models (for more on this, see [Wor99]).
Therefore, for completeness, we next provide proofs that Properties (P1) and (P2) hold asymptotically
almost surely in the permutation model.

A.2.2. Property (P1)
Lemma A.2. For integers s,t,n > 0, such that s <t < n, we have (i)/@) < (%)8

Stmilarly, if s <t <n and n > 3s, we have (2)/(”) < (5)5(2—5)8.

2s n n—s

Proof: Observe that for k < m’ < m, we have
(TZ/)_m’ m —1 m —k+1

m'\"
™ m m—1 m—k‘—i—l_(m)7
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as (m' —1i)/(m —i) < m'/m. As such, using the (easy to verify) identity (%) = (7) ("2*)/(*), we have

Sees () () ]

Lemma A.3. Fiz sets S,T C V, with s =|S| and t = |T|, such that |S| < |T|. Then P[I'(S) CT] <
(L)Sd/z_

n

Proof: Fix T' C T of cardinality |7"] = s. Then P[r(S)=1T"] = 1/(?). By the union bound, and
Lemma A.2, we have

P[r(S) CT] = Z P[r(S)=T"] = E;L)) < (i)s

n
7e(T)
Let my,...,mq/2 be the permutations used in the construction. We have that
d/2 42 N
P[I(S)CT] < P[/\m(s) C T} = (P[F(S) C T]) < (—) : n
n
k=1

Lemma A.4. Fize,0 € (0,1/2). If\/n > d > 12/(2) is an integer. Then, asymptotically almost surely
over the random (n,d)-graph G = (V, E), for any S C V with |S| > en, we have |I'(S)| > (1 — d)n.
That is, property (P1) of Definition 3.4 holds.

Proof: Using the union bound on the bound established in Lemma A.3 we conclude that the probability
that there exists a subset S of size s = en, such that |I'(S)| < (1 — §)n = t, is at most

(V) (&) < @)z (5" < () za-ome < (£) > oot-senary

1
< 2"exp <6TL +enln— — 6n) < exp(2n +n/e — 6n) < exp(—3n),
£

since max,~oxIn(1/x) = 1/e, as easy calculation shows'. n

A.2.3. Property (P2)

The argument above used only the forward edges associated with the d/2 random permutations. Since
there are only d/2 such edges associated with every vertex, that argument can not prove vertex-expansion
close to d as is stated in (P2). For this we have to also use the backward edges associated with the
permutation as well. Since the backward edges and the forward edges associated with the same random
permutation are not stochastically independent, more care is needed to prove this property, as we shall
now see.

Claim A.5. Fize,n € (0,1) such that 0 < e < 55 <3 <n<1. Then

B|3S C VIS| < en, |B(S, 9)] > ndlS|] = O(n"4).

ndeed, for f(z) = zIn(1/x), we have f'(z) = —1 +Inz~!. Setting f'(z) = 0, implies 1 = Inz~!. Namely, the
maximum of f is achieved at z = 1/e, where f(1/e) = 1/e.
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Proof: Fix S C V, of cardinality s < en. Observe that
= {{u,m(u)} |ue S m(u) €S, and i € [d/2]}.

Fix R C S x [d/2]. For any (u,i) € R, let &,; be the event that m;(u) € S. The events induced by R,
that is {€,, | (u,7) € R} are not independent, but they are non-positively correlated. Indeed, for a set
R C S x [d/2] consider the event &g = \(, ;)cg €= For (u,i) ¢ R we have,

Pmi(u) € 5| €r] < Plmi(u) € 5] =~

Indeed, observe that all the sub-events in £ involving j # 4, are irrelevant (that is, stochastically
independent of the events &, ;). As such, let X = {z | (z,7) € R}. Imagine now picking the permutation
m; by first picking the locations of the elements of X, and then choosing the location of uw. Clearly, if
the event £g happened, then there are only s — | X| empty slots in S, and n — | X]| slots available overall.
As such, we have that
s—|1X]|
n—|X|
Now, order the elements of R in arbitrary order, and let R(7) be the subset with the first i elements
in that order. We have

Plmi(u) € S | €rl < < ——PW )€ S].

|R|

Er] = [IPlEre | Eni-n] < (s/n)1.

=1

Therefore,
ds/2 ds/2 ds/2 .
PIB(S.5)| > nds] < 2/: S pled < 2/: (dsT/Q) | <%>§ Z/: (edi/2'2>
r=nds+1 pe (Sx14/2)) r=nds r=nds
ds/2 AN
<2 () =)
since the summations behaves like a geometric series, using eds? o eds” _ es 1 . Therefore

2rn — 2ndsn  2nm —

Pr[3S C V,|S| < en, |E(S, S)| > nds] < i (Z) (ﬁ) Z ( ( )"d 1 nd)s = O(n~%4),

nmn
s=1 =1
The last inequality is derived by partitioning the sum on s up-to 2logn — this part is bounded by
O(%). The second part of the summation from 2logn to en be bounded by O((g/n)?'5™). n

Lemma A.6. For every 6 € (0,1/4), there exists cs > 0, such that for any sufficiently large integer
d > €% and any n > d?, asymptotically (in n) almost surely, a random (n,d) graph G = (V, E) ~ Gpq
have the following vertex expansion property: For any S C V with |S| < e 2%%n/d, we have |I'(S)| >
(1 —19)d|S]|.

That is, Property (P2) of Definition 3.4 holds.

Proof: Fix n = §/2. Define B to be the event, that for all subsets S C V of cardinality at most en, we
have that
|E(S, S)] < ndlS|.

By Claim A.5, Pr[B] > 1 — O(n™%%). So, fix S C V of cardinality s < en. The following stochastic
process samples a random bijection 7 on V' uniformly.

26



(i) Order the vertices of S arbitrarily vy, ..., vs.
(ii

)
) Fori=1,... s, pick 7(v;) uniformly at random from V' \ {7 (vq),...,m(v;_1)}.
(iii) Let U = S Nx(S). Reorder the elements of S as uy, ..., us, such that U = {wpy1, ..., us}.
)
)
)

(iv) For i =1,...,¢, pick 77 (u;) uniformly at random from V \ (SU {7 (w),..., 7 "(u;_1)}).
(v) Denote by 7’ the partial injection constructed so far.

(vi) Note that, for i = ¢ +1,...,s, the element 77! (u;) is already fixed, and it is in S, as such we do
nothing.
(vii) Complete 7’ to a full permutation by sampling a random bijection (V' \ (SU7'(S))) — (V' \ (SU
m'(5)))
One can sample random regular graph G from G, 4 by applying the above independently d/2 times, and
constructing d/2 random permutations my, ... 7q/s.
We next do for a fixed S C V of cardinality s < en the following thought experiment. In the
construction of each of the d/2 permutation, we replace step (vi) above with the following step generating
a new partial injection 7 into V, as follows:

(vi') Fori=/{+1,...,s, pick 7!(u;) randomly and uniformly from

VA (SU{rt(w),...,m Hw), 7 (uegr), - Huisr)}).

Denote by 7; = 7% that random partial injection. Denote
Fg = {{u,Ti’l(u)} ‘ i€[d/2],ue€ Sﬂm(S)}

the set of auxiliary edges associated with the above process for S. Denote Gg = (V, E' U Fg) — it is the
result of redirecting all the edges of E(.S,.S) to be outside the S x S biclique. The graph Gg is randomly
generated, but the content of Fg is not measurable in G, ; — meaning that the underline probability
spaces is more refined than G, ;. We denote by é::d a probability space from which one can sample all
of Gg. le., it contains d/2 random permutations my, ... , 42 that constitute G, 4 and all the relevant
partial injections 77°.

Note that |Fg| = |E(S,S)|, and therefore depends only on G, 4. Furthermore, If G € B, then for
every S C V, with cardinality at most en, we have that |Fg| < nd|S|. Hence, conditioned on B, for any
such S,

Ca(S)] = [Tas(5)] —nd|S|. (A.1)

We next bound for a fixed S C V of cardinality s < en, the probability that there exists a subset T
of cardinality ¢ for which I'g(S) C T. Begin by fixing S C T C V of cardinality |T'| = ¢t. We claim that

Br(5)Ur(8)Ur (S ne(S) € T] < (E) A2)

n

Indeed, fix T" C T of cardinality s. Then

B[n($) =T < (Z) -

Fix 7" C V'\ S of cardinality s. Recall that we denoted by 7’ C 7 the partial injection sampled at the
end of step (v) in the sampling process described above. Observe that conditioned on 7(S) = 7" the
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partial injection 7~ U77!: S — V' \ S is also uniformly random, and therefore

P[(@ 7 Uur)(S) =T" | x(S) =T < (” - 3) N

S

Hence,
P[r(S)Ur ' (S)Ur (SN x(S)) CT]
= ]P)|:\/T’CT, |T"|=s \/T”CT\T’, |T”\:57T(S) =T A (71"71 U T71>(S) = T//i|
< ZT’CT,lT":S ZT”CT\T’,|T”\:5 Pr [ﬂ'(S) = T/} . Pr[(w"l U T—l)(S) _ ‘ W(S) _ T/]
O (e (=) (Y
() = <”) <” - S) = (n) ’

which complete the proof of Eq. (A.2).

The probability on {Gg}scy ~ é::d that there exists S C V of cardinality at most en for which
IPas(S)] < t, where t = (1 —n)ds is at most the probability that there exists T C V' \ S of cardinality ¢
for which I'¢,(S) C T U S. By the union bound and Eq. (A.2) this is at most

S ()

We bound the summand above by

e =000

<) () ()
(oo (2 (4524
<

d—1\ °
sdgel/a-n (45"
n
nd—1\ *
< | 4etd <§> > )
n

To bound the above we let ¢ = e~"'/7/d, and we do a case analysis according to the value of s.
For 3log,n < s < e 'Y /d, we have

a,(ds e\ dj —1.1d _1.1/n\% - -2
4ed | — §(4ede'e'") <278 <nme.

n

For 1 < s < 3log,n, we have

nd—1\ * nd—1\ *
aedg (45 < [ getq (3102
n vn
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1/n nd—1\ ¥ nd—1\ °
< (4d (3o ) < <d (4) ) <
n n

Summing the above over s = 1,...,e "/ /d, we have

Pigyscymis |75 C VIS < eVmn/d = [Py(S)] > (1-m)d|S]] > 1-0(n™Y).

So, conditioned on B, by Eq. (A.1), VS C V,|S| < e7/"n/d we have
Pa(S)] = [Pas(S)] = nd|S].

Since Prg, ,[B] > 1 —O(n~"*), we conclude

Parg, | ¥S C VIS| < e m/d = [Da(S)] = (1= 2m)dIS|| = 1-0m™). .

A.3. Summary

Restatement of Theorem 3.5. The random graph constructed in Section A.1 is a proper expander
(see Definition 3.4), asymptotically almost surely. Specifically, the probability the graph has the desired
properties is > 1 —n =90,

Proof: Property (P1) is proved in Lemma A.4. Property (P2) is proved in Lemma A.6. Property (P3)
follows from Theorem A.1. [ ]
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