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Programmable illumination control is essential for many computational microscopy techniques. Conventional 
light source array is often arranged on a fixed grid of a planar surface for providing programmable sample 
illumination. Here, we report the development of a freeform illuminator that can be arranged at arbitrary 
2-dimensional or 3-dimensional (3D) surface structures for computational microscopy. The freeform 
illuminator can be designed in a small form factor with a dense light source arrangement in 3D. It can be 
placed closer to the sample for providing angle-varied illumination with higher optical flux and smaller 
angular increment. With the freeform illuminators, we develop a calibration process using a low-cost 
Raspberry-Pi image sensor coated with a monolayer of blood cells. By tracking the positional shift of the 
blood-cell diffraction patterns at 2 distinct regions of the coded sensor, we can infer the 3D positions of 
the light source elements in a way similar to the stereo vision reconstruction approach. To demonstrate the 
applications for computational microscopy, we validate the freeform illuminators for Fourier ptychographic 
microscopy, 3D tomographic imaging, and on-chip microscopy. We also present a longitudinal study by 
tracking the growth of live bacterial cultures over a large field of view. The reported freeform illuminators 
and the related calibration process offer flexibilities and extended scope for imaging innovations in 
computational microscopy.

Introduction

Illumination engineering is essential for obtaining high-resolution, 
high-quality images in microscope settings. In a conventional 
light microscope, an illumination module based on a condenser 
lens is utilized for providing uniform sample illumination that 
is free from glare. This illumination module typically consists 
of a high-numerical-aperture (NA) condenser lens and a con-
denser diaphragm for controlling the illumination NA. Adjustment 
of the condenser diaphragm allows one to have different illu-
mination conditions for microscopy imaging. For regular 
bright-field microscopy, the illumination NA needs to match 
the detection NA of the objective lens. The size of the condenser 
diaphragm can be adjusted according to the NA of the objective 
lens. For dark-field microscopy, the illumination NA needs to 
exceed the detection NA of the objective lens. An aperture stop 
can be added to the condenser diaphragm to block the light 
with low-illumination NA. For oblique illumination micros-
copy, a small aperture can be placed at an off-axis position of 
the diaphragm plane to select light waves with a tilted incident 
angle. In this case, refraction index gradients in the specimen 
deflect the oblique light wave so that only the zeroth order and 

one diffracted sideband can recombine at the image plane. This 
produces a relief-like image having regions displaying shadows 
and highlights, much like that observed with the differential 
interference contrast technique [1]. For phase contrast micros-
copy, a ring aperture can be placed at the diaphragm plane to 
match the ring-shaped phase plate of the objective lens.

From these examples and others, we can see that different 
microscopy techniques require vastly different illumination 
conditions. Instead of using the regular condenser lens module, 
the use of cost-effective programmable light sources for com-
putational microscopy has received considerable attention in 
recent years. They have been demonstrated for different imag-
ing applications, including 3D tomographic imaging, resolution 
improvement beyond the NA limit of the objective lens, differ-
ential phase contrast imaging, polarization-sensitive imaging, 
rapid autofocusing, single-pixel imaging, on-chip microscopy, 
and more [2–40].

Early demonstrations of programmable light sources include 
the use of a smartphone screen to provide angle-varied illumi-
nation for an on-chip microscopy platform [4,6,13] and the use 
of multiple fibers for on-chip tomographic imaging [2,3]. In 
the former case, bio-specimens are directly placed on top of an 
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image sensor. By illuminating the specimens from different 
incident angles, the platform records the shadow images with-
out using any lens. Since there is a gap between the specimens 
and the light-sensitive pixels, angle-varied illumination in this 
platform leads to subpixel shifts of the acquired shadow images 
through the projection process. One can then recover the large 
field-of-view, high-resolution object images using the pixel super-
resolution algorithm [41]. In the latter case, different fibers are 
used to illuminate the sample from different incident angles. 
By combining holographic reconstruction with tomographic 
imaging, it can recover the volumetric information of the sam-
ple on a chip. Other lensless examples of angle-varied illumi-
nation include a real-space ptychographic microscope built 
with a light-emitting diode (LED) array [27], mask-modulated 
lensless microscope platforms [18,19,39], and a lensless phase 
microscope based on multiangle and multiwavelength illumi-
nation [33], among others.

For a lens-based system, angle-varied illumination can be 
implemented by replacing the condenser module with a pro-
grammable LED array. One example is Fourier ptychographic 
microscopy (FPM) [7], where the specimen is illuminated from 
different incident angles and a low-NA objective lens is used for 
image acquisition. At each angle, the recorded image corre-
sponds to the information from a circular pupil aperture in the 
Fourier domain. All captured images can be synthesized in the 
Fourier domain using an iterative phase retrieval process. A 
complex-valued, high-resolution object image can then be obtained 
with both intensity and phase properties. The recovered image 
also retains the original large field of view set by the low-NA 
objective lens. Since its first demonstration, FPM has evolved 
from a simple microscope tool to a general technique for differ-
ent imaging communities [42]. For example, the FPM concept 
has been integrated with multislice modeling [12,43] or diffrac-
tion tomography [22,28] for 3D microscopy imaging. Other 
lens-based examples of angle-varied illumination include 3D 
tomographic imaging [5], differential phase contrast micros-
copy with an LED array [36], color-coded LED illumination for 
quantitative phase imaging [17,40], single-pixel imaging [32], 
and holographic imaging via Kramers–Kronig relations [37,44], 
among others.

In this work, we report the development of freeform illumi-
nators and the associated calibration process for computational 
microscopy. Different from the conventional light source array 
that is arranged on a fixed grid of a planar surface, the freeform 
illuminator can be arranged at arbitrary 2-dimensional (2D) or 
3-dimensional (3D) surface structures. It can be designed in a 
small form factor with a dense light source arrangement in 3D. 
Thanks to its small footprint, it can be placed closer to the sam-
ple for providing angle-varied illumination with higher optical 
flux and a smaller angular increment. One key consideration 
for the freeform illuminator is to calibrate the incident angles 
or the 3D locations of individual light source elements in the 
array. To this end, we develop a calibration process using a low-
cost image sensor coated with a layer of blood cells. The blood-
cell monolayer on the sensor coverglass modulates the incoming 
light waves and generates a diffraction pattern on the detector 
plane. By tracking the positional shift of the blood-cell diffrac-
tion patterns at 2 distinct regions, we can infer the 3D positions 
of the light source array. This process is similar to the concept 
of 3D reconstruction via stereo vision. Once calibrated, the 
freeform illuminator can be adopted in different computational 
microscopy techniques. Here, we demonstrate its applications 

in FPM, 3D tomographic imaging, and on-chip microscopy. 
We also demonstrate a proof-of-concept longitudinal experi-
ment by tracking the growth of live bacterial cultures over a 
large field of view. The reported freeform illuminators and the 
related calibration process offer flexibilities and extended scope 
for imaging innovations in computational microscopy.

Materials and Methods

Overview of the freeform illumination and its 
applications
Figure 1A shows the overview of the proposed freeform illu-
minator and its calibration process. For the design of the free-
form illuminator, we can arrange different LED elements on 
arbitrary 2D or 3D surface structures. The left panel of Fig. 1A 
shows one freeform illuminator design by placing 3 LED arrays 
on the surfaces of an inverse triangular pyramid. To recover 
the light source locations in 3D, we develop a calibration pro-
cedure by using a blood-coated image sensor (discussed later). 
Once the light source locations are recovered, we can integrate 
the illuminator into different computational microscopy setups 
for sample illumination.

Figure 1B shows the applications of the proposed illumina-
tor for 3 different computational microscopy approaches, 
namely, FPM [7], 3D tomographic imaging [5], and on-chip 
microscopy [4,6,13]. The FPM application is shown in the first 
row of the panel, where we replace the condenser lens module 
in a regular light microscope with the freeform illuminator. In 
this application, we only consider 2D thin sections mounted 
on microscope slides. The forward imaging model of the FPM 
modality can be expressed as follows:

where Ii(x, y) is the captured image under the illumination 
of the ith LED element, O(kx, ky) is the object’s Fourier spec-
trum, (kx, ky) represent the coordinates in the Fourier space, 
(kxi, kyi) represent the illumination wavevector of the ith LED 
element, and CTF(kx, ky) is the coherent transfer function of the 
microscope system. To recover the object spectrum, we adopted 
the extended ptychographic iterative engine for the iterative 
reconstruction process [45]. This algorithm estimates the inten-
sity measurement at the detector plane. The difference between 
the intensity estimation and the actual measurement is then 
used to update the object spectrum. The recovered Fourier 
spectrum is then transformed back to the spatial domain, 
obtaining a high-resolution, large-area object reconstruction 
with both intensity and phase properties. We note that the 
incident wavevector of the LED array varies across different 
regions of the large field of view in FPM. Therefore, we need to 
recover the 3D positions of the LED elements to infer the wave
vectors at different regions of the field of view.The second row 
of Fig. 1B shows the application for 3D tomographic recon-
struction. The acquisition process is similar to that of FPM; i.e., 
we acquire sample images corresponding to different illumina-
tion angles. Different from the single 2D section in FPM, the 
sample for this application is optically thick and needs to be 
modeled as multiple layers for volumetric reconstruction. The 
forward imaging model of this 3D tomographic imaging scheme 
can be expressed as follows:

(1)Ii
(
x,y

)
=
||||


−1
{
O
(
kx−kxi,ky−kyi

)
⋅CTF
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where Ii(x, y) is the captured image under the illumination of 
the ith LED element, Ozj(x, y) represents the object section at 
the axial depth zj = ∆z ∙ j, and (θxi, θyi) are the illumination 
angles of the ith LED element along the x and y directions. The 
captured image represents a summation of the projected object 
sections at different depths (the summation over index “j”). We 
adopted the filtered back projection approach to recover these 
sections in this work.

The third row of Fig. 1B shows the application for pixel 
super-resolution on-chip microscopy. We note that the term 
“super-resolution” here refers to a resolution better than the 
pixel size, not a resolution better than the diffraction limit. 
Different from FPM and 3D tomographic imaging, we do not 

use any lens in this application. The coverglass of the image 
sensor (MT9P031, On Semiconductor, 2.2 μm pixel size) is 
removed and the samples are directly placed on top of the pixel 
array. The forward imaging model of the pixel super-resolution 
on-chip microscopy approach can be expressed as follows:

where Ii(x, y) is the captured image under the illumination of 
the ith LED element, O(x, y) represents the object, d presents 
the thickness of the passivation layer on top of the pixel array, 
and (θxi, θyi) represent the illumination angles of the ith LED 
element along the x and y directions. Since no lens is used for 
image magnification, the resolution of the captured images is 
limited by the pixel size of the detector. Based on the recovered 
incident angles of the illuminator, these captured images can 

(2)Ii
(
x, y

)
=

∑

j

|
|||
Ozj

(
x− tan

(
�xi

)
⋅zj, y− tan

(
�yi

)
⋅zj

)|
|||

2

(3)

Fig. 1. Overview of the proposed freeform illuminator for computational microscopy. (A) The development of the illuminator and its calibration process. We use a blood-coated 
image sensor to infer the 3D light source positions. (B) The use of the freeform illuminators for FPM (the first row), 3D tomographic imaging (the middle row), and on-chip 
microscopy (the bottom row).
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be synthesized into one high-resolution, high-contrast image 
using the pixel super-resolution algorithm [41]. As we will dis-
cuss in the next section, a proof-of-concept experiment is per-
formed to track the growth of live bacterial cultures over a large 
field of view. With this platform, we can start to transit Petri-
dish-based experiments from the traditional labor-intensive 
process to an automated and streamlined process. We also note 
that it is possible to integrate this lensless microscopy modality 
with 3D tomography for imaging 3D samples on a chip [33].
In addition to the 3 imaging applications, the freeform illumi-
nator can also be adopted in other microscopy modalities. For 
example, it can be used in spatial domain coded ptychography 
for high-throughput imaging without involving mechanical 
scanning [46]. Similarly, it can be used to generate phase con-
trast and perform multiwavelength phase retrieval [11,33].

Calibration of freeform illuminator using a  
blood-coated sensor
While the freeform illuminator adds flexibility to system 
design, it is important to recover the 3D locations of the light 
sources for subsequent microscopy applications. We have 
developed a calibration process using a low-cost Raspberry-Pi 
camera shown in Fig. 2 (Sony IMX 519). As shown in Fig. 2A, 
we followed the blood sugar test protocol to obtain a drop of 
blood from a finger prick. In Fig. 2B, we smeared the blood on 
top of the coverglass of the image sensor and fixed it with ethyl 
alcohol for morphology preservation. The blood-coated sensor 
was then mounted on a microscope slide and placed in the 
lens-based imaging system, as shown in Fig. 2C and D. To align 
the blood-coated sensor with respect to the microscope camera, 
we first marked the boundary and the center of the blood-
coated sensor on a blank glass slide. We then imaged this slide 
using the microscope camera. By adjusting the position of the 
marked slide using the microscope stage, we can match the 
center of the blood-coated sensor to the center of the micro-
scope camera. For the lensless on-chip microscopy system, the 
coverglass of the image sensor has been removed. Therefore, 
we can make a blood smear on a coverslip instead and place it 
on top of the sensor for illuminator calibration.

The smearing process in Fig. 2 forms a dense monolayer of 
blood cells on the sensor. The light interaction with this layer can 

be modeled using a simple multiplication process [46], allowing 
the tracking of translational shifts of the diffraction pattern under 
different incident angles. In contrast, light interaction with con-
ventional disordered media or diffusers cannot be modeled using 
a simple multiplication process [47]. Compared with the fabri-
cation process of metasurfaces and disorder-engineered surfaces, 
smearing the blood on the sensor requires no sophisticated tool 
[48]. It can be performed in ~5 min with ~US$0 cost. However, 
we also note that an improper procedure of drawing blood would 
spread bloodborne diseases. Alternatives include blood phan-
toms, low-risk fish blood from supermarkets, and other small 
particles that can be made into a thin but dense monolayer on 
the sensor’s coverglass. To determine the distance between the 
blood-coated layer and the pixel array, we capture a reference image 
of the blood-coated layer under a normal incident plane wave. We 
then digitally propagate back to different z positions and pick the 
best focal plane via visual inspection. We note that, for a specific 
detector, this distance remains the same for all experiments.

Figure 3 shows the proposed calibration procedure for the 
freeform illuminator. We first capture a reference image Iref 
using a normal-incidence plane wave in Fig. 3A. We then place 
the blood-coated sensor in the imaging setup where the free-
form illuminator is used as the light source. A sequence of 
images Ij (j = 1, 2, 3…) is captured by turning on different light 
elements on the illuminator. With Iref and Ij, we select 2 dis-
tinct 512-by-512 pixels tiles in Fig. 3A and B. These regions are 
denoted as Il

j
, Ir
j
, Il
ref

, and Ir
ref

. The superscripts “l” and “r” in the 
notation represent “left” and “right”, respectively. For the jth 
element of the freeform illuminator, we can calculate the posi-
tional shifts of the blood-cell projection pattern at these 2 dis-
tinct regions as follows:

where “⋆” denotes the cross-correlation operation, 
(
�xlj,�y

l
j

)
 

represents the positional shift of the left region corresponding 

(4)
(

Δxlj ,Δy
l
j

)

= arg max
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{
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ref
⋆ Ilj

}
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x, y
)

(5)
(
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r
j

)
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(
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)

,

Fig. 2. Blood-coated image sensor for calibration of the freeform illuminator. (A) A drop of blood is obtained from a finger prick. (B) The blood is smeared on top of the sensor’s 
coverglass and fixed with ethyl alcohol. (C) The blood-coated sensor is mounted on a microscope slide. (D) The slide is placed in the microscope system for the calibration process.
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to the jth light source element of the illuminator, and 
(
�xrj ,�y

r
j

)
 

represents the positional shift of the right region corresponding 
to the same element.

In Eqs. 4 and 5, the light waves hitting the 2 regions are 
treated as 2 collimated plane waves with 2 different angles. 
Based on the induced positional shifts, we can recover these 2 
angles and perform ray tracing to locate the 3D position 
(xj, yj, zj) of the jth light source element of the illuminator. 
Assuming the midpoint of the 2 regions is (0, 0) and z = 0 for 
the blood-cell layer plane, we have the following 2 light ray 
expressions:

where 
(
xlc ,y

l
c

)
 and 

(
xrc ,y

r
c

)
 are the spatial coordinates of the 

central positions of the left and the right tiles in Fig. 3B (high-
lighted by the red and blue squares) and d is the distance 
between the blood-coded layer and the pixel array. The format 
of Eqs. 6 and 7 is also termed “symmetric form” of a line defined 
in 3D space. As shown in Fig. 3C, the 3D position (xj, yj, zj) of 
the jth light source element can be recovered by finding a point 
that is closest to the 2 light rays defined by Eqs. 6 and 7:

where dl
j
 denotes the distance between the jth light source 

element and the left light ray, and dr
j
 indicates the distance 

between the light source element and the right light ray. The 
expressions of dl

j
 and dr

j
 can be written as follows:

where tl
j
=

�xl
j

(
xj −xlc

)
+�yl

j

(
yj − ylc

)
+d ∙ zj
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(
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(
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(
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j

)2
+

(
�yr

j

)2
+(d)2

. If the light source elements all 

come from a planar surface, we can further fit the recovered 
positions to a specific 2D surface as follows:

where a + b ∙ x + c ∙ y represents a planar surface that contains 
all light source elements. The z positions can then be updated 
as zj = a + b ∙ xj + c ∙ yj. Figure 3D shows the recovered 3D 
locations of the light source elements following the above 
procedures.

(6)Left light ray:
x − xlc

Δxl
j

=
y − ylc

Δyl
j

=
z

d

(7)Right light ray:
x − xrc
Δxr

j
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y − yrc
Δyr

j
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z

d
,

(8)

{
xj, yj, zj
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= arg min

xj ,yj ,zj
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(10)
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∑

j

||||
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(
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)||||

2

,

Fig. 3. Recovering the 3D light source positions using the blood-coated image sensor. (A) A reference image Iref is captured under a normal-incidence plane wave. (B) For 
different light source elements in the freeform illumination, we capture a set of images Ij (j = 1, 2, 3…) using the blood-coated sensor. (C) Correlation analysis is performed to 
recover the positional shifts of the 2 distinct regions of the captured images. The 3D position of the light source can be recovered via a ray tracing process. (D) The positional 
shifts at 2 distinct regions are used to recover the 3D locations of the light sources, in a way similar to 3D reconstruction via stereo vision.
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Results and Discussion

Design of freeform illuminators and their 
calibrations
Figure 4A shows the design of 4 different freeform illuminators. 
The first one in Fig. 4A1 is a customized planar LED array built 
using small-pitch surface mount LEDs (APA102-2020 LED, a 
pitch of ~2.5 mm) (also refer to the Supplementary Materials). 
The second one shown in Fig. 4A2 is a design by placing 3 
densely packed LED arrays (Adafruit DotStar 3444) on the 
surfaces of an inverse triangular pyramid. The third one in Fig. 
4A3 is a design by placing 4 flexible LED strips on a dome-
shaped holder. The fourth one in Fig. 4A4 is 2 LED strips placed 
at a Mobius band. Figure 4B shows our prototype illuminators. 
Figure 4C shows the recovered 3D positions of the light sources 
using the blood-coated image sensor. We note that the planar 
illuminator in Fig. 4C1 is tilted with a small angle to demon-
strate the 3D position recovery capability. We also note that the 
light from some LED elements of the Mobius illuminator in 
Fig. 4C4 cannot reach the blood-coated sensor.

We have tested the accuracy of the calibration scheme using 
the planar illuminator in Fig. 4B1. In this validation experi-
ment, we first aligned the planar illuminator in parallel with 
the sample plane using a level. We then recovered the 3D posi-
tions of the light sources using the calibration procedure dis-
cussed above. These recovered 3D positions are compared with 

the ground-truth positions obtained from the design file of the 
planar LED array. The standard deviations between the recov-
ered positions and the ground-truth designs are 0.12 mm for 
the x position, 0.13 mm for the y position, and 0.55 mm for the 
z position. Given the size of the light source element, these 
small deviations validate the effectiveness of the proposed cali-
bration process. In the current implementation, we only use 2 
small regions for correlation analysis. To further improve the 
accuracy, we can better model the light source as a point source 
and use the entire captured images for correlation analysis. 
With the initial positions obtained from the proposed method, 
we can further refine them in the reconstruction process, like 
the position correction schemes employed in the real-space 
ptychography and FPM [49–52].

Demonstrations in computational microscopy 
techniques
In the first demonstration, we adopted the freeform illumina-
tors for FPM experiments. The resolution of an FPM platform 
is determined by λ/(NAobj + NAillumination), where λ is the wave-
length of the LED, NAobj represents the NA of the objective lens, 
and NAillumination represents the equivalent NA provided by the 
maximum illumination angle. Figure 5A1 to D1 shows the cap-
tured raw images using the 4 freeform illuminators discussed 
in Fig. 4. The recovered intensity images are shown in Fig. 5A2 

Fig. 4. Design of freeform illuminators and their calibrations using the blood-coated sensor. (A) The design of the freeform illuminators. (B) The prototype devices. (C) The 
recovery of the 3D light source positions using the blood-coated image sensor.
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Fig. 5. Freeform illuminator for FPM. (A1 to D1) The captured raw images using 4 different illuminators. (A2 to D2) The recovered intensity image using FPM. (A3 to D3) The 
recovered phase images using FPM. For (A) and (B), we used a 2×, 0.1 NA objective lens for image acquisition and the maximum synthetic NA is ~0.6. For (C) and (D), we used 
a 10×, 0.4 NA for image acquisition and the maximum synthetic NA is ~0.7.

Fig. 6. Color FPM imaging using the pyramid illuminator. (A1 to A3) The captured raw images of pathology slide using the 2×, 0.1 NA objective lens. (B) The combined color 
image. (C1 to C3) The FPM recovered intensity images with a maximum synthetic NA of ~0.6. (D) The FPM recovered color image.
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to D2, and the recovered phase images are shown in Fig. 5A3 
to D3. For the FPM experiments in Fig. 5A and B, we used a 
2×, 0.1 NA objective lens for image acquisition and the maxi-
mum synthetic NA is ~0.6. For the experiments in Fig. 5C and 
D, we used a 10×, 0.4 NA objective lens for image acquisition 
and the maximum synthetic NA is ~0.7. A higher-NA objective 
lens can also be used with higher-illumination NA for pushing 
the resolution limit in the visible light regime [9,21,30,53].

Among different illuminators, there are several advantages 
of the pyramid illuminator shown in Fig. 5B1. First, the LED 
elements are angled towards the sample for illumination with 
a higher optical flux. Second, the distances between different 
LED elements and the sample vary. The longest distance is for 
the surface intersection region. As a result, the angular incre-
ment is smaller for this region, enabling a denser FPM sampling 
pattern in the low-frequency region. Since most energy of the 
sample spectrum is concentrated in this low-frequency region, 
a higher sampling density enables better convergence for the 
ptychographic phase retrieval process [54]. Third, the illumi-
nator is built with high-brightness LED elements with a small 
pitch of 2.5 mm (40% denser compared to the common planar 
illuminator used in FPM [7]). Therefore, it can be placed closer 
to the sample to improve the light delivery efficiency. We also 
note that we did not use all elements in this pyramid illumina-
tor for FPM imaging. In our implementation, we first use ele-
ments with illumination NA < 0.1 for image acquisition. We 
then skip every other element for illumination NA at the range 
between 0.1 and 0.3. For illumination NA larger than 0.3, we 
skip every 2 elements to further reduce the data redundancy. 
The total number of raw images we captured was 76 in this 

demonstration. Multiplexed illumination and other sampling 
schemes can be adopted to further reduce the number of acqui-
sitions [8,15,17].

In Fig. 6, we also demonstrate the use of the pyramid illu-
minator for color FPM imaging. Figure 6A1 to A3 shows the 
captured raw images using red, green, and blue LEDs from the 
illuminator. Figure 6B shows the combined color image cap-
tured via the 0.1 NA objective lens. Figure 6C1 to C3 shows the 
FPM recovered intensity images with a synthetic NA of 0.6 and 
the color combination is shown in Fig. 6D. The freeform illu-
minator adds flexibility to the system design. One can adopt 
light sources at different wavelengths for performing multispec-
tral microscopy imaging [55].

In the second demonstration, we adopted the pyramid illu-
minator for 3D tomographic imaging. In this experiment, we 
used the 10×, 0.4 NA objective lens for image acquisition. For 
the illuminator, we skipped every 2 elements to capture one 
image and the total number of acquisitions is 64. The captured 
dataset was then used to recover the z-stack of the sample fol-
lowing the filtered back projection algorithm. Figure 7 shows 
the recovered 3D volume of a zebrafish embryo. Different cut-
through views of the volume are shown in Fig. 7A1 to C1. The 
x–y views, x–z views, and y–z views are also provided in Fig. 
7A2 to C2, Fig. 7A3 to C3, and Fig. 7A4 to C4, respectively.

In the current 3D tomographic implementation, we only 
use bright-field images for performing filtered back projection 
reconstruction. The lateral resolution is determined by λ/(2NAobj) 
and the axial resolution is inversely proportional to NAobj

2. 
However, it is possible to integrate the concept of FPM into the 
3D reconstruction process for improving resolution beyond 

Fig. 7. 3D tomographic imaging using the pyramid illuminator. (A1) The recovered volume of the zebrafish embryo. (A2 to A4) Different cut-through views of the embryo sample. 
(B and C) Additional views of the recovered volume.
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the limit imposed by the objective lens [28]. In this case, both 
bright-field and dark-field measurements are needed for the 
ptychographic phase retrieval process and the 3D sample can 
be modeled using the Ewald sphere in the Fourier space [22]. 
Tilting the illumination angle will rotate the Ewald sphere 
around the origin. As such, each captured image corresponds 
to a spherical cap of the Ewald sphere. Stitching these spherical 
caps leads to the recovery of the 3D object volume.

In the third demonstration, we used the pyramid illuminator 
for on-chip microscopy imaging. We removed both the cover-
glass and the microlens layer of the sensor so that the sample 
can be directly placed on top of the pixel array. We first placed 
a drop of blood on the sensor and captured 64 raw images by 
tuning on different elements on the pyramid illuminator (skip 
every 2 elements to capture one image). Figure 8A shows one 
captured raw image with a large field of view (~6 mm by 
~4 mm). Figure 8B shows the zoomed-in view of a small region 
of Fig. 8A, where we cannot resolve the blood cells placed on 
the sensor chip. Based on all captured images, we then recover 
the object image using the pixel super-resolution algorithm [4]. 
As shown in Fig. 8C, we can clearly resolve the cell details from 
the reconstruction. For the on-chip microscopy imaging, the 

lateral resolution is determined by the point spread function 
of the pixel-sensitive area. It has been shown that submicron 
resolution can be achieved with adequate angle-varied sam-
pling [4,6,13].

In the second experiment for on-chip microscopy imaging, 
we used the same pyramid illuminator for time-lapse monitor-
ing of live bacterial culture over a large field of view. The sample 
preparation procedure can be described as follows. First, we 
inoculated a single colony of Escherichia coli ATCC 25922 
strain from the Mueller–Hinton agar plate to 10 ml of fresh 
Mueller–Hinton broth. Second, we incubated the broth in a 
culture tube at 37 °C overnight. Third, we adjusted the turbidity 
of the bacterial solution to 0.5 McFarland standard with fresh 
Mueller–Hinton medium on the following day. The bacteria 
suspension was then diluted to a concentration of ∼103 CFU/
ml. The concentration of the diluted suspension was also checked 
using the standard plate count method. Lastly, we added 
the prepared bacteria suspension to a regular Petri dish with 
Mueller–Hinton agar. We then cut a small block of the agar and 
placed it on the image sensor. As shown in the inset of Fig. 8D, 
the bacterial cells directly face the pixel array of the image sen-
sor, thus minimizing the gap between the cells and the active 

Fig. 8. On-chip microscopy imaging using the pyramid illuminator. (A) The captured large field-of-view image of the blood cells. (B) The zoomed-in view of (A). (C) The recovered 
super-resolution image of (B). (D) Large field-of-view imaging of live bacterial culture on a chip. (E and F) The time-lapse monitoring of the bacterial growth of 2 zoomed-in regions.
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detection region [13]. Figure 8D shows the recovered super-
resolution image of the bacterial culture over a large field of 
view. Figure 8E and F shows the recovered time-lapse images 
of 2 zoomed-in views of Fig. 8D. From these zoomed-in views, 
we can clearly observe the growth of the bacteria cultures. One 
can further quantify the growth rate by calculating the area 
occupied by the bacterial cells. Compared to the regular cell 
monitoring platforms, this chip-scale device with the freeform 
illuminator has a small footprint and can be directly placed 
within an incubator. Since the cells directly face the pixel array, 
the sample focusing issue in conventional imaging systems is 
no longer a problem for this portable platform. The device can 
also be integrated with other lab-on-a-chip designs for various 
imaging and screening applications [56,57].

Conclusion

In summary, we have discussed the development of freeform 
illuminators that can be arranged at arbitrary 2D or 3D surface 
structures for computational microscopy. A calibration process 
has been reported for recovering the 3D positions of different 
light source elements. The key innovation of this process is the 
use of a blood-coated image sensor for modulating the incom-
ing light waves from different light source elements. By tracking 
the positional shift of the blood-cell diffraction patterns at 2 
distinct regions, we demonstrated the precise reconstruction 
of the light source positions in 3D. With the calibrated freeform 
illuminators, we have discussed their applications in FPM, 3D 
tomographic imaging, and super-resolution on-chip micros-
copy. In particular, the small footprint of the proposed pyramid 
illuminator allows it to be placed closer to the sample with 
higher optical flux and higher light delivering efficiency. The small 
angular increment at the low-frequency regime also facilitates 
better Fourier space sampling in FPM. For on-chip microscopy, 
we have demonstrated a longitudinal experiment by tracking 
the bacterial growth over a large field of view. The reported 
freeform illuminators and the related calibration process offer 
flexibilities and extended scope for imaging innovations in 
computational microscopy.

There are several future directions for the reported freeform 
illuminator. First, the current calibration process only uses 2 
small regions of the blood-coated sensor for ray tracing. A better 
strategy may be to model the light as a point source with spher-
ical waves emitting and recover the wavefront on the blood-
coated layer via phase retrieval. Second, we envision that the 
freeform illuminator can be used for spatial domain coded ptych-
ography [46]. Instead of translating the sample using a mechan-
ical stage, the freeform illuminator can introduce phase diversity 
with different plane waves. Effort along this line is ongoing. 
Third, light source elements can also be arranged on a 3D grid 
with higher spatial density and a smaller footprint. Fourth, light 
source elements at different wavelengths, from deep ultraviolet 
to near infrared, can be integrated into the freeform illuminator 
for multispectral imaging. Lastly, the position estimate process 
of different light source elements can be affected by many factors 
such as noise, pixel size of the detector, object, and other system 
parameters. Further investigation along this line is highly desired.
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