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ABSTRACT

Energy transfer in organic materials is extensively studied due to many applications in
optoelectronics. The electronic and vibrational relaxations within molecular assemblies can be
influenced by stacking arrangements or additions of a backbone that unites them. Here, we present
the computational study of the photoexcitation dynamics of a perylene diimide monomer, and face-
to-face stacked dimer and trimer. By using non-adiabatic excited-state molecular dynamics
simulations, we show that the non-radiative relaxation is accelerated with the number of stacked
molecules. This effect is explained by differences in the energy splitting between states that
impacts their corresponding nonadiabatic couplings. Additionally, our analysis of the vibronic
dynamics reveals that the passage through the different conical intersections that participate in the
relaxation of the stacked systems, activate a positive feedback mechanism. This effect involves a
narrow set of vibrational normal modes that accelerate the process by increasing the efficiency of
its vibronic dynamics. In contrast, an addition of a biologically inspired backbone slows down the
relaxation rate due to its participation in the vibronic dynamics of the molecular stacking
arrangements. Our results suggest the stacking arrangements and common backbones as strategies
to modulate the efficiency of electronic and vibrational relaxation of diimide-based systems and
other molecular aggregates.

INTRODUCTION

Energy transfer in organic materials has received extensive attention due to its importance
to solar energy conversion; i.e. organic solar cells, and natural and artificial photosynthesis.!~” This
process involve directed migration of electronic excitations (excitons) leading to energy funneling.
Organic chromophores efficiently absorb solar energy, which can then be directed to a reaction
center in order to be transformed into chemical energy or converted into free charge carriers to
generate current. In both cases, the photoconversion efficiency depends on the relative rates
associated with energy transfer and radiative decay.®® To understand and control these processes
for the design of new more efficient materials, it is necessary to understand the relaxation pathways
for the excited states involved.

One approach for tuning the energy flow and decay of optical excitations in organic
materials is through the design of aggregation.!®"!* For example, stacking organic chromophores
can lead to energy flow over long distances by increasing radiative lifetime, through inter-
molecular electronic couplings.'>'* Additionally, in both natural and artificial photosynthetic



systems, inter-molecular electronic and vibrational (vibronic) coherences can lead to efficient
energy transfer and conversion.!'#!7 For these systems, the vibrations of the protein environment
(phonon bath) significantly impacts the evolution of these coherences.'* This coupling of
electronic excitations with nuclear motions in organic materials is a complex phenomenon that is
not well-understood. Photoexcitation typically results in a simultaneous excitation of electrons and
nuclei, known as a vibronic state.'®!° Subsequently, during internal conversion generally occurring
on less than 1 picosecond??), energy unidirectionally flows from electronic to vibrational degrees
of freedom (non-radiative relaxation), with the electrons and nuclei trending towards the lowest
point of the excited-state potential energy surface.?!?? The lifetime and migration of the excess of
electronic and vibrational energy in the excited states then determines its efficiency in solar energy
conversion. Other relaxation processes such as intersystem crossings and radiative decays may
have much longer timescales and typically occur over several nanonoseconds or longer.>
Spectroscopically, the time-scales associated with internal energy conversion can be extracted
from time-resolved spectroscopy. Understanding the atomistic behavior of these relaxation
pathways can lead to proposing new chemical structures or intermolecular arrangements to control
them, improving the design of solar energy conversion materials.>?3

In this study, we combine density functional theory (DFT) and non-adiabatic excited state
dynamics simulations to study molecular systems composed of one to three perylene-3,4,9,10-
tetracarboxylic diimide (PDI) chromophores with and without a biologically inspired backbone as
an ideal model system to understand complex relationships between structure and photoexcited
vibronic dynamics (see Figure 1). Stacked PDI derivatives are a promising example of molecular
assembly with strong 7m-m interactions featuring favorable optical absorption and self-assembly
properties.?*2” Due to the widespread interest in the properties and applications of PDIs, there are
extensive investigations of their optical properties?®=¢ but a limited number of excited state
dynamics studies''3"? including our previous works. 44!

Previously, we studied the role of dimerization on energy decay within PDIs,* and
analyzed which vibrational modes assist energy transfer in a PDI monomer with and without
addition of an alkyl functional group.*' In this work, we characterize the role of stacking and the
“phonons” of the biologically-inspired backbone during the internal conversion process using
atomistic non-adiabatic excited-state molecular dynamics (NEXMD) simulations.*” We find that
stacking significantly speeds up internal energy conversion dynamics while the backbone slows it
down. We attribute the former to the formation of energy split states that can efficiently funnel
molecular excitations from the high energy to the lowest excited state involving several vibrational
modes that assist non-adiabatic transitions. The latter is due to the restriction of atomic motion due
to the backbone. Moreover, we determine that the backbone leads to delocalization of the transition
density and modifies the vibrational modes that facilitate transitions between states.
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Figure 1. The perylene diimide molecules considered in this work: (a) from left to right: monomer,
dimer, trimer; (b) top view of the monomer; (c) from left to right: monomer with backbone, dimer
with backbone.

RESULTS
A. The Role of Stacking

We first analyze the optical absorbance spectra associated with the low energy excited
states of the monomer, dimer, and trimer of PDI obtained using NEXMD package (see
Computational Methods Section). We note that, due to ground state classical MD simulations,
summation over the snapshots does not resolve the vibronic progression of absorbance, which
would require an explicit consideration of Huang-Rhys factors. As shown in Figure 2, the first
singlet excited state of the monomer (S,), the second excited state (S,) of the dimer, and the third
excited state (S3) of trimer are optically allowed (bright), while most other excited states are
weakly absorbing or optically forbidden (dark). This finding is in a qualitative agreement with
TDDFT calculations within the wB97-XD functional though the transition energies of excited
states differ (see Figure S4).

Our results are also consistent with the Frenkel exciton model of an H-like aggregate.*
The Frenkel exciton Hamiltonian for dimer and trimer systems can be written as
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For the dimer, E is the energy of the S; state for each monomer, V is the corresponding
coupling between both parallel monomers (Eq. 1a). For the trimer, E is the energy of the S; state
for each monomer, V] is the coupling between adjacent monomers, and V;, is the coupling between
the top and bottom monomers (Eq. 1b). For a dimer with two identical monomers stacked in a
parallel orientation, this model would indicate that S, state has a significant oscillator strength
while S; is dark,'® which is consistent with our findings. For a trimer of parallel-stacked molecules,
a bright S5 state can be similarly rationalized. The eigenvectors corresponding to the two lowest



energy excited states (S; and S,) of the total system are a result of excitations on each monomer
with misaligned transition dipole moments, which will result in a low oscillator strength. For S;
however, the transition dipole moments of all three molecules are aligned, resulting in a brighter
state. More details on the electronic transition density localization and relative oscillator strengths
of each state of the monomer, dimer and trimer and their agreements with eigenvalues and
eigenvectors predicted by the Frenkel exciton model for the dimer and trimer can be found in SI
Sections 1 and 2.
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Figure 2. Absorption spectrum and excited-state population analysis for the perylene diimide (a)
monomer (b) dimer, and (c) trimer.

We next discuss non-radiative relaxation dynamics obtained using non-adiabatic molecular
dynamics simulations with NEXMD package. There is a significant stacking dependence to the
calculated internal excited-state energy conversion timescales of the molecules as summarized in
the lower row of Figure 2. For the monomer (Figure 2a), internal conversion leads to 50%
population transfer from S, to S; at 1.3 ps. Stacking speeds up internal energy conversion
significantly. For the dimer, the laser pulse initially partially occupies S; (20.2%), S, (45.6%), Ss
(30%), and Sg (4.2%); the population rapidly transfers (within a few fs) to S; with subsequent,
slower decay from S5 to S;. There is 50% population transfer to S; at 400 fs (Figure 2b). For the
trimer, there is initial partial occupation of the Sg (32.7%), S¢ (32.7%), S5 (20%), S, (9.2%), Sg
(5.4%) that rapidly transfers (within a few fs) to S,, with a slower decay from S, to S;. There is
50% population transfer from S, to S; at about 240 fs. Thus, we find that an increase in the number
of stacked molecules noticeably accelerates the energy decay.

Assuming a sequential character of the decay (i.e. S5 = S, — S;), the enhancement of
internal energy conversion in stacked molecules can be understood as a consequence of the energy
splitting that can be readily rationalized withing the context of Frenkel exciton model, which
makes consecutive states to be energetically close-spaced. Since the non-adiabatic coupling is
inversely proportional to energy gap, the splitting effectively contributes to a faster decay. The



monomer’s S, — §; energy gap is 0.52 eV, the dimer’s S; — S, and S, — S; splittings are 0.37 eV
and 0.2 eV, respectively, and the trimer’s S, — S5, 53 — S, and S, — S; gaps are 0.38 eV, 0.1 eV,
0.12 eV, respectively (see Tables S1 and S2 for excited-state energies). This effect is demonstrated
by the non-adiabatic coupling terms (NACT) shown in Figure S5. Here the averaged absolute
value of the non-adiabatic coupling term between S; and S,, NACT(1,2) increases with stacking:
it attains the highest and the lowest values for the trimer and the monomer, respectively.
Nevertheless, while energy differences can partially explain changes in the relaxation times
between monomer and dimer and trimer, NACTs also depend on the effective overlap of excited
states and nuclear velocities.**

Table 1. Dimer and Trimer Normal modes with the highest overlap values with respect to df‘Z/D o

and d‘zggD 1 associated to the corresponding S,—S;, S3—S, and S, — S5 electronic transfers.
Frequencies (cm™') are given in parenthesis.

Dimer Trimer
Sr»—S; S;3—S» S>— Sy S;—S> S4—S3

Mode # Mode # Mode # Mode # Mode #

(Freq.) | Overlap | (Freq.) | Overlap | (Freq.) | Overlap | (Freq.) | Overlap | (Freq.) | Overlap
226 226 256 256 259

(1865) 0.88 (1865) 0.78 (1402) 0.53 (1402) 0.51 (1410) 0.45

223 209 265 265 325

(1795) 0.16 (1693) 0.27 (1431) 0.39 (1431) 0.40 (1763) 0.38
222 207 316 316 257

(1792) 0.16 (1679) 0.25 (1719) 0.38 (1719) 0.37 (1408) 0.37
207 222 258 259 265

(1679) 0.14 (1792) 0.14 (1408) 0.31 (1410) 0.33 (1431) 0.32
225 199 259 258 262

(1797) 0.12 (1596) 0.13 (1410) 0.31 (1408) 0.31 (1419) 0.25
122 223 310 310 264

(908) 0.10 (1795) 0.13 (1647) 0.18 (1647) 0.18 (1428) 0.16
121 122 274 274 261

(904) 0.10 (908) 0.11 (1480) 0.17 (1480) 0.18 (1418) 0.16
209 175 271 261 294

(1693) 0.10 (1416) 0.10 (1476) 0.11 (1418) 0.12 (1580) 0.15
224 121 261 271 286

(1795) 0.09 (904) 0.10 (1418) 0.10 (1476) 0.11 (1524) 0.14
234 234 264 287 244

(2025) 0.08 (2025) 0.09 (1428) 0.10 (1525) 0.09 (1335) 0.13

To better understand the energy transfer pathways and the sequence of decay, we analyze
the non-adiabatic derivative couplings between two states i and /, d;;, for the trajectory ensemble.
These quantities are directly responsible for non-radiative transitions between electronic states. In
the previous article,*! we have shown that, for the PDI monomer, d3y ' computed via the Singular
Value Decomposition (SVD) provides a good representation of the set of the originals d4, (i.e., at
the moment of effective S, — S; transition at each trajectory). This indicates that a single pathway
can well describe the atomic motions that facilitate energy transitions for all trajectories. Herein,
an equivalent analysis has been applied for the dimer and trimer. For the PDI dimer, average values
of 0.95 +/- 0.05 and 0.6 +/- 0.28 are obtained for the projection of djy>"* and d4 " with the
original d,, and d,; ensembles. The high projection value indicates that the effective S, — S;



transition evolves through a single energy-transfer pathway along their corresponding direction of
df‘le 1 The S; — S, involves more than one pathway with the dominant one being in the
direction of d33”". For the PDI trimer, average values of 0.77 +/- 0.20, 0.80 +/- 0.16 and 0.47 +/-
0.27 are obtained for the projection of d3y>", d34°* and d3, " onto the respective d;,, d,3 and
d;, ensembles. This indicates that, while S, = S; involves more than one relaxation pathway,
S3; = S,and S, — S transitions are funneled through single ones. The efficiency of this effect
modulates the transient nuclear velocities that ultimately lead to similar NACT(1,2) for the dimer
and trimer (see Figure S5) despite differences S, — S; energy gaps and different NACT(2,3) values
despite similar S; — S, energy gaps.

To further resolve the energy transfer process, Table 1 summarizes the projections of
and dng 1 vectors onto the basis of the equilibrium normal modes (ENMs) (see Eq. 5 in
Computational Methods). For the monomer, we previously showed that the effective atomic
vibrations that assist the S, — S; transfer correspond to a selected subset of modes within the
range of 1770—1800 cm™.#!' Similarly, only a few normal modes of the dimer significantly overlap

with the df}/D 1 The set of these active modes are equivalent for both S3 = S, and S, — §;

SVD,1
d;3

transitions, being mode #226 (represented in Figure S6) the one with the highest overlap with
d;v"! and d‘;gD 1 directions, and therefore, being the vibrational excitation that most strongly
assists in internal energy conversion.

A further inspection of this issue can be performed by monitoring the average vibrational
energy as a function of delay time, 7 = t — ¢y, relative to the moment of non-adiabatic S5 — S,
and S, — S; transitions for common modes with dominant contributions of the corresponding
d35Pt and d5yP" directions (see Figure 3). We determine that these modes are activated after
both transfers. In particular, mode #226 remains activated for longer times after the S3—> S,
transfer with respect to S, — S; counterpart. This explains why S, does not transiently accumulate
population during the electronic relaxation from the S5 state to the S; state (see Figure 2b): the
S3— S, transition activates vibrations that are also in the direction of the S,—S; transition,
inducing a more efficient and faster terminal transfer to the S; state. Stated differently, the
evolution from S; — S, activates a positive feedback mechanism that involves a common set of
vibrational normal modes that accelerate the S, = S; relaxation.
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Figure 3. Average vibrational energies of the dimer E;(7) as a function of delay time, 7=t —
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Table 1 also shows the projection of the different df}/D 1 onto the basis of ENMs for the
PDI trimer. The S3— S, and S, — S; transitions share the five normal modes that contribute the
most to dyy " *and d;y " directions respectively (modes #256, #265, # 316, #259 and #258 in
Figure S7). For the S, — S5 transition, normal modes at 1431 cm™! and 1410 cm™ (#265 and #259)
have a significant participation as well as a quasi-degenerate mode (#257, 1408 cm™') with #258
that participates in the S;— S, and S, — S, transitions, involving equivalent nuclear motions for
at least one of the units. This is also observed by comparing mode #316 (1719 cm™') (involved in
the S3— S, and S, — S; transitions) and #325 (1763 cm™") (involved in the S, — S5 transition). At
this point it is important to mention that resonance conditions identified by ENM frequencies
should be considered as an approximation and are subjected to changes due to vibrational
anharmonicities and vibronic couplings. An alternative approach, but computationally more
expensive, is calculation of Instantaneous Normal Modes (INM). Differences in frequencies ~44
cm’!, like it is the case for mode #316 (1719 cm!) and #325 (1763 cm™'), are within the expected
values of standard deviations of INM frequencies fluctuations due to changing curvature of excited
state potential energy surface. Moreover, these modes involve equivalent intra-monomer nuclear
motions, as can be seen in Figure S7.

Thus, as with the dimer, the overall sequential S,— S; relaxation pathway involves a
common bundle of states that leads to no transient accumulation of electronic populations in the
intermediate S; and S, states, as shown in Figure 2¢). Nevertheless, the normal modes involved in
the S3—S, and S,—S; transitions during PDI trimer simulations are not equivalent to the
corresponding modes in the PDI dimer. That is, the different interactions between monomers
modulate the normal modes of the total system.

Vibronic dynamics condition transient localization or delocalization of the exciton due to
stacking. In order to analyze this point, we study the change in (p9%)% (see Eq. 3 in Computational
Methods Section) as a function of time for the ensemble of trajectories, shown in Figure 4a). In
the case of dimer, values of (p9%)%~0.5 indicate delocalization over both monomers while
(p9%)%2~0 or 1 indicate localization on one of the monomers. Initially 76% of trajectories present
(p9%)% values that indicate the exciton localization in one of the monomers, i.e. 0 <(p9%)% <
0.2 0r 0.8 <(p9%)% < 1 (see Figure S8). There are persistent oscillations of the transition density
(TD) from one monomer to another and a small probability of delocalization throughout simulation
time. Subsequently, the TD becomes more localized and 96% of trajectories present values of 0 <
(P99)%2 < 0.20r 0.8 < (p99)2 < 1.

Our analysis of the localization/delocalization of (p9%)% among the three molecules of the
trimer (see Figure S9), reveals that the excited state starts out somewhat delocalized, with around
80% delocalized over more than one monomer. During the excited state dynamics, the TD localizes
slightly over time but there are a significant number of trajectories that remain delocalized over
three monomers. Most of trajectories show predominant delocalization on two monomers, while
39% of the trajectories show delocalization over all three monomers (0.2 < (p9%)%2< 0.8) even
after 1 ps. These results indicate that stacking leads to a more sustained delocalization of the
exciton, which is less perturbed by coupling to atomic vibrations.

B. The Role of Backbone

In naturally occurring organic systems, an environment of chromophores has a significant
impact on exciton dynamics including coherence and transfer.*> To understand the role of a



tethering environment on the excitonic properties, we study the PDI monomer and dimer on a
biologically inspired backbone, which has been synthesized previously, and studied by some of
us.*? The resulting absorption spectrum and population dynamics are shown in Figure 4. In the
case of the monomer, no significant changes in the absorption spectrum lineshape and oscillator
strength are detected upon addition of the backbone (Figure 4a). However, the backbone blue-
shifts the absorption spectrum of the dimer, narrows the peaks and increases the intensity of the
bright S, peak (Figure 4b). This is because the backbone influences the intermonomer
displacements, and, as a consequence, changes the lineshape and blue-shifts the absorption
spectrum. This is illustrated in Figure S10, in which the backbone is removed but the displacement
between monomers is maintained. The resulting absorption spectrum is almost identical to the
dimer with backbone.

Interestingly, despite the fact that the backbone does not significantly impact the absorption
spectrum and energy spacing of the monomer, it slows down the decay (Figure 4c); 50%
population transfer from S, to S; happens at more than 1.5 ps as compared with 1.3 ps without the
backbone. The slowdown of the decay is much more pronounced for the dimer. The 50% decay
time is increased by almost a factor of 3 to 1.5 ps in the system with backbone. This slowdown in
dynamics can be seen in the averaged absolute values of the NACTs (Figures S11 and S12). For
the monomer, the NACT(1,2) is similar for the systems with and without backbone whereas
NACT(1,3) is slightly reduced with the addition of a backbone (Figure S11). For the dimer, the
impact of a backbone is much more significant for NACT(1,2) and NACT(2,3) because there are
fewer high-value coupling terms over time when the backbone is present. This is particularly clear
for the NACT(1,2) within the first 400 fs of the trajectory (Figure S12).

To better understand the role of backbone on energy conversion, we consider population
dynamics for the dimer without backbone but keeping the initial inter-molecular orientation of the
system with the backbone (Figure S13). The observed population dynamics in this system is
similar to that in the dimer without backbone, indicating that the presence of the backbone
contributes more than just modification of the inter-molecular geometry. Thus, we expect that the
slowdown of dynamics of the dimer with backbone is due to the participation of the backbone on
the vibronic dynamics of the dimer; in particular, the backbone will restrict the vibrational
excitations of the molecules.

Lastly, we consider the role of the backbone on exciton delocalization in the dimer (see
Figure S14). A dimer has the TD delocalized over both monomers initially, as opposed to a dimer
without backbone. In 99% of the trajectories with the backbone, the TD is initially delocalized
over both monomers, and after 50 fs, it becomes slightly localized on one of the monomers.
However, there is less pronounced localization of TD on one half of the molecule during simulation
time compared to the case with absent backbone. Subsequently, around 900 fs the TD becomes
slightly localized and maintains some degree of delocalization up to the end of the simulation at 1
ps. Overall, the exciton delocalization with backbone may be because the backbone hinders the
vibrations of the molecules, thus limiting the number of localized vibronic states that can occur.
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Figure 4. The absorption spectrum and population dynamics of a) monomer with backbone and
b) dimer with backbone.

CONCLUSIONS

In summary, we have analyzed the role of stacking, backbone, and vibrational modes on
perylene diimide (PDI) stacks serving as a model system to understand energy transfer in organic
molecular assemblies. Non-adiabatic excited-state molecular dynamic simulations applied to the
PDI monomer, dimer, and trimer deliver a comprehensive atomistic picture of concomitant distinct
relaxation processes. In agreement with our previous studies,*® we find that the stacking speeds up
the energy transfer efficiency, such that the relaxation rate is the fastest for trimer, intermediate
for dimer and the slowest for monomer. Additionally, by analysis of the vibronic coupling at
transition points, we demonstrate that the relaxation pathway dominates by a sequential energy
transfer between states. This process activates a positive feedback mechanism involving a common
set of vibrational normal modes that accelerate the process by increasing the efficiency of its
vibronic dynamics. Moreover, we determine that while the exciton in the dimer is becoming
localized on one monomer at ambient conditions, exciton delocalization can persist in the trimer.
Lastly, we show that the inclusion of a backbone that bridges the monomers, slows down the
relaxation rates and facilitates more delocalized states. These results are suggestive of appearance
of the hinderance of vibrational excitations introduced by the steric constraint. Altogether, this



computational study demonstrates a significant modification of mono-molecular non-radiative
relaxation dynamics due to intermolecular interactions in the ensemble and introduction of
chemical bridges. These effects need to be factorized in when designing functional
macromolecular light-harvesting structures mimicking natural photosynthetic systems.

COMPUTATIONAL METHODS

A. Computational protocol

The ground state geometries of the perylene diimide molecules (monomer, dimer and
trimer) are initially optimized within density functional theory (DFT) using the wB97-XD%*
exchange-correlation functional and a 6-31G(d) basis set as implemented in the Gaussian
16 package.*’ The wB97-XD functional is chosen because it includes long-range exact exchange
for accurate electronic structure and corrections accounting for long-range van der Waals
interactions that are necessary for accurate initial geometries. These optimized geometries have a
center of mass distances among perylene cores of 3.14 A for dimer, 4.72 A for dimer with
backbone, 3.65 A (top and center perylene molecules) and 3.67 A (center and bottom perylene
molecules) for trimer (XYZ coordinates for optimized geometries are provided in Supporting
Information). Ground state molecular dynamics (MD) simulations are then performed starting
from these DFT-optimized structures by using the AM1%¥4° semi-empirical Hamiltonian as
implemented in NEXMD package.*? In order to account for the missing van der Waals interactions
in the Hamiltonian, the distance between the limiting monomers is constrained by fixing the
distances between pairs of equivalent nitrogen atoms using the RATTLE algorithm.>° Ground state
MD trajectories are run for 300 ps using the Langevin thermostat set to 300 K with a friction
coefficient y = 20 ps! and a time step of 0.5 fs. Configurations equi-spaced in time are then
collected for subsequent NEXMD simulations.

Vertical excitation energies and oscillator strengths of each snapshot are computed within
the random phase approximation using the semi-empirical AM1 Hamiltonian. For all structures,
the first five (ten/fifteen) excited states are considered for the monomer (dimer/trimer). For each
molecule, the final absorption spectrum at room temperature is calculated by including a Gaussian
broadening of 0.05 eV to the absorption spectra of each snapshot.

The NEXMD simulations are carried out at constant energy. More details on this approach
can be found elsewhere.*? During these simulations constraints on nitrogen atoms are released. A
Gaussian shaped laser pulse with energy of 3.02 eV for the monomer and 3.05 eV (3.06 e¢V) for
the dimer (trimer) is applied with a broadening of 0.05 eV. To compare the molecules in a
consistent manner, we excite the monomer, dimer, and trimer to the energy of the second (S,),
fourth (S,), and sixth (Sg) excited-state, respectively, and simulate the decay to the lowest energy
excited-state (Si1). In addition, we include higher energy but nearly-degenerate states in the
simulation (S3, Ss/Se, S7/Sg for the monomer, dimer, and trimer, respectively) to allow energy
transfer to higher energy states. These additions introduce some differences in the electronic
relaxation rates of the monomer and dimer with respect to those reported in our previous work. 404!

A total of 700 NEXMD trajectories are calculated for each molecule for 1.5 ps at constant
energy with a classical time-step of 0.1 fs (nuclei) and a quantum time-step of 0.025 fs (electrons).
Specific treatments of decoherence’! and trivial unavoided crossings®? are included in these
simulations.

10



B. Analyses of transient exciton localization and migration.

The spatial exciton delocalization over molecules is calculated by orbital representation
of the electronic transition density.

@9 nm = (Pa(r; R®)|c, calpy (s RM®)), (2

where ¢, (75 R(t)) and ¢ (7; R(t)) are wave functions of ground and excited states, and AN
are the creation (annihilation) operators; and the indices » and m refer to atomic orbital (AO) basis
functions. The diagonal elements (p9%),, represent the change in electronic density upon
photoexcitation from ground state (g) to excited state (a). The fraction of transition density on
each monomer X is calculated as

anz Ynex(09)in
7% =75 ooz, - @

C. Vibrational analysis

Representative vectors of non-adiabatic derivative couplings d;; for the ensemble of
NEXMD simulations are analyzed using the Singular Value Decomposition (SVD) of the matrix
A of dimension 3N x K. Here N is the number of nuclear degrees of freedom and K is the number
of NEXMD simulations featuring an effective S;— S; transition. An effective S;— S; transition is
defined as the last S;— S; transition without subsequent S; — S; back-hopping during the rest of
the simulation. Matrix A is built with columns representing the d;;, at the moment of effective
§;—§; transition in each of the K NEXMD trajectories. Thereafter, the SVD is performed as

A=U-W-V', (4

where U is a 3NxK column-orthogonal matrix, and V and W are KxK diagonal and orthogonal
matrices respectively. We denote dfiVD *as the kth column of the matrix U with the associated
largest value of wy,. The df]VD * vector or vectors with the largest wy, can then be considered as
representative of the ensemble of d;; collected from the different NEXMD simulations.

The deVD * vectors can be further projected onto the equilibrium normal mode (ENM) basis
set evaluated at the optimal geometry of the lowest excited state S, ({Q @G =1,..,3N — 6))

3N-6

a7 = Y aQe=12.), ()

i=1

with Ci = deZ/D'k : Qi'
Besides, the vibrational kinetic energy K; (t) associated with a given ENM Q; is calculated
using the corresponding velocities Q; as

11



. 2
K = (),  (©

and the corresponding total vibrational energy is obtained from the virial theorem, E;(t) = 2K;(t).
More details on this approach can be found elsewhere.?
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