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Abstract

In this paper, we investigate a Sobolev map f from a finite dimensional RCD space
(X, dx, my) to a finite dimensional non-collapsed compact RCD space (Y, dy, HN ).
It is proved that if the image f(X) is smooth in a weak sense (which is satisfied if the
pushforward measure fymy is absolutely continuous with respect to the Hausdorff
measure HV, orif (Y, dy, H") is smooth in a weak sense), then the pull-back f*gy
of the Riemannian metric gy of (¥, dy, HNY is well defined as an L!-tensor on X, the
minimal weak upper gradient G  of f can be written by using f*gy, and it coincides
with the local slope Lip f for mx-almost everywhere points in X when f is Lipschitz. In
particular, the last statement gives a nonlinear analogue of Cheeger’s differentiability
theorem for Lipschitz functions on metric measure spaces. Moreover,these results
allow us to define the energy of f. It is also proved that the energy coincides with
the Korevaar-Schoen energy up to by multiplying a dimensional positive constant. In
order to achieve this, we use a smoothing of gy via the heat kernel embedding ®; :
Y — LZ(Y ,HY ), which is established by Ambrosio-Portegies-Tewodrose and the
first-named author (Ambrosio et al. in J Funct Anal 280:108968, 2021). Moreover,we
improve the regularity of ®;, which plays a key role to get the above results. As an
application, we show that (Y, dy) is isometric to the N-dimensional standard unit
sphere in RV*! and f is a minimal isometric immersion if and only if (X, dx, my) is
non-collapsed up to a multiplication of a constant to my, and f is an eigenmap whose
eigenvalues coincide with the essential dimension of (X, dx, my), which gives a
positive answer to a remaining problem from a previous work [49] by the first-named
author. This approach, using the heat kernel embedding instead of using Nash’s one,
to the study of energies of maps between possibly singular spaces seems new even for
closed Riemannian manifolds.
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1 Introduction
1.1 Energy via Nash Embedding

The study of harmonic maps between Riemannian manifolds is a central topic in
geometric analysis. A standard way for defining (smooth) harmonic maps is as follows.
Let (M, gy) and (N, gn) be finite dimensional Riemannian manifolds and let f :
M — N be a smooth map. Nash’s embedding theorem allows to find a smooth
isometric embedding

®:N—>RK (1.1)

for some k € N, that is, ®*gpr = gn. The energy of f is defined by

1
Eun(f) = 5 /M Id(® o £)|*dvolg,,, (1.2)

where volg,, denotes the Riemannian volume measure of (M, gy). Note that (1.2)
does not depend on the choice of ® because |d(P o f)|2 coincides with (g, f*gn).
Then f is said to be harmonic if f is a critical point of (1.2) under any compactly
supported smooth perturbations f; of f

d
T t:()gM,N(ft) =0. (1.3)

The purpose of this paper is to provide a similar theory for non-smooth spaces
with Ricci curvature bounded below, so-called RCD-metric measure spaces, which
are introduced in [3] by Ambrosio-Gigli-Savaré (when N = 00), [9] by Ambrosio-
Mondino-Savaré (treating RCD*(K, N) spaces), [29, 30] by Gigli (treating the
infinitesimally Hilbertian condition), and [26] by Erbar-Kuwada-Sturm (treating
RCD*(K, N) spaces), after the introduction of CD(K, N) space introduced in [63]
by Lott-Villani and [72, 73] by Sturm, independently.

Naively a metric measure space (X, dy, my) is said to be an RCD(K, N) space,
or an RCD space for short, if

e (X, dy) is a complete separable metric space, my is a Borel measure on X which
is finite on each bounded set, the heat flow is linear, the Ricci curvature is bounded
below by K, and the dimension is bounded above by N, in a synthetic sense.

See Definition 2.3 for the precise definition and [1] for a nice survey. We say that
an RCD space is finite dimensional if N can be taken as a finite number. Typical
examples of RCD spaces are weighted Riemannian manifolds (M, dg,,, e"¥volg,,)
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with Bakry-Emery Ricci curvature bounded below, and in their measured Gromov-
Hausdorft limit spaces, where dg,, denotes the induced distance by gj. In fact,the
Gaussian space (R”, dpr, e""'z/zﬁ") isanRCD(1, oo) space, butitis not finite dimen-
sional because of the exponential decay of the weight. On the other hand, if M is closed,
then (M, dg M e“pvolgM) is always a finite dimensional RCD space.

Let us consider a map between two RCD spaces (X, dx, my), (Y, dy, my)

fiX—>7Y. (1.4)

Then the main difficulties to establish the above are:

1. When we want to find a good definition of the energy density |d(® o f)|? along a
similar way in this setting, we do not know a nice isometric embedding result as
Nash’s one.

2. When we want to find a good definition of the pull-back f*gy, although the
Riemannian metrics gx, gy are still well defined in a weak sense, they make sense
up to negligible sets. In particular, we do not know how to define the pull-back
f*gy when f(X) is my-negligible.

In order to overcome these difficulties, we adopt the heat kernel embedding ®; of Y
into L? as discussed below. It is worth pointing out that there are many fundamental
works on Sobolev maps from metric measure spaces to metric spaces, for example, [42]
by Gromov-Schoen, [60] by Korevaar-Schoen, [56] by Jost, [37] by Gigli-Pasqualetto-
Soultanis, [38, 39] by Gigli-Tyulenev, [43] by Hajlasz, and [61] by Kuwae-Shioya.

Our goal is to introduce a natural energy for Sobolev maps between metric spaces
so that the refined theory in the smooth case can be carried over to the non-smooth
setting, like bubbling phenomena, rigidity results, geometric heat flows associated
to harmonic maps and their blow-up analysis, Ginzburg-Landau-type approximations
just to name a few. The seminal paper by Gromov-Schoen [42] was pioneering in using
harmonic maps into Bruhat-Tits buildings to obtain rigidity results. A feature of the
results obtained in the last years is that the target of the maps is Non-Positively Curved
(NPC), which is an important class of metric spaces (see nevertheless the results in
[12] in the case of CAT(1) spaces, i.e.,positively curved in the sense of Alexandrov).
In this direction, our contribution is to develop a theory of Sobolev maps including all
the previous cases and which is very natural from the viewpoint of analysis.

More precisely, we will study the asymptotic behavior of

(Do f) g2 (1.5)

ast — 07. Since the embedding ®; plays the role of a smoothing of (Y, dy, HN), itis
expected from the asymptotic behavior (1.5) that up to normalization, (1.5) converges
to the pull-back f*gy. In order to do this, we need to improve regularity results for &,
obtained in [6] by Ambrosio-Portegies-Tewodrose and the first-named author. This is
a main idea of the paper.

On the other hand, the approach provided in the present paper is new even in the
smooth setting. Let us introduce the details below.
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1.2 Heat Kernel Embedding

Let (M, gpr) be a closed m-dimensional Riemannian manifold. Then Bérard-Besson-
Gallot proved in [11] that for any # € (0, o0) the map ®; : M — LZ(M, volg,,)
defined by

O(x) :=(y > pu(x,y,1)) (1.6)

is a smooth embedding with the following asymptotic expansion

2t 1
Cmt(m+2)/2<l>;kgL2=gM+? (Rich — Esmé?m;M) +0@%, ¢ — 01, (1.7

where py(x, y,t) denotes the heat kernel of (M, gy) and ¢, = 4(87)™/2. Since
(1.7) is satisfied uniformly on M (cf. [50]), in particular, letting

&, = P mtD/Ag, (1.8)
we have
gy — g 2llLe — 0O (1.9)

which means that &>, is almost isometric when ¢ is small.
Next let us introduce a finite dimensional reduction of the above observation. For
that, we denote by

0=y < <... 5 00 (1.10)

the spectrum of the minus Laplacian —Ay, f = —(HessS}M ,8m) of (M, gpr) counted
with multiplicities and denote by { (piM }i corresponding eigenfunctions with || (piM |2 =
1. Note that standard spectral theory proves that {gal.M }; is an L?-orthonormal basis of
L*(M, volg,,). For any / € N, let us denote by ii : M — R’ the truncated map of

®; by {<pl.M }t_ defined by the composition of the following maps

i=1

[
&) : M — L*(M.voly,) = P ReM = PRe ~ R, (1.11)

i i=1

where 7; is the canonical projection. It follows from a direct calculation that

~ 1
&l (x) = (c},{zﬂ"’“)/“f*y’w{” (x))‘ g (1.12)
o

Under this notation, Portegies proved in [68] that for any € € (0, 1), there exists
to € (0, 1) such that for any ¢ € (0, ty], there exists [p € N such that the following
hold for any / € N>,.
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e The map &Dﬁ is a smooth embedding.
e For any x € M, there exists r € (0, 1) such that Cf>£ |B, (x) 18 @ (1 £ €)-bi-Lipschitz
embedding, that is,

(I = €)dgy (v.2) = | 1) = B[, = (1 +)dg (7. 2), ¥y, ¥z € B()3)

More precisely,he established a quantitative version of these results (see also
Remark 4.7).

From now on,let us discuss on the non-smooth analogue of the above observation.
Let us fix a finite dimensional compact RCD space (X, dx, my). Then, it is proved in
[6] that the following hold for any ¢ € (0, c0);

1. the map ®; : X — L?(X, my) and the pull-back ®} g2 are well defined:
2. the map @, is Lipschitz and a homeomorphism onto its image ®,(X);
3. forany p € [1, 00), we have

IEmtmx (B ;7(:))®Fgr2 — gxllr — 0, (1 — 0F), (1.14)

where ¢, := w;l - ¢,y and wy, denotes the volume of a unit ball in R™.
Then it is natural to ask the following.

(Q1) Can (1.14) be improved to the case when p = oo, that is,
[Emtmx (B () ®fgr2 — gxllLee = 0, (1 — 07)? (1.15)

(Q2) Is &, a bi-Lipschitz embedding?

However, it is shown in [6] that both questions (Q1) and (Q2) have negative answers.
In fact, for example, the metric measure space ([0, ], djo, 7], H1Y), which is a non-
collapsed RCD(0, 1) space, satisfies that <I>,_l is not Lipschitz for any ¢ € (0, oo) and
that

Tim & H (B () @f g2 — gx i = Tim (60 ®7 g — gxllie > 0

(1.16)

is satisfied.
Therefore,let us ask the following.

(Q3) When do (Q1) and (Q2) have positive answers?

The first main result of the paper is to give a complete answer to this question (Q3). It
is worth pointing out that if (X, dx, my) is non-collapsed, that is, it is an RCD(K , m)
space for some K € R and somem € Nwithmy = H™ (thus “non-collapsed” always

implies the finite dimensionality), then, under the same notation as in (1.8), (1.14) is
equivalent to

lgx — @7 gr2llr — 0, (t— 0F) (1.17)
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because the Bishop and Bishop-Gromov inequalities imply the L?-strong convergence
of H™(B,())/wmr™ to 1 as r — 0T for any ¢ € [1, 0o). Compare with (1.9). The
following is a main result of the paper.

Theorem 1.1 (=Theorem 4.19) Let (X, dx, H™) be a non-collapsed compact RCD
space. Then the following four conditions are equivalent.

1. We have

lgx — ®fgr2liLe — 0, (¢ — 0F). (1.18)
2. We have
llgx — CmtH"™ (B ()&l — 0, (t — 0"). (1.19)

3. For any sufficiently smallt € (0, 1), ®; is a bi-Lipschitz embedding. More strongly,
for any € € (0, 1), there exists ty € (0, 1) such that CTD, is a locally (1 £ €)-bi-
Lipschitz embedding for any t € (0, ty].

4. For any sufficiently small t € (0, 1), CI>£ is a bi-Lipschitz embedding for any suffi-
ciently large I. More strongly, for any € € (0, 1),there exists to € (0, 1) such that
foranyt € (0, to),there exists lg € N such that &Df is a locally (1 £ €)-bi-Lipschitz
embedding for any | € N>,.

Let us emphasize that this result not only gives a complete answer to (Q3), but also
provides a complete relationship between (Q1) and (Q2). Moreover,under assuming
that (1) is satisfied (thus (2), (3) and (4) are satisfied) in the theorem, we will be able to
prove that X has no singular set (Proposition 4.3). In particular,the intrinsic Reifenberg
theorem [16] by Cheeger-Colding allows us to prove that X is bi-Holder homeomor-
phic to a closed Riemannian manifold. For this reason, let us say that (X, dy, H™) is
weakly smooth if (1) in Theorem 1.1 is satisfied (Definition 4.18).

Recall (1.16) with the fact that the singular set of ([0, ], djo,x], HY) is {0, }.
Thus Theorem 1.1 reproves (1.16). Although this is stated only for non-collapsed
RCD spaces, we will give similar bi-Lipschitz properties of &, for general finite
dimensional compact RCD spaces in the appendix 8, of independent interest.

Using (a weaker form of) Theorem 1.1, we will establish the desired energy as
discussed in Subsect. 1.1. Let us explain them in the next section.

1.3 Energy via Heat Kernel Embedding

Let us fix a finite dimensional (not necessary compact) RCD space (X, dx, my) and
a finite dimensional compact RCD space (Y, dy, my). In this paper, a Borel map
f : X — Y is said to be weakly smooth if ¢ o f is a H'>-Sobolev function on
(X, dx, my) for any eigenfunction ¢ of (Y, dy, my). For such a map f, we define
the approximate energy, denoted by Ex v ((f), by

1
Exy.a(f) = 3 /X((Cbz °© )" 812(v.my)» 8x) dmx. (1.20)
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We say that f is a 0-Sobolev map if

lim SuP/X tmy (B 7 (fON((Pr 0 )82y, my) §x) dmx < oo.  (1.21)

t—0t

Itis expected from Theorem 1.1 that this notion plays a nonlinear analogue of Sobolev
functions (at least in the case when (Y, dy, my) is non-collapsed).

On the other hand, as mentioned in the first section, it is well known that there
is a notion of Sobolev maps from a metric measure space to a metric space (see
Definition 3.5 for the precise definition,we will adopt). Therefore,it is natural to ask;

(Q4) Is there any relationship between 0-Sobolev maps and Sobolev maps?

The second main result of the paper gives an answer to this question (Q4) under
assuming a kind of weak smoothness of the image f(X). In order to simplify our
explanation, we here introduce the result under stronger assumptions (1.22) or (1.23).
See Theorems 5.19 and 5.27 for more general (localized) results.

Theorem 1.2 Let (X, dx, my) be afinite dimensional RCD space and let (Y, dy, H")
be a non-collapsed compact RCD space. Let f : X — Y be a Borel map. Assume
that either

lgy — ®gpalle — 0, (1 — 07). (1.22)
or
frmx < H" (1.23)

holds. Then the following two conditions are equivalent.

1. fis a0-Sobolev map.
2. f is a Sobolev map.

Moreover, if (1) holds (thus (2) also holds), then the sequence (®; o g L'-
converges to a tensor f*gy, called the pull-back by f, ast — 07 and that f is a
Lipschitz-Lusin map with

Gr(x) =Lip(flp) (x), formx —a.e x € D (1.24)

whenever the restriction of f to a Borel subset D of X is Lipschitz, where G y is the
minimal 2-weak upper gradient of f (see Definition 3.5) and Lip denotes the local
slope (see (2.7)). Furthermore for mx-a.e. x € X, G? coincides with the best bound
of f*gy as a bilinear form.

We will prove some compactness results for such Sobolev maps (Theorems 3.4
and 5.23). Note that a map is said to be Lipschitz-Lusin if there exists a sequence of
Borel subsets D; such that the complement of the union of {D;}; is null with respect to
the reference measure and that the restriction of the map to each D; is Lipschitz. See
Definition 5.9. It is worth pointing out that this theorem can be regarded as a nonlinear
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analogue of Cheeger’s differentiability theorem [15] which states that for a PI metric
measure space (Z, dz, my) (that is, a Poincaré inequality and the volume doubling
condition are satisfied), any Sobolev function f : Z — R is Lipschitz-Lusin with

|Vf|l=Lip(flp), formz —ae.x €D (1.25)

whenever the restriction of f to a Borel subset D of Z is Lipschitz, where |V f| is the
minimal relaxed slope of f (or equivalently, the minimal 2-weak upper gradient of

-
Theorem 1.2 allows us to define the energy density of such a f by

ey (f) == (f"gy. gx) (1.26)

with the energy
1
Exy(f) = 5/ ey (f)dmy. (1.27)
X

Note that it also follows from Theorem 1.2 that Gy < ey(f) < JmG + holds for
my-a.e. on X, where m denotes the essential dimension of (X, dx, my) defined by
Brue-Semola in [13] (see also Theorem 2.6).

Let us recall here that there is a well-known canonical energy, so-called Korevaar-
Schoen energy, defined in [60] (see Definition 5.17). Thus,it is natural to ask the
following.

(Q5) Does the energy £x.y (f) coincides with the Korevaar-Schoen’s one?

Under the same assumptions as in Theorem 1.2, we can also prove the following
compatibility result which gives a complete answer to (Q5).

Theorem 1.3 (Compatibility with the Korevaar-Schoen energy) Under the same
assumptions as in Theorem 1.2, for any (0-) Sobolev map f : X — Y, the energy
Ex vy (f) coincides with the Korevaar-Schoen energy 5)1((‘; (f) up to multiplying by a
dimensional positive constant.

See Theorem 5.21 for a more general statement.

Let us here emphasize that one of the advantages using heat kernel embeddings
(instead of using Nash’s one in the smooth setting) is that the embedding map P,
behaves nicely with respect to measured Gromov-Hausdorff convergence as discussed
in [6]. In fact, we will study the behaviors of energies with respect to the measured
Gromov-Hausdorff convergence (Theorems 7.2, 7.5 and 7.7). In a forthcoming work,
we will fully exploit Theorem 1.3 to prove the existence and bubbling phenomena for
harmonic maps between RCD spaces. An important issue in harmonic map theory is
their regularity (see, e.g.,[75] for an optimal result between Alexandrov spaces). We
plan to address this issue in our framework too. We note that the recent papers by
Mondino-Semola [65] and Gigli [32] proved Lipschitz regularity of harmonic maps
into CAT(0) spaces, whenever the energy is the Korevaar-Schoen one.

@ Springer



Sobolev Mappings Between RCD ... Page 9 0f87 272

On the other hand, by Theorem 1.2, we can define that f is an isometric immersion
into Y if

frey = gx. (1.28)

It is worth pointing out that in general, the equality (1.28) does not imply the local
bi-Lipschitz embeddability of f, which is a different point from the smooth setting
(Remark 5.7). However,under assuming some regularity for the map f, we can realize
such a bi-Lipschitz embeddability from (1.28) (Corollary 5.5). This observation leads
us to study minimal isometric immersions from (X, dx, my) into spheres. Let us
explain it in the next section.

1.4 Minimal Isometric Immersion into Sphere

Letusrecall a fundamental result in submanifold theory, so-called Takahashi’s theorem
[74], which states that for a closed m-dimensional Riemannian manifold (M, gjs) and
a smooth isometric immersion

fiM— S = {x e R x| = 1), (1.29)

the following two conditions are equivalent.

1. f is minimal (thus,it is equivalent to be harmonic because of f*ggr (1) = gm)-
2. f is an eigenmap with the eigenvalue m, that is, Ay f; + mf; = 0 holds for any
i=1,...,k+ 1, where f = (fi);.

Let us generalize this to RCD spaces as follows. A Borel map f from a finite dimen-
sional compact RCD space (X, dy, my) to S¥(1) is said to be a minimal isometric
immersion if it is a 0-Sobolev map (or equivalently, Sobolev map by Theorem 1.23)
with f*gy = gx and

d

a t:OgX’Sk(l)(ft) = O (130)

for any map (—€,¢) x X — Sk, (7, x) — fi(x) = (f1.i(x));, satisfying that
fo = f holds, that f; ; is in the H'2-Sobolev space of (X, dx, my) holds for all ¢, i
and that the map ¢ > f; ; is differentiable at 1 = 0 in H2.

The third main result is the following which gives a generalization of Takahashi’s
theorem to the RCD-setting.

Theorem 1.4 (=Theorem 6.4) Let (X, dx, mx) be a finite dimensional compact RCD
space whose essential dimension is m. For any map f : X — SK(1), the following
two conditions are equivalent.

1. f is a minimal isometric immersion.

2. We see that myx = ¢H™ for some ¢ € (0, o0), that (X, dx, H™) is a finite dimen-
sional non-collapsed RCD space and that f is an eigenmap with Ax f; +mf; =0
foranyi.
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In particular, if the above conditions (1) and (2) hold, then X is bi-Holder homeomor-
phic to an m-dimensional closed manifold, f is 1-Lipschitz and for all € € (0, 1) and
x € X, there exists r € (0, 1) such that f|p, () is a (1 & €)-bi-Lipschitz embedding.

In the next section,we will explain how to achieve these results.

1.5 Outline of Proofs

Let us first introduce a sketch of the proof of Theorem 1.1. We first assume that (1)
holds. Fixing a small ¢ € (0, 1), we can find a large [ € N such that

lgx — (@H*g 2l (1.31)

is small, where we recall (1.11) for the definition of the truncated map &Dﬁ Then we can
use blow-up arguments as in [49] for the map ®!, based on stability results proved in
[33] by Gigli-Mondino-Savaré and in [4, 5] by Ambrosio and the first-named author,
to conclude that (3) and (4) hold.

Next assume that (3) of Theorem 1.1 holds. Fix a point x € X, a small r € (0, 1)
and take a tangent cone T, X at x of X. Consider a blow-up map ® : T, X — £2 of
the map @, : X — L% ~ 2. A key step is to prove

(%) T, X is isometric to R™ and ® is a linear map.

Then the quantitative version of this observation allows us to prove that (1) holds.

In order to prove (x), we apply a blow-down argument on the tangent cone, which
is similar to that in [19] by Cheeger-Colding-Minicozzi. Take a tangent cone at infinity
Z of T X and a blow-down map ® : Z — £> of ®. Then thanks to the mean value
theorem at infinity for bounded subharmonic functions proved in [51] by Hua-Kell-
Xia (which is a generalization of a result of Li [62]), we know that @ is a linear
map. Moreover, since ®; is a bi-Lipschitz embedding, we see that ® and ® are also
bi-Lipschitz embeddings. Applying the splitting theorem proved in [29] by Gigli with
the bi-Lipschitz property of @ shows that Z is isometric to a Euclidean space. The
non-collapsed condition yields that the dimension of the Euclidean space is equal to m;
thus, Z is isometric to R™. Then the volume convergence with the Bishop inequality
proved in [23] by DePhilippis-Gigli yields

H™(B,(2)) = wopt™, Vx e T, X, Vr € (0, 00). (1.32)

Thus the rigidity of the Bishop inequality given in [23] proves that 7, X is isometric
to R™. Finally, since each ® is a linear growth harmonic map on R because of the
stability results proved in [5] (see also Theorem 2.33), it is actually a linear map. Thus
we have (x). Therefore as explained above, (1) holds. Similarly, we can prove the
implication from (4) to (1).

Finally, we assume that (2) holds. Then it follows by a similar blow-up argument
with the Reifenberg flatness of (X, dx) that H™ (B, (-))/(wp,r™) uniformly converge
to 1 as r — 0. In particular, (1) holds, which completes the proof of Theorem 1.1.
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Let us give a worth recording remark. When we will justify the above arguments,
in particular (x), we will actually prove a more general rigidity result, which is new
even for Riemannian manifolds.

(**) If a non-collapsed RCD space with non-negative Ricci curvature has a bi-
Lipschitz embedding into £? by an harmonic map, then the space is isometric to a
Euclidean space.

This result (xx) should be compared with a result of Greene-Wu [41] which states
that any open (that is, complete and non-compact) Riemannian manifold has a smooth
embedding into a Euclidean space by a harmonic map. See Corollary 4.10 for the
proof (see also Theorem 4.8).

Next let us introduce a sketch of the proof of Theorem 1.2. It follows from the Gaus-
sian estimate for the heat kernel proved in [55] by Jiang-Li-Zhang with an argument
as in [6] that the implication from (2) to (1) is always true without the assumptions
(1.22), (1.23).

For the proof of the converse implication, we adopt a blow-up argument for the
map f. In order to simplify our explanation, let us assume that (1) with (1.22) holds.
Then fix x € X and take tangent cones Ty X, Tr(r)Y atx € X, f(x) € Y, respectively.
Consider a blow-up map f° : T, X — Tty of f. With no loss of generality,we
can assume that x is a regular point, that is, 7y X is isometric to R”*, where m denotes
the essential dimension of (X, dx, my). Since Y has no singular points, 7)Y is
isometric to R"”. Moreover, applying Cheeger’s differentiability theorem [15] to the
map ®; o f shows that the composition

m fo n @ 2
R™ ~ T, X = TrY ~R" S ¢ (1.33)

is a linear map and that ® is also a linear map, where ® is a blow-up map of ®, at
f(x) as discussed in (the above sketch of) the proof of Theorem 1.1. Note that )
is a bi-Lipschitz embedding because of Theorem 1.1. The bi-Lipschitz property of
@ allows us to conclude that 9 is also linear. Applying an approximation by test
functions with respect to measured Gromov-Hasudorff convergence proved in [5], we
see that f*gy leoc-strongly converge to (f°)*ggn. Since it is not hard to check that
G 7(x) is bounded below by the best bound of the bilinear form f Ogpn (essentially),
we see that (2) holds. We can also prove the remaining statements along similar ways.

Finally let us explain how to achieve Theorem 1.4. Assume that (1) holds. Then
it follows from the Euler-Lagrange equation that Ay f; + ey (f) f; = 0 holds. Since
f is isometric, we have ey (f) = (f*gy,gx) = lgx|*> = m. In particular, f is an
eigenmap. Then applying a result proved in [49] completes the proof of (2). The
converse implication is justified by a direct calculation.

1.6 Plan of the Paper
The paper is organized as follows: Sect. 2 collects notations, preliminary results and
terminology on RCD spaces, giving technical new results. Section 3 deals with approx-

imate Sobolev maps for fixed ¢ € (0, co), which plays a key role later when we prove
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272 Page 12 of 87 S.Honda, Y. Sire

Theorem 1.2. In Sect. 4, the bi-Lipschitz embeddability of the heat kernel embedding
into L? is established. In particular, we prove Theorem 1.1. Combining results obtained
in Sects. 3 and 4, we study the behavior of -Sobolev maps as t — 07 in Sect. 5. Then
Theorem 1.2 is proved. Section 6 provides a proof of Theorem 1.4. In Sect. 7 we discuss
the behavior of Sobolev maps with respect to measured Gromov-Hausdorff conver-
gence. In particular, compactness results (Theorems 7.2, 7.5 and 7.7) are proved. In the
final section, Sect. 8, we give several generalizations of the bi-Lipschitz embeddability
results given in Sect. 4 to general RCD space as independent interests.

2 Preliminaries
Throughout the paper, we usually use the notation C(Cq, Ca,...) for a (positive)
constant depending only on constants Cy, Cy, ..., which may change from line to
line. Moreover, we sometimes use a standard notation in convergence theory

W(er, €, ..., €5C1,C25 vy Cm) (2.1
denotes a function ¥ : (R-q)! x R™ — (0, 0o) satisfying

lim O\I’(El,éz,...,el;cl,cz,...,Cm)=0, Ve; € R. 2.2)

(€1,....€1)—>

2.1 Metric Notion

Let us fix two metric spaces (X, dy), (Y, dy). Fore € (0, 1), amap f from X to Y
is said to be a (1 &£ €)-bi-Lipschitz embedding if

(I —e)dx(x1,x2) <dy(f(x1), f(x2)) < (1 +e)dx(x1,x2), Vx; € X. (2.3)
Note that

if fisa (1 & €)-bi-Lipschitz embedding,
then f gives a (e - diam(X, dy))
— Gromov-Hausdorff approximation of the image (f(X), dy). 2.4)

See for instance [14, 27] for the definition of Gromov-Hausdorff distance. Let ¢ :
X — Y be a Lipschitz map. Define

e the best Lipschitz constant of ¢ by

dy (p(x1), 9(x2)) |

Lipg := sup 2.5)
x#n  dx(x1, x2)
e the asymptotically Lipschitz constant at x by
Lip,¢(x) := lim Lipg|s, (x); (2.6)
r—0%
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e the local slope of ¢ at x by

Lipp() = lim  sup r@®).¢0) 2.7)

=0t yeB, o dx ()
if x is not isolated, Lipp(x) := 0 otherwise.

Definition 2.1 (Metric density point) For any subset A of X, a point x € X is said to
be a metric density point of A if for any € € (0, 1),there exists rog € (0, 1) such that
B,(x) N A is er-dense in B,(x) (namely the closed er-neighborhood of B,(x) N A
includes B, (x)) for any r € (0, ro). We denote by Den(A) the set of all density points
of A.

Since it is easy to check the following proposition, we skip the proof;

Proposition 2.2 Let (X, dy), (Y, dy) be metric spaces, let A be a subset of X and let
f : X = Y be a Lipschitz map. Then for any x € Den(A), we have

Lipp(x) = Lip(¢[a)(x), Lip,¢(x) = Lip,(¢|4)(x). (2.8)

We denote by HY, or simply HN | the N-dimensional Hausdorff measure of (X, d).
Finally we denote by Lip(X, dy), (Lip.(X, dx), respectively), the set of all Lips-
chitz functions on X (the set of all Lipschitz functions on X with compact support,
respectively).

2.2 RCD Space

A triple (X, dx, my) is said to be a metric measure space if (X, dy) is a complete
separable metric space and my is a Borel measure on X with full support. We fix a
metric measure space (X, dx, my) below.

Define the Cheeger energy Ch : L?(X, m) — [0, co] by

Ch(f) := inf {liminf/ Lip? f; dmy; f; € Lip(X,dx) N (L> N L)X, my), |Ifi — fl,;2 — o} .
i—oo JXx
2.9)

Then the Sobolev space H 12—y 1>2(X ,dy, my) is defined as the finiteness domain
of Ch in L?(X, my) and it is a Banach space equipped with the norm N fllgie =

J f||i2 + Ch(f). We are now in position to introduce the definition of RCD(K, N)
space.

Definition 2.3 (RCD(K, N) space) (X, dx, my) is said to be an RCD(K, N) space
for some K € R and some N € [1, oo] if the following four conditions hold.

e (Volume growth condition) There exist C € (0,00) and x € X such that
my (B, (x)) < CeC" holds for any r € (0, 00).

@ Springer



272 Page 14 of 87 S.Honda, Y. Sire

e (Infinitesimally Hilbertian condition) H'- is a Hilbert space. In particular,for all
fi e H'2(i = 1,2),

. V(A )P =V fil?
¥

(VA, V)= ,h_> >, e L' (X, my) (2.10)

is well defined, where |V f;| denotes the minimal relaxed slope of f; (e.g.,[2, Def.
4.2]).

e (Sobolev-to-Lipschitz property) Any function f € H'? satisfying |V f|(y) < 1
for my-a.e. y € X has a 1-Lipschitz representative.

e (Bochner inequality) For any f € D(A) with Af € H 1.2 we have

I ) (Af)? >
= | AplVflFdmy > | ¢ +(VAF, V) +KIVf]")dmyx
2 Jx ¥ N
2.11)
forany ¢ € D(A) N L (X, my) with Ag € L*°(X, my) and ¢ > 0, where
D(A) = {f eH"Y ah=AfeL? st f (VF, Vy)dmy = —/ hy dmy, Vi € HLZ}.
X X

(2.12)

We will sometimes use the notation Ay instead of using the simpler one A as above
when we need to clarify the space (X, dx, my). For brevity, (X, dx, my) is said to
be a finite dimensional RCD space if it is an RCD(K, N) space for some K € R and
some N € [1, 00).

Finally, let us recall the heat flow associated to the Cheeger energy on an
RCD(K, 00) space (X, dy, my)

hy s L*(X, myx) — D(A) (2.13)

which is determined by satisfying that for any f € L?(X, my), the map ¢ > h, f is
absolutely continuous and satisfies

d+
Eh,f = A f. (2.14)

Note thatthismap ¢ +— h; f is actually smooth (see [36, Prop.5.2.12]) and that /; can be
easily extended to a linear continuous map L” (X, myx) — L?(X, my) with operator
norm at most 1 forany p € [1, oo]. Then forany f € H1’2(X, dx, my)NLip(X, dy),
the 1-Bakry-Emery gradient estimate [70, Cor.4.3] holds

[Vh fl(x) < e_Ktht|Vf|(x), formy-a.e. x € X. (2.15)

In the sequel, we always denote by N a finite number, and by K a real number.
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2.3 Infinitesimal Structure of Finite Dimensional RCD Space

Let (X, dx, my) be a finite dimensional RCD space with diam(X, d) > 0. Itis known
that (X, d) is a proper geodesic space. In the paper,we omit the notion of convergence
of metric measure spaces, for example, (pointed) Gromov-Hausdorff convergence,
(pointed) measured Gromov-Hausdorff convergence and so on. It is worth pointing
out that they are metrizable topologies. Thus “e-closeness” makes sense for such
convergence. See for instance [33] for our purposes.

Definition 2.4 (Tangent cones) For x € X, we say that a pointed metric measure space
(Y,dy, my, y) is said to be a tangent cone of (X, dx,my) at x if

_ _ mGH
(X, m (B ()~ x) PR (Y dy my, ) (2.16)

holds for some r; — 0T, where pmGH denotes the pointed measured Gromov-
Hausdorff convergence (we will use similar notations, mGH, pGH etc. immediately
later). We denote by Tan(X, dy, my, x) the set of all tangent cones of (X, dx, my)
at x.

Definition 2.5 (Regular set Ry) For any k > 1, we denote by Ry the k-dimensional
regular set of (X, dy, my), namely, the set of all points x € X such that

Tan(X, dy, my, x) = I(Rk, dpk, a)llek, Ok>} ,

where w; = H¥(B1(0r)) = LF(B;1(0)).

The following result is proved in [13, Th.0.1] after [64] which gives a generalization
of [21, Th.1.12] to finite dimensional RCD spaces.

Theorem 2.6 (Essential dimension of finite dimensional RCD spaces) Let (X, d, m)
be a finite dimensional RCD space. Then, there exists a unique integer n € N, called
the essential dimension of (X, d, m), such that

m(X \R,) =0 2.17)

holds.

Combining independent results in [24, Th.4.11], in [34, Th.3.5] and in [57, Th.1.2]
with [64, Th.1.1] and Theorem 2.6, we have the following (see [7, Th.4.1]).

Theorem 2.7 (Weak Ahlfors regularity and metric measure rectifiability) Ler (X, dy,
my) be a finite dimensional RCD space whose essential dimension is equal to n, put
my = OH"L R, and set

R = {x €R,: 3 lim "B ¢ oo)}. (2.18)

r—0t w1
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Then mx (R, \ R;;) = 0, mL_R}; and H" LR} are mutually absolutely continuous
and

fim X Br)) 6(x) formx —ae x € R}, (2.19)
r—>0t  wpr”

fim 2 () o0
r—0+ my (B, (x)) R 9( )' formy —ae x € X. )

Moreover, (X,dx, mx) is metric measure rectifiable in the sense that for any € €
(0, 1),there exist a sequence of Borel subsets A; of R, and a sequence of (1 £ €)-
bi-Lipschitz embeddings ¢; : A; — R”" such that myx (X\ Ui A;) = 0 holds. We call
such a pair (A;, ¢;) a (1 & €)-bi-Lipschitz rectifiable chart of (X, dyx, my).

2.4 Sobolev Spaces and Laplacians on Open Sets

Let us introduce the Sobolev space H L2y, dy, my) for an open subset U of a finite
dimensional RCD space (X, dy, my). See also [15, 71] for the definition of Sobolev
space Hl"’(U, dx, my) forany p € [1, 00). Our working definition is the following.

Definition 2.8 Let U C X be open.

1. (Hol’z—SoboleV space) We denote by HOI’Z(U,dX,mX) the H'2-closure of
Lip, (U, dx).
2. (Sobolev space on an open set U) We say that f € L]OC(U my) belongs to
10C (U dy,my) if pf € HY2(X,dy, my) for any ¢ € Lip.(U,dx). If, in
addition, f, |V f| € L?>(U, my), we say that f € H?(U, dx, my).

Notice that f € H: 2(U, dx, my) if and only if for any bounded subset V of U

loc
with V. C U, there exists f € HI'Z(X,dX,mx) with f = f on V. The global
condition f, |V f| € L>(U, my) in the definition of H'>(U, dx, my) is meaningful,
since the locality properties of the minimal relaxed slope ensure that |V f|(x) makes
sense for my-a.e. x € U for all functions f € Hl (U dx, my). Indeed, choosing
¢n € Lip.(U, dy) with {¢, = 1} 1 U and defining

IVfI:=1IV(fen)| formx —ae.in{gp, =1}
, we obtain an extension of the minimal relaxed slope to H 1’2(U ,dy, my) (for which
we keep the same notation, being also my-a.e. independent of the choice of ¢;,)

which retains all bilinearity and locality properties. See also [46, Th.10.5.3] for the
compatibility with Korevaar-Schoen type Sobolev spaces (for functions).

Definition 2.9 (Laplacian on an open set U) For f € H“2(U,dx, myx), we write
f € D(A, U) if there exists h := Ay f € L?>(U, my) satisfying

f hg dmy = —f (Vf.Vg)dmy Vge Hy*(U.dy,my).
U U
We usually use a simplified notation A f instead of using Ay f if there is no confusion.
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Itis easy to check that forany f € D(A, U) andany ¢ € D(A)NLip.(U, dx) with
Ag € L®(X, my),one has (understanding ¢ Ay f to be null out of U) ¢ f € D(A)
with

Alpf)= fAp+2(Vo,VfYy+opAyf formy —ae.in X. (2.21)

Such notions allow to define harmonic functions on an open set U as follows.

Definition 2.10 Let U be an open subset of X. We say that f € HIL’CZ(U, dy, my) is
harmonic in U if f € D(A, V) with Ay f = 0 for any bounded open subset V of U
with V C U. Let us denote by Harm(U, dx, my) the set of all harmonic functions on
U.

2.5 Second-Order Calculus

We first refer to [31] as a main reference on this section because, in order to keep our
presentation short, we assume readers to be familiar with the theory of L”-normed
modules, including the second-order differential calculus on RCD spaces, developed
in [31]. Fix an RCD(K, o0) space (X, dx, my). Recall the set of all test functions

TestF (X, dx, my) == {f € D(A) NLip(X,dx) N L(X, mx); Af € H"2(X,dx, mx)}.
(2.22)

It is known that Test F (X, dy, my) is an algebra with |V f|?> € H"2(X, dx, my) for
any f € TestF (X, dy, my).

Fix a Borel subset A of X and denote by L?(T (A, dx, mx)) the set of all L?-
vector fields over A, where we usually denote by LY the set of all Borel measurable
objects. Note that any element V € LP(T(A,dx, my)) can be characterized by a
linear map V : TestF(X,dyx, my) — LA, my) with the Leibniz rule for all f; €
TestF (X, dy, my)

V(f12)(x) = i)V (2)x) + L2060V (f)(x), formx —ae x e A (2.23)

and the inequality for some non-negatively valued ¢ € L?(A, my)
V()] <o)V flx), formy —ae. x €A, (2.24)

for any f € TestF(X,dx, my). The smallest ¢ is call the Hilbert-Schmidt norm of
V, denoted by |V|. Note that the gradient vector field V f of f € H'">(X,dx, mx)
is well defined in L2(T (X, dx, my)) and that the pointwise norm | - | comes from
a pointwise inner product (-, -) for my-a.e. sense. Similarly, we can define the set
of all L?-1-forms on A, denoted by L”(T*(A, dy, my)). It is worth pointing out
that there is a canonical isometry ¢ from L*(T(A, dyx, mx))* to L2(T*(A, dx, myx)),
hence ((V f) = df forany f € H"?(X,dx, my), where d f is the differential (or
the exterior derivative) of f (see [31, Def.2.2.2]).

Let us recall the Hilbert-Schmidt norm and the (best) bound of a tensor of type
0, 2).
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Definition 2.11 (Norms) Let T : [L*(T (A, dx, mx))]* — L°(A, my) be a tensor of
type (0, 2) over A, namely, it is an L°° (A, my)-bilinear form. We define the Hilbert-
Schmidt norm | - |gs and the (best) bound | - |p of T as follows.

1. The smallest Borel measurable function 4 : A — [0, oo], up to mx-negligible sets,
satisfying
1/2
<h Y xixi VIV VAV
ij
formy —a.e.in A (2.25)

Y KT ALV

for all x;, fl.] € TestF (X, dyx, my), is denoted | T |y s or | T| for short (because we
will usually consider the Hilbert-Schmidt norm for given tensor).

2. The smallest Borel measurable function# : A — [0, oo], up to myx-negligible sets,
satisfying

xT(VL VD <hlx|-IVFY-|IVF?, formy —ae.inA  (2.26)

forall x, f/ € TestF(X,dy, my), is denoted | T| .

Let us denote by LP((T*)®2(A, dx, my)) the set of all tensors T of type (0, 2) sat-
isfying |T'| € LP(A, my). Note that the pointwise Hilbert-Schmidt norm also comes
from a pointwise inner product for my-a.e. sense as in the case of vector fields. In
particular, L>((T*)®2(A, dy, my)) is a Hilbert space.

We need the following important notion, the Hessian of a function:

Theorem 2.12 (Hessian) For any f € TestF (X, dx, mx), there exists a unique
T e L*((TH®*(X, dx, my)),

called the Hessian of f, denoted by Hess ¢, such that for all f; € TestF (X, dx, mx),

1
(T.dfi@dfa) =5 (VA VIVL V) + (VA VIVA VL)
(VL V(VL. V) (2.27)

holds for my-a.e. x € X.

See [31, Th.3.3.8] and [70, Lem.3.3]. Moreover, combining the locality property [31,
Prop.3.3.24] with a good cut-off, it is proved in [31, Th.3.3.8 and Cor.3.3.9] and
[70, Th.3.4] that for any open subset U of X, the Hessian is well defined for any
f € D(A, U) by satisfying (2.27) for mx-a.e. x € U, and that the Bochner inequality
involving the Hessian term

3 [ 19sPagdny = [ o (Hess; P+ (VAL V) + KIVSE) dmy
2 Jx X
(2.28)
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holds for any f € TestF(X,dyx,my) and ¢ € D(A) with ¢ > 0, ¢, Ap €
L*° (X, my) and supp ¢ C U. Let us define the Riemannian metric as follows. See [6,
Prop.3.2] and [34, Th.5.1] for the proof.

Proposition 2.13 (Riemannian metric) There exists a unique gx € L>®((T*)®?
(X, dx, my)) such that for any f; € TestF (X, dx, my), we have

(gx,dfi®df)(x) =(Vf1,Va)(x), formxy —ae x € X. (2.29)

We call gx the Riemannian metric of (X, dx, mx). Moreover, it holds that

lgx|(x) = Jn, formy —a.e x € X. (2.30)
if (X, dx, my) is finite dimensional and the essential dimension is equal to n.

Proposition 2.14 Assume that (X, dx, my) is finite dimensional and that the essential
dimension is equal to n. Then for any symmetric tensor T of type (0, 2) over A, we
have

|IT|p(x) <|T|(x) < ﬁ|T|3(x), formy —a.e x € A. (2.31)

Proof The conclusion is trivial when (X, dx, my) is isometric to (R”, dr», H™). Fix
€ € (0,1) and take a (1 £ €)-bi-Lipschitz rectifiable chart (A, ¢) of (X, dx, my).
Then since (2.31) is satisfied for ¢(A), we conclude because € is arbitrary (see also
[35, Th.5.1]). O

It is worth pointing out that in Proposition 2.14, thanks to (2.31), |T| € L?(A, my)
holds if and only if |T|p € LP (A, my) holds.

2.6 Non-collapsed RCD Spaces

Let us recall a nicer subclass of RCD spaces, so-called non-collapsed RCD spaces,
introduced in [23, Def.1.1]. The following definition is motivated by seminal works
on non-collapsed Ricci limit spaces in [16—18], in particular in [16, Th.5.9]. Fix K €
R, N €[1, 00).

Definition 2.15 (Non-collapsed RCD space) An RCD(K, N) space (X, dx, my) is
said to be non-collapsed if my = H" holds.

Non-collapsed RCD(K, N) spaces have nicer properties over general RCD(K, N)
spaces. Let us introduce some of them:

Theorem 2.16 Let (X, dx, H") be a non-collapsed RCD(K , N) space. Then the fol-
lowing holds.

1. The essential dimension of (X, dx, HY) is equal to N.
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2. It holds that for any x € X,

N
HY (B, (x) _

lim

1. 2.32
r—>0t a)NrN ( )

Moreover, the equality in (2.32) is satisfied if and only if x € Ry holds.

The inequality (2.32) is sometimes referred as the Bishop inequality. See [23, Th.1.3
and 1.6]. It is worth pointing out that a quantitative version of the rigidity part of the
Bishop inequality is also satisfied as follows, where dgH, dpmGH denote the Gromov-
Hausdorff, pointed Gromov-Hausdorff distances, respectively.

Theorem 2.17 (Almost rigidity of Bishop inequality) Let (X, dy, H") be a non-
collapsed RCD(K, N) space and let x € X. If

N(B
R 1‘ <e (2.33)
WwNT
holds for some €,r € (0, 1), then
dgu(Br/2(x), B, 2(0n)) < W(e, r; K, N)r (2.34)

and

domGH ((X, Yy, x, HY), RN, dgw, Oy, HN))
< W(e, t/r,r; K,N), Yte(0,1) (2.35)

hold. Conversely if
dGH(B; (x), B-(Oy)) < er (2.36)
holds for some €,r € (0, 1), then

HY (B, (x))

N 1‘ < W(e,r; K, N) (2.37)
wWNTF

is satisfied.

See [23, Th.1.3 and 1.6] for the proof (see also [6, Prop.6.5]).

Finally let us end this subsection by giving the following convergence result proved
in [23, Th.1.2] (see [16, Th.5.9] with [20, Th.0.1] for the corresponding results on Ricci
limit spaces).

Theorem 2.18 (GH implies mGH) Let (X;, dx,, HN x;) be a sequence of pointed
non-collapsed RCD(K , N) spaces. If (X;, dx;, x;) pointed Gromov-Hausdorff con-
verge to a pointed complete metric space (X, dy, x), then

HN (B, (z:)) — HN (B (2)) (2.38)
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holds for any r € (0, 00) and any z; € X; — z € X.

2.7 Heat Kernel

Let (X, dx, my) be a finite dimensional RCD space. In order to give precise estimates
below, we assume that it is an RCD(K, N) space with K € R and N € [1, o0).

Then the heat kernel px(x, y,t) of (X, dx, my) is determined by the continuous
function px : X x X x (0, 00) — R satisfying

h,f(x):/Xf(y)px(x,y,t)dmx(y), VfeL*(X, my), VxeX. (239)

The sharp Gaussian estimates on px proved by Jiang-Li-Zhang [55, Th.1.2] is as
follows; for any € > 0, there exists C = C(K, N,¢€) € (1, c0) depending only on
K, N and € such that

—C_l ex <——dX(x’ Y’ - Ct)
mx(B; (o) P\ =

2
< px(x,y,1) < dx@ 07 Cz> (2.40)

S
my (B ;(x)) 4+ e

forallx, y € X andany? € (0, 1]. Combined with the Li-Yau inequality [28, Cor.1.5],
[54, Th.1.1, 1.2 and 1.3], (2.40) implies a gradient estimate [55, Cor.1.2]
) [ ca—— ( dx(x, »)* +Ct)
XX, Yy, B — e ———
PO iy B P\ @t
formy —ae.x e X (2.41)

for any + > 0, y € X. Note that the gradient estimate (2.41) is also satisfied if we
replace the minimal relaxed slope in the LHS of (2.41) by the asymptotically Lipschitz
constant (cf. [40, Prop.1.10]) because of the continuity of the RHS of (2.41).

From now on we assume that (X, dy) is compact. Then since the inclusion
H'2(X,dy, my) < LZ(X, my) is a compact operator (cf. [44, Th.8.1]), we know
that the (minus) Laplacian — A admits a discrete positive spectrum

0=2f <2f<rf < > 400 (2.42)

counted with multiplicities. Denote by (pix corresponding eigenfunctions of kf with
||gol.X ;2 = 1 and recall that {goiX}i is an L2-orthogonal basis of L?(X, my) and that
each ¢ is Lipschitz.

It is well known that the following expansions for px hold

pxy. =Y e oX X (y)  inCX x X) (2.43)

i=0
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for any t > 0 and

X .
pxCoy, )=y e (ye}  in HY2(X, dx, mx) (2.44)

i>0
for any y € X and ¢ > 0. Combining (2.43) and (2.44) with (2.41), we know that
ol < COONA, NIVE Sl < COHNFA ) = C71N, (2.45)

where C := C (d,K,N) € (1, 00) and d denotes an upper bound on the diameter of
(X, dy) (cf. the appendix of [6]).

2.8 Pull-Back by Lipschitz Map into Hilbert Space

Let (X,dyx, myx) be a finite dimensional RCD space whose essential dimension is
equal to n and let A be a Borel subset of X. We start this section by recalling Lebesgue
points;

Definition 2.19 (Lebesgue point) Let f € LY (X, my) with p € [1, co). We say that

loc
x € X is a p-Lebesgue point of f if there exists a € R such that

. _ P J—
rlg% mx (B-(x)) Jp, ) 7 O) = alf dmx() =0.

The real number a is uniquely determined by this condition and denoted by f(x) (we
omit the p-dependence). The set of all p-Lebesgue points of f is Borel and denoted

by Leb, (f).

Note that the property of being a p-Lebesgue point and f(x) do not depend on
the choice of the versions of f, and that x € Leb,(f) implies mx (B, (x)~! fB,(x)

[ f (V)P dmyx — [f(x)|? as r — 0. It is well known (e.g., subsection 3.4 of [46])
that the doubling property ensures that mx (X \ Leb,(f)) = 0, and that the set {x €
Leb,(f) : f(x) = f(x)} (which does depend on the choice of representative in the
equivalence class) has full measure in X, so-called Lebesgue differentiation theorem.
When we apply these properties to a characteristic function f = 14, we obtain that
my-a.e.x € Aisapoint of density 1 for A and my-a.e. x € X\ A is a point of density
0 for A, namely, the set

. Lo my(Br(x)NA)
Leb(A) := {x € A; rl_l)l'{)l+ —mX(Br S } (2.46)
satisfies
my (A \ Leb(A)) = 0. 2.47)

@ Springer



Sobolev Mappings Between RCD ... Page 23 0f87 272

Lebesgue points can be understood as metric “measure” density points. In fact, (2.47)
implies

Leb(A) C Den(A). (2.48)

Definition 2.20 (Pull-back) Let (H, (-, -)) be a separable real Hilbert space and let
f A — H be aLipschitz map. The pull-back by f, denoted by f*gp, is defined by

frew = dfi®dfi, inL*(TH®*(A, dx, my)), (2.49)
i=1

where f = )72, fie; for some orthonormal basis {e;}; of H. This does not depend
on the choice of {¢;}; with

o0
|fgnl(x) < D 1dfiP(x) <nL?  for mx —a.e. x € A, (2.50)
i=1
whenever f is L-Lipschitz.

See [6, Lem.4.8 and Prop.4.9] for the detail.

Lemma2.21 Let f : A — RF be a Lipschitz map, let € € (0, 1) and let ® : f(A) —
R! be a (1 + €)-bi-Lipschitz embedding. Then for mx-a.e. x € A,

(1+6) 2 frgpe < (@o fgm < (1+6)%f*gpe, (2.51)

that is, forany V € L*(T (A, dx, my)),

(1407 [ Fgm(v.v)dmy
A
< /(CD o f*gm(V,V)dmy < (1 +e)2/ frepe(V, Vydmy. (2.52)
A A
In particular, for mx-a.e. x € A,

(o f) gp — [gre| (x) < C(m)e | f*gpe| (x). (2.53)

Proof Let us divide the proof into the following two cases.

Case 1; (X,d, m) = (R"?, dgn, H").

Kirszbraun’s theorem states that there exist Lipschitz maps f :R" - RFand
@ : R — R’ such that ® is (1 + €)-Lipschitz, that f|A = f and that <i>|f(A) = .
Fix x € Leb(A) where both f and ® o f are differentiable at x. Recall that for any
v € R" we have
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k k
TP IRe =D ([de fi)* =D (de fi())? (2.54)
i=1

i=1
and
. ~ 1 B _ 1
7@ o0 PG =D ([de(@i 0 /) =D (de(@i 0 fH())*,  (2.55)
i=1 i=1

where J( ), J(® o f) denote the corresponding Jacobi matrices, f = (fi)i, ® =
(®;);, and we used the locality of the exterior derivative. Let us prove

(@ o H)vlg < (1+ ) (f)(x)v]gk. (2.56)
By the differentiability of f at x for any 8 € (0, 1), we know

f J(H ) + o(1]).

X + ,,;U = f(_x) + %
[J(f)X)v|ge + 8 |J(f)(x)v|ge + 8
(2.57)

In particular,combining this with the (1 4 €)-Lipschitz continuity of ® implies that

~ ~ t ~ ~
® +— ]| -
(f (x ()00 vl + 6v)> e

D@
I (H) @) vlg +8

-1
It

<(1+e +o(1). (2.58)

Thus letting ¢+ — 0 and then letting § — 07 in (2.58) with the differentiability of
® o f atx show (2.56).

Then applying the above argument for the maps ® o f : A — R/, &~!
®(f(A)) — R¥ shows that for H"-a.e. x € R, and for any v € R"

k l k
A+6)72) ([ fiw)? =Y (de(@i0 HO)* = A+ )7 Y (de fi()?,
i=1 i=1 i=1

(2.59)

which completes the proof of (2.52).

Case 2; general (X, dx, my).

For the general case, forany § € (0, 1) we find a (1£6)-bi-Lipschitz rectifiable chart
¢ A — R of (X, dx, my) (see Theorem 2.7 for the definition of rectifiable charts).
Then applying (2.51) for ¢(A N A) completes the proof because of the arbitrariness
of §. O
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Corollary 2.22 Lete € (0, 1) andlet f : A — R¥ be a (1+€)-bi-Lipschitz embedding.
Then

|f*g]Rk — gX| (x) < C(n)e, formyx —a.e x € A. (2.60)

Proof It follows from Lemma 2.21 that (2.60) holds if (X, d, m) = (R”, dr+, H").In
general case, the same argument as in the Case 2 of the proof of the lemma allows us
to conclude. O

Similarly,we have the following which gives a geometric meaning of the pull-back;

Proposition 2.23 Ler f : A — RX be a Lipschitz map. Then

Lipf(x) = (|f*ng|B (x))l/z, form —a.e x € A. (2.61)

In particular,
Lipf(x) < (| f*ere| (0))", form —ae x € A. (2.62)

Proof As in the proof of Lemma 2.21, it is enough to consider the case when
(X,d,m) = (R",drs, H") (note that (2.62) is a direct consequence of Proposi-
tion 2.14 with (2.61)).

Applying Kirszbraun’s theorem, we can find a Lipschitz map f : R* — R¥ with
fla = f. Then since

1/2

k
> dfix) @ dfi(x)

i=1

Lipf(x) = (2.63)

B

holds for any differentiable point x of f = ( fi),-, we see that (2.61) holds for any
x € Leb(A) which is also a differentiable point of f because of Proposition 2.2 with
(2.48). Thus we conclude because of (2.47). O

2.9 Embedding into L2 via Heat Kernel/Eigenfunctions

Let (X, dx, my) be a finite dimensional compact RCD space whose essential dimen-
sion is equal to n. Then for any ¢ € (0, co) the map CDZX : X — L%(X, my) (we will
use the simplified notation @, instead of using ®X below) defined by

@;(x) := (z > px(x,z,1)) (2.64)
is Lipschitz and gives a topological embedding to the image ®,(X). Fix an L>-
orthonormal basis {(pl.X}i associated with (2.42), namely, A xq)iX + )LiX goiX = 0 and

||goix||Lz = 1 are satisfied. Then for the canonical isometry ¢ : L?(X, my) — £> via
{¢}i, we have
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(1) = o by () = (Mg (x))j:l . (2.65)

Moreover,it is proved in [6, Prop.4.7 and Th.5.10] that the pull-back g, := ®}g;> can
be written by

o= / depa 2. 0) ® dyp(-, 2, 1) dmy (2)
X

=" e PdpX @ dgf, (2.66)

1

that rmy (Bﬁ(-))gt LP-strongly converge to ¢, gx for any p € [1, 0c0), where ¢, is a
positive constant depending only on n, and that

th(Bﬁ(~))g, (x) <C(K,N) <oo, formy —ae.xeX, (2.67)
if (X, dx, my) is a compact RCD(K, N) space and ¢ € (0, 1).

2.10 Convergence

In this section, we will discuss several convergence results.

2.10.1 Uniform Convergence

We discuss the convergence of maps into 2= {(a)2; ai €R, 221 (ai)? < oo}.

Proposition 2.24 Let

(X;.dx,) B (X, dy) (2.68)

be a Gromov-Hausdorff convergent sequence of compact metric spaces, let L € (0, 00)
and let ®; = (¢; j)j : Xi — 02 be a sequence of L-Lipschitz maps. Assume that the
following two conditions hold;

1. we have sup;cy x,ex; 1P (xi) |2 < 0oy
2. forany € € (0, 1), there exists | := l(€) € N such that

sup Y i j(vi)? <€ (2.69)
i,y €X; j>l

holds.

Then after passing to a subsequence, there exists an L-Lipschitz map ® : X — >
such that ®; converge uniformly to ® on X, namely, {®;}; is equi-continuous and
®; (x;) — P(x) holds whenever x; — x € X.
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Proof Since the sequence {¢; ;}; has auniformly convergent subsequence foreach j €
N, after passing to a diagonal process, there exists a sequence of Lipschitz functions
@; on X such that ¢; ; converge uniformly to ¢; on X for each j. With no loss of
generality, we can assume that ®; (x;) = 0 holds for a convergent sequence x; € X;
to x € X. For any / € N and any convergent sequence y; € X; — y € X, we have

! 1/2 ; 1/2
e = dim D e 00
j=1 ' j=1
- 12
<tlimsup [ Y "¢ ;)7 | < Ld(x, ), (2.70)

i—00 j=I
where we used the L-Lipschitz continuity of ®; in the last inequality of (2.70) with
®; (x;) = 0. Letting [ — oo in (2.70) shows that the function ® := (¢;); from X to
€2 is well defined. It is easy to check the pointwise convergence of ®; to ® by (2.69).
Thus the L-Lipschitz continuity of ® comes from that of ®;. Moreover,it is easy to
check the desired uniform convergence. O

Remark 2.25 In the above theorem, the assumption (2.69) is essential. Actually a
sequence of maps ®; from a single point {p} to £> defined by

i

——
®;(p) := (0,0,...,0,1,0,...) @2.71)

has no pointwise convergent subsequence. This reason comes from the fact that a
subset A of ¢ including 0 is relatively compact if and only if for any € € (0, 1), there
exists [ € N such that

sup ijz <€ (2.72)
xeA >l

holds, where x = (x;);. In connection with this observation, we can easily check that

GH GH
for two Gromov-Hausdorff convergent sequences (X;, dx,) — (X, dx), (¥;,dy,) —
(Y, dy) of compact metric spaces, any sequence of equi-continuous maps ®; : X; —
Y; has a uniform convergent subsequence to a continuous map ® : X — Y.

2.10.2 Functional Convergence

Let us fix R € (0,00], K € R, N € [1l,00) and a pointed measured Gromov-
Hausdorff convergent sequence of pointed RCD(K, N) spaces

GH
(Xi. dy,,my,, x) "> (X, dy, my, x). (2.73)
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In this setting, it is well defined that a sequence f; € LP(Bg(x;), my,) LP-
strongly/weakly converge to f € LP(Bgr(x), mx) on Br(x) for p € [1, 00). Note
that Br(x) = X when R = oo. Since it is enough to discuss only on L2-ones for our
purposes, we recall it here (see [4, 5, 10, 33, 48] for the details).

Definition 2.26 (L>-convergence of functions) Let f; € LZ(BR(x,-),le.) be a
sequence of L2-functions on Br(xj) and let f € L2(BR (x), my).

1. We say that f; L?-weakly converge to f on Bgr(x) if sup; 1 fillL2(rix)y < ©©
holds and

/ @ fi dmy, — ¢ fdmy (2.74)
Bgr(xi) Bg(x)

holds for any uniformly convergent sequence ¢; € C.(X;) to ¢ € C.(X) with
uniformly compact supports (namely there exists R > 0 such that supp¢; C
Bpr(x;) and supp ¢ C Bg(x) are satisfied for any 7).

2. We say that f; L2-strongly converge to f on Bg(x) ifitis an L?-weakly convergent
sequence on Bg(x) and lim sup;_, o | fill L2(rx)) = N1/ 11L2(B(x)) hoOldS.

A typical example is that 1p,(y,) L?-strongly converge to 1g.(y) on Bg(x) for all
reO,00)andy; € X; > y € X.
Next we give the definition of L2-convergence of tensors as follows.

Definition 2.27 (Convergence of tensors) We say that a sequence T; € L2((T*)®?
(Br(x;),dx,, mx,)) L%-weakly converge to T € L*((T*)®%(Bg(x),dx, my)) on
Bpr(x) if the following two conditions are satisfied.

Losup; 1Till L2 (x;)) < ©© holds.

2. We see that (7;,df1; ® df2;) L%-weakly converge to (T,df; ® df>) on
Bg(x) whenever f;; € TestF(X;,dy,;, my,) Lz-strongly converge to f; €
TestF (X, dyx, my) with

sup (Il 7. oo x4+ 1V il + 1A% fiill2x) < 00. (2.75)
L]

Moreover, we say that T; L>-strongly converge to T on Bg(x) if it is an L?-weak
convergent sequence on B (x) withlim sup;_, o, [|7; ||L2(BR(x1)) < ||T||L2(BR(x)) holds.

Compare with [6, Def.5.18 and Lem.6.4]. Note that we can easily check the following
by an argument similar to the proof of [4, Th.10.3] (cf. [49, Prop.2.24]).

Proposition 2.28 (Lower semicontinuity of L*-norms) A sequence T; € L2((T*)®?
(Br(x:),dx,, my,)) L>-weakly converge to T € L>((T*)®?(Bg(x),dyx,my)) on
Br(x), then it holds that

lllH_l)élgf 1Tl L2 Brixiyy = T 1122 (BRx)) - (2.76)

@ Springer



Sobolev Mappings Between RCD ... Page 29 of 87 272

Let us give a typical example of L?-weak convergence of tensors. The following
lower semicontinuity of the essential dimensions is already proved in [59, Th.1.5] by
a different way (see also [6, Rem.5.20] and [49, Prop. 2.27]).

Proposition 2.29 ( leoc-weak convergence of Riemannian metrics) Assume R < oo.
Then gy, L2-weakly converge to gx on Bg(x). In particular, the essential dimensions
are lower semicontinuous with respect to the pointed measured Gromov-Hausdorff
convergence.

Note that similarly we can define L2-strong/weak convergence of vector fields with
respect to (2.73) (see also [10, 48]).
Next let us recall the definition of H!?-strong convergence:

Definition 2.30 (H !-?-strong convergence) We say that a sequence of f; € HU?
(Br(xj),dx,, my,) HY2-strongly converge to f € H'2(Br(x),dx, my) on
Br(x) if f; L2-str0ngly converge to f on Bg(x) with lim; oo [V fill 2(gp(xi)) =
IV A2 Bre)-

In connection with Definition 2.30, we introduce a Rellich type compactness result

with respect to measured Gromov-Hausdorff convergence (see [33, Th.6.3], [4, Th.7.4]
and [5, Th.4.2]).

Theorem 2.31 (Convergence of gradient operators) If a sequence f; € H'?
(Br(x;), dx,, my,) satisfies sup; || fi|| 1.2 < oo, then after passing to a subsequence,
there exists f € H'“2(Bgr(x),dx, my) such that f; L*-strongly converge to f on
B, (x) for any r € (0, R) and that V f; L*-weakly converge to V f on Bgr(x). In
particular,

hlrggolf IV fillL2Briyy = IV FlL2Bre) (2.77)

holds. Moreover, if in addition f; H'?-strongly converge to f on B,(x) for some
r € (0, R], then |V f;|* L'-strongly converge to |V f|> on By(x).

Note that in Theorem 2.31 if R < oo, then L>-strong convergence of f; to f
is satisfied on Bg(x), which is justified by using the Sobolev embedding theorem
H'“2(Bg(x),dx, my) = L*N/N=2(Bg(x), mx). See [5, Th.4.2].

The convergence of the heat flows with respect to (2.73) is obtained in [33, Th.5.7]
(more precisely they discussed it in more general setting, for CD(K, 00) spaces under
pmG-convergence). As a corollary, it is proved in [33, Th.7.8] that the following
spectral convergence result holds, which will play a key role later (see [18, Th.7.3 and
7.9] for Ricci limit spaces. Compare with [5, Prop.3.3]).

Theorem 2.32 (Spectral convergence) If (X, dx) is compact, then
A5 v (2.78
;o v 78)

Moreover, for any ¢; € D(Ax) with Axgof +2X

J
‘Pj'(,i' € D(Ay;) such that Axigo;f; + )\;{iq);{’; = 0 holds and that go]X'l H'“2strongly

<p;( = 0, there exists a sequence of

1
converge to goj)-( on X.
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Let us recall the following stability results proved in [5, Th.4.4].
Theorem 2.33 (Stability of Laplacian on balls) Let f; € D(Ax,, Br(x;)) satisfy

SUp([l fill g1.2(Br i)y + 18X, fill L2(Br i) < O°
1

and let us assume that f; L*-strongly converge to f € L*>(Bgr(x), mx) on Br(x) (so
that, by Theorem 2.31, f € H“2(Bg(x), dx, mx)). Then we have the following.

(1) f € D(Ax, Br(x)).
(2) Ay, fi Lz—weakly converge to Ax f on Bg(x).
(3) fi HY2-strongly converge to f on B,(x) for any r < R.

Note that in Theorem 2.33 if R = oo, then the H!'-2-strong convergence of f; to f is
satisfied on Br(x) = X. See [4, Cor.10.4].

Finally let us mention that Lf;c-strong (or HIL’Cz-strong, or L{;C-weak, respectively)

convergence means the LP-strong (or H2-strong, or L”-weak, respectively) conver-
gence on B, (x) for any r € (0, 0c0).

2.11 Splitting Theorem

We say that a map y from R to a metric space (Z, dz) is a line if it is an isometric
embedding as metric spaces, that is, dz(y (s), y (1)) = |s — ¢| holds for all 5,7 € R.
Then the Busemann function b, : Z — R of y is defined by

by (x) := lim (r —dz(y (), x)). (2.79)
We introduce now an important result in RCD theory, the so-called splitting theorem,

proved in [29, Th.1.4].

Theorem 2.34 (Splitting theorem) Let (X, dx, my) be an RCD(0, N) space with N €
[1, 00) and let x € X. Assume that the following (1) or (2) holds.

1. There exist lines y; : R — X(i = 1,2,...,k) such that y;(0) = x and
/ byby,dmx =0, Vi #j (2.80)
By (x)

are satisfied.
2. There exist harmonic functions f; : X — R = 1,2, ..., k) such that fij(x) =0
and (df;,dfj) = 8;; are satisfied.

Let us put ¢; := by, if (1) holds, ¢; := f; if (2) holds. Then there exist a pointed
RCD(0, N — k) space (Y, dy, my, y) and an isometry

®: (X, dy, my, x) — (Rk x ¥, Jd2 +d2, HE @my, <0k,y>) 2.81)
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such that ¢; = 7; o ® holds, where w; : R x Y — R is the projection to the i-th R
of the Euclidean factor R¥.

Based on this theorem, we define linear functions as follows.

Definition 2.35 (Linear function) Let (X, dx, my) be an RCD(0, N) space. We say
that a function f : X — R is linear if it is harmonic and |V f] is constant.

Theorem 2.34 tells us that any linear function is a constant or the projection of a
Euclidean factor R of (X, dx, my), up to multiplying by a constant. The following
well-known proposition will play a key role later. See [58, Def.3.8] for the definition of
warped product spaces of metric measure spaces, in particular, metric measure cones.

Proposition 2.36 Let (X, dx, myx) beanRCD(N—1, N) space and let C(I)V (X,dx, my)
denote the (0, N)-metric measure cone of (X, dx, my) (then [58, Th.1.1] proves that

C(I)V (X, dx,my) is an RCD(0, N + 1) space). Then any Lipschitz harmonic function

f on C(I)V(X, dy, my) is linear.

Proof A well-known proof of this result is to use the spectral theory with the separation
of variables (see [25, Prop.2.1]). Let us provide another proof here by contradiction.
Compare with the proof of Theorem 4.8.

If not, there exists a Lipschitz harmonic function f on Cév (X, dx, my) such that
f is not linear. Let us denote by R the maximal Euclidean factor of C(I)V (X,dyx, my).
Since C(I)V (X, dx, my) is ascale invariant space, thanks to Theorem 2.33, there exists a
sequence of R; — oo such that Rl._1 (f — f (p)) converge to a Lipschitz harmonic func-
tion F' on C(I)V(X, dx, my), where p denotes the pole of CéV(X, dx, my). Applying
the mean value theorem at infinity proved in [51, Th.5.4] for a bounded subharmonic
function |V f|? with a blow-down argument in [19] shows that F is linear and that
LipF = Lipf holds. Since f is not linear, we have Lip f > 0, in particular F is
not a constant. If in addition F = Zi‘: 1 ai 7w + a4 holds for some a; € R, where
7; denotes the i-th projection to R, then applying [51, Th.5.4] again for a bounded
subharmonic function |V (f — Zf-‘zl a;m;)|* shows that f — Zf: | ai7; is constant. In
particular, f is linear which is a contradiction. Thus we know that F cannot be written
as a linear combination of {7; }le. Since F is not a constant, Theorem 2.34 yields that
Cév (X, dyx, my) has a Euclidean factor R¥*! which contradicts the maximality of k.

O
3 Approximate Sobolev Map
Throughout the section, let us fix
e a finite dimensional (not necessary compact) RCD space (X, dy, my),
e a finite dimensional compact RCD space (Y, dy, my),
e an open subset U of X.
For any A € Rx¢ let
Ey; ={p € D(Ay); Ayp + 1¢ =0}, (3.1
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where (Ey ., || - l;2) is a finite dimensional Hilbert space because the canonical
inclusion from H'?(Y, dy, my) to L>(Y, my) is a compact operator.

Definition 3.1 (Weakly smooth map) A Borel map f : U — Y is said to be weakly
smoothif o f € Hl'z(U, dx, my) holds for any eigenfunction ¢ of (Y, dy, my).

Note that any Lipschitz map from U to Y is weakly smooth if U is bounded. It is
easy to check that the following is well defined because f***gy vanishes if A is not
an eigenvalue of —Ay.

Definition 3.2 (¢-Sobolev map) Let f : U — Y be a weakly smooth map.

1. For any A € Rxq, put
k
frer =Y d@ioH@dof) el (MU dx.my) (2

i=1

and
ey (f) == (f**gy, gx) € L'(U, my), (3.3)

where {p; }i.‘:] is an orthonormal basis of (Ey ;, || - || .2).
2. For any t € (0, 00), f is said to be a t-Sobolev map if

1/ Z e Ml (f) | dmy < oo, (3.4)
2 Ju

reR>g

Then the LHS of (3.4) is denoted by £y.y (f) and called the t-energy of f.
Moreover,the integrand, » AeR-o e M e); (f), is denoted by ey ;(f) and called the

t-energy density of f.

Proposition 3.3 Lett € (0,00) and let f : U — Y be a t-Sobolev map. Then the
t-pull-back of f, denoted by f*gy ;

frevai= Y. e gy e L (TP, dx,my)) (3.5)
reR>g

is well defined. Moreover, it holds that
ey i (f) =<f*gY,t,gX>~ (3.6)

Proof Fix € € (0, 1) and take an eigenvalue A of —Ay with

Z/Ue—zwe’;(f) dmy <e. (3.7)

=i
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Then for any pu; € [A, 00)(i =1, 2),

D e flrgy — N e filkgy

H=p1 H=p2

< Z/ e_zwe’)f(f)dmx <e€
L) K2r
(3.8)

which implies that the sequence {) u<a P gy Jack., 1S a convergent sequence
in L'((T*)®2(U, dx, mx)). Thus (3.5) is well defined and (3.6) holds. o

Note that for a z-Sobolev map f : U — Y, we see that

|freval @) = D7 e frer| ()

reR>o

< > () =eru(fHx), formy —ae.xeU. (3.9)
reR>o

and that if f|4 is Lipschitz on a Borel subset A of U, then
ey, = (@) o f)g» (3.10)

in L®(T*)®2(A, dy, my)).

Theorem 3.4 (Compactness) Let t; — t be a convergent sequence in (0, 00), let
R € (0,00], let x € X, let f; : BR(x) — Y be a sequence of t;-Sobolev maps with

lim inf g0, 7.4, (fr) < o0. 3.11)

Then after passing to a subsequence,there exists a t-Sobolev map f : Br(x) — Y
such that f;(z) converge to f(z) for mx-a.e. z € Bgr(x) and that

lim inf f giey. (f) dmy > f pey.((f) dmy (3.12)
1700 JBRr(x) Br(x)
forany leoc-strongly convergent sequence @; — @ with@; > 0andsup; ||g;| > < oo.

In particular,
1iir2£f EBr), Y.t (fi) = Eprioy.y i (). (3.13)

Proof Let us follow the notation of (2.42). Thanks to (3.11), for each i € N the
sequence {e_’\iy’f' gol.y o fj}; is bounded in H'“2(Bg(x), dx, my). Thus after passing to
a subsequence with a diagonal process, there exists F; € H L2(Br(x),dx, my) such
that e =41 1 ¢! o fj L% -strongly converge to F; on Bg(x) and that qud(e_)‘ry’i Yo f)
L2-weakly converge to ¢d F; on Bg(x). In particular, after passing to a subsequence
again, there exists a Borel subset A of Bg(x) such that mx(Bg(x)\A) = 0 and that
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el ¢! o fj(z) — F;(z) forany z € A. Moreover, by (2.45), we know that Cijz o fj
pointwisely converge to a map ¢ := (F;); : A — 22 on A (recall (2.65) for the
definition of a topological embedding Csz from Y to £2). Since it is trivial that CDfl_z (Y)

Hausdorff converges to CIDfZ(Y) in €2 (see [6, Th.5.19] for a more general result), we

have ®(A) C CI>f2(Y). Thus the map f := (deZ)_1 o®: A — Y is well defined.
Let f(z) := x for any z € Bgr(x)\A. Then it is trivial that f is weakly smooth.
Moreover,since for any € N

1
o o1 Wy
liminf Epgxy,y e, (fj) = h_mlnf—Z/ ld(e ™ "ig) o fj)|2 dmy
j—oo j—oo 2[,21 Bgr(x)

l
1 2
> EZ/ |dF;|? dmy, (3.14)

letting [ — oo in (3.14) shows

. 1 & Ly
00 > liminf Epye.y . (fj) = = D :/ ld(e ™ o o ) dmyx, (3.15)
Jj—>00 2 i1 /B

R(X)

which prove that f is a r-Sobolev map. Finally the L2-weak convergence of
(pjd(e_)‘iythply o f;) L*-weakly converge to pdF; = (pd(e_’\iyt(pl.Y o f) on Br(x)
implies (3.12). O

Next let us recall the definition of Sobolev maps from metric measure spaces to
metric spaces in this setting (see [46, Sec.10] and also [39, Def.2.9]).

Definition 3.5 (Sobolev map) We say thatamap f : U — Y is a Sobolev map if the
following two conditions hold.

1. For any Lipschitz function ¢ on Y,we have p o f € H1’2(U, dx,my).
2. There exists G € L>(U, my) such that for any Lipschitz function ¢ on Y, we have

[IV(po f)l(x) <Lipp-G(x), formy —ae.xeU. (3.16)

Then the smallest Borel function G, up to my-negligible sets, is denoted by G .

It is proved in [37, Lem.3.2] that in Definition 3.5, (3.16) can be improved to
V(g o f)l(x) <Lip,p(f(x))-G(x), formy —ae. xeU. (3.17)

The following property of G  is an easy consequence of (2.45).

Proposition 3.6 (Sobolev-to-Lipschitz property for Sobolev map) Let f : U — Y be
a Sobolev map and let L € [0, 00). Then the following two conditions are equivalent.
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1. The map f has locally Lipschitz representative with

dy (f(x), f(¥)) = Ldx(x,x) (3.18)

forall x,x € U withdx(x,x) < dx(x,dU).
2. We have G (x) < L formy-a.e. x € X.

Proof Since one implication is trivial, it is enough to check the implication from (2) to
(1). Assume that (2) holds and that (Y, dy, my) is an RCD(K, N) space. Let us first
check that f admits a continuous representative. Fix ¢ € (0, 1),/ € N and consider the
truncated map @ : ¥ — R/ of ®! : ¥ — L2(Y, my) as in the introduction, namely;

[
o) = (el 1) _ - (3.19)

Then the local Sobolev-to-Lipschitz property for functions [40, Prop.1.10] (or a tele-
scopic argument with the Poincaré inequality) ensures that Cbi o f has a locally
Lipschitz representative F,l . Moreover,by (2.45), we have for my-a.e. x € U

LipF! (¥) = |(F})* g

x)
B
= |(Fh e | )

< )(ﬂbf o f)*gre

1

Y

< § :e—ZAiz
i=1

(x)

2 oo
dig! o )| () =12Y e Lipg! = C(L. K. N.0).

i=1

(3.20)

Then it follows from a telescopic argument with [46, Th.8.1.42] that F,l is a locally
C(L, K, N, t)-Lipschitz. In particular, thanks to Arzeld-Ascoli theorem with (2.45),
after passing to a subsequence {;};, there exists a locally Lipschitz map F, : U — £>
such that F,li converge uniformly to F; as i — oo on any compact subset of U,
where we used immediately the canonical inclusion R/ < ¢2 by v > (v, 0). By the

construction of F;, the image is included in <I>f2(Y ). Thus the continuous map f; :
U — Y defined by f; := (<I>fz)_1 o F; provides the desired continuous representative

of f.

Let us use the same notation f as the continuous representative for brevity. Fix x €
U and take a 1-Lipschitz map d¢(,) : ¥ — R defined by dr()(y) := dy (f(x), y).
Applying (3.16) for this 1-Lipschitz map shows

|V(df(x) o fIz) £Gr(z) <L, formy —ae.zeU. 3.21)

Thus the local Sobolev-to-Lipschitz property [40, Prop.1.10] for the function d ¢y o f
with (3.21) and the continuity of d 7(,) o f yields that
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|(dri) 0 )@ — (df) o FHw)| < Ldx(z, w) (3.22)

for any z, w € U with dx(z, w) < dx(z,dU). In particular, for any X € U with
dx(x,x) <dx(x,0U),

dy (f(x), f(®) = (dfe) 0 HE) = [d @) 0 Hx) = (df@) o HE)] < Ldx(x, )
which completes the proof. O

We are now in a position to give another definition of Sobolev maps via the heat kernel.

Definition 3.7 (0-Sobolev map) A Borel map f : U — Y is said to be a 0-Sobolev
map if it is a t-Sobolev map for any sufficiently small ¢ € (0, 1) with

lim sup/Utmy(Bﬁ(f(x)))ey,t(f) dmy(x) < oo. (3.23)

t—0t

Let us provide a relationship between Sobolev maps and 0-Sobolev maps.

Proposition 3.8 (Compatibility, I) Any Sobolev map from U to Y is a 0-Sobolev map.
In particular, any Lipschitz map from U to Y is a 0-Sobolev map if U is bounded.

Proof Let f : U — Y be a Sobolev map. Since forallx e U,z € Y, t € (0, 00)

pr(fe.z.n =Y e Mol (f)e! ). (3.24)

we have

depy (f@). 2.0 = Y e Mgl (de (o] (f()) in LAT*(U, dy. mx)) (3.25)

because the inequalities (2.45) and (3.16) imply that the equality (3.24) is satisfied in
H'2(U, dy, my) for fixedz € ¥, t € (0, 00). Thus

dpr(f(-x)v Z, t) ® prY(f(-x)! <, t)
= YT H Y (26 () (0f (f (1)) @ di (0] (F (),
i,j

in L'(T*®%(U, dx, my)). (3.26)

Integrating this (as the Bochner integral) over Y with respect to z yields

fy Ay py (£ (), 28) ® Ay py (£ (0), 2. 1) dmy (2)
=" p! (f (1)) @ de(9) (f (1)) (3.27)
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In particular, by the Gaussian gradient estimate (2.41), we have for my-a.e. x € U

> e dy (! (fNP = < /Y depy (f(x),2,1) ® depy (f (x), 2, 1) dmy (2), 8X>

/Y Id. py (f (x), 2, D> dmy (2)

CG f(x)? —2dy (f (x), 2)*
< . / exp | ———— ) dmy(2)
tmy (B ;(f(x))* Jy S5t

CGf(x)?
= tmy (B (f ()

(3.28)

where we used (3.17) and Cavalieri’s formula (e.g [6, Lem.2.3]). In particular,

lim sup /U rmy (B (£ (00)) D e 2|y (¢ (f (o)) 2 dmy (x) < 00 (3.29)

t—0t

which completes the proof. O

It is worth pointing out that in the proof of Proposition 3.8 we immediately proved the
following result.

Proposition 3.9 Let f : U — Y be a Sobolev map. Then we see that py (f (), z,t) €
H"“2(U,dx, mx) holdsforallz € Y, t € (0, 1) and that the map L (T (U, dx, my)) x
L®(T (U, dy, myx)) — [0, o0) defined by

V1, Va) > fY /U Ay py (), 2 OV - Ay py (£ (x), 2. 0)(Va) dmy (x) dmy (2),

(3.30)
defines an element of L' ((T*)®?(U, dx, my)). This element is denoted by
/Y depy (£, 2,0 ® depy (f (1), 2, 1) diny (2). (3.31)
Then we have
/Y depr (f (), 2.1) ® dypy (£ (1), 2. 1) dmy (2)
= Ze—”f "di (@] (f(x)) ® di (9] (F(x))) (3.32)

with a pointwise estimate of the density
tmy (B ;(f(x))ey (f) < C(K,N)Gy(x)*, formx —ae.x €U (3.33)

if (Y,dy,my) is an RCD(K, N) space.
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By Proposition 3.8, it is natural to ask whether any 0-Sobolev map is a Sobolev map or
not. This will be justified under assuming that the target space is non-collapsed (i.e.,
my = H") and that the image of f is included in a “weakly smooth subset of ¥
up to a my-negligible set (Theorem 5.19). In order to give the precise statement, we
need to establish a bi-Lipschitz embeddability of ®; on a most part of Y as in the next
section.

4 (1 + e)-bi-Lipschitz Embedding via Heat Kernel

Throughout the section, let us fix

e KeR,Ne[l,oo)andd, v € (0, 00),
e a non-collapsed compact RCD(K, N) space (Y, dy, H") with H(Y) > v and
diam(Y,dy) < d.

In this setting,the convergence results for g; := @} g;2 stated in Subsect. 2.9 can be
stated as follows:

p
/ ‘gy — cNt(N+2)/2g, dHN =0 “.1)
Y

holds as ¢ — 07 for any p € [1, co) with

‘AN“)/Zg,‘ () <C(K,N,v) <oco, forHN —ae.yey 4.2)
for any ¢t € (0, 1), where g, := (®P;)*g;2 and cy is a positive constant depending
only on N. Recall our notation in Subsect. 2.7, denote by {k}' }i the spectrum of
—Ay counted with multiplicities, and fix corresponding eigenfunctions {(piY}l- with
llo¥ll;2 = 1. Then letting

&, 1= )iV, DL = VAl 43)

shows for any p € [1,00),ast — 0T

B2 = (@) g — gx, in LP((THE2(Y, dy, HY)). (4.4)

Finally for any [ € N, we will also discuss the truncated map Cfbf : Y — R/ defined
by

4 1/2 A
& (y) = (e N oY (y))_ . (4.5)
4.1 Smoothable Point

Our goals in this section are to define a smoothable point of (Y, dy, HNY via the heat
kernel and to prove
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1. almost all points are smoothable (Proposition 4.2),
2. any smoothable point is regular (Proposition 4.3).

Definition 4.1 (Smoothable point via heat kernel) For all €, ¢, 7 € (0, 00), a point
y € Y is an (e, t, 7)-smoothable point if

1

(N+2)/2 N
sup ———— lgy —cnt g|dHY <e. 4.6)
re(OI,)t] HN (B (y) JB,(y) !

We denote by Ry (e, t, T) the set of all (e, ¢, T)-smoothable points. Let Ry (e, f) :=
Ry (e, t,d) (recall that d is an upper bound of diam(Y, dy)). Moreover, for any con-
vergent sequence t; — OV, let us denote by Ry ({t;};) the set of all points y € Y
satisfying

. 1 (N+2)/2 N
lim sup ———— lgy —cnt: gi|dHY | =0, 4.7
i—o0 (rem,oo) HN (B (1)) JB,y) ' ’

in other words,

Ryt = () UM Rrte 1. d). (4.8)

ee(0,1) i j=i

The set Ry ({t;};) is called the smooth part of (Y, dy, HNY with respect to {#;};.

Let us prove that almost all points are smoothable.

Proposition 4.2 For any convergent sequence t; — 07, there exists a subsequence
{ti(j)}; such that HN(Y\Ry({ti(j)}j)) = 0 holds.

Proof If

/ gy — ent VTP 2g [ dHY <€ 4.9)
Y

holds for some € € (0, 1) and some ¢t € (0, 1), then the maximal function theorem
(cf. [45]) yields

_ C(K,N)

HY (Y\Ry<e”2,r>) < 15 f gy — eyt WP 2g 1 dHN < C(K, N)e'/?.
€ Y

(4.10)

Thus thanks to (4.1) with this observation, there exists a subsequence {f;(j)}; such
that

[ ter = entlly g 1Y <4t 1Y (YA Ry @) < CkL M2,
Y
(4.11)
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Thus letting 7~?, = Uk ﬂjZk Ry (27]., t,'(.,')) shows 7% C Ry({ti(j)}j) with

HN (Y \7%) = kl_i)rr;OHN Y\ m Ry, li(j))
Jj=k

< kILH;OZHN (Y \ Ry (277, ti(j))) =0,
Jzk
4.12)

which completes the proof. O

Proposition 4.3 There exists a constant §y € (0, 1) depending only on N such that if
either

1
liminf ————— lgy — entNTD2g 1 dHN < sy (4.13)
r—0t HN(B.(v) J5,0) '

or

1
liminf ————— — ntHN (B /(- dHN <5 4.14
lrgg)rl HN(Br(y)) B, (y) |gY o ( \/;( ))gt| = ( )

is satisfied for somet € (0, 00), then y is an N -dimensional regular point. In particular,
we have

Ry(n,t,7) C Ry, Vi, YT € (0, 00). (4.15)

Thus Ry ({t;};) C Ry for any convergent sequence t; — 0.

Proof We give only a proof in the case when (4.13) is satisfied because the proof in
the other case is similar. Fix § € (0, 1) which will be determined later. Let €y denote
the LHS of (4.13) and assume €y < 8. Take a minimizing sequence r; — 0T as in the
LHS of (4.13), and find / € N with

o0
N+2)/2 —oY Y2 d—¢€o
entNt2/ ZH:le Hldg) 170 < - (4.16)
1=

where we used the inequality (2.45) in order to get the existence of such an /. Thus
we have

!
gy — eyt V22 Zefzx}’zd%y ®dp! [dH" <

i=1

. 8+ €o
lim sup ————— _—
i—00 H (Br; (y)) By (y) 2

(4.17)
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After passing to a subsequence,we have

GH
(Y,r.ldy,Hledy,y) P (1 dry HY,0,) (4.18)

r
J

for some tangent cone (7, Y, dz,y, H", 0,) of (Y, dy, H") at y. Let us define func-
tions on (Y, r;ldy) by

B C}V/Z,(N+2)/4E—A,Yt - 1
Qi j = @i

_— YauV ). 4.19
HY (B, ) b, 0 @19

rj

Thanks to Theorem 2.33 with local (2, 2)-Poincaré inequality, after passing to a sub-

sequence again, there exists a family of Lipschitz harmonic functions {p; }521 onTy,Y
such that g; ; Hlt’f—strongly converge to ; on 7y Y. Since (7yY, dr, v, HN, 0y) is the
metric measure cone over a non-collapsed RCD(N — 2, N — 1) space [23, Prop.2.8]
(see also [22, Th.1.1]), Proposition 2.36 shows that any Lipschitz harmonic function

f onTyY is linear. Note that (4.17) implies

1
HN (B1 (Oy)) B1(0y)

l
_ _ §+e€
gry — »_dg; ® dg; [ dHY < 5 0 (4.20)

i=1

Let us denote by m the maximal dimension of the Euclidean factor R”* coming from
{Ei}ﬁzl. Then 7Y is isometric to R™ x Z for some non-collapsed RCD(K, N — m)
space (Z,dz, HN=™). If Z is not a single point (that is, m < N), then (4.20) with
Fubini’s theorem yields

1

| | dHme
V(B (2)) 3,0

5 + €0)C
< @ <5Cy 4.21)

where Cy is a positive constant depending only on N. Since the LHS of (4.21) is equal
to (N — m)‘/2 > 1 and the RHS is smaller than 1 if § is smaller than 1/Cy, which is
a contradiction. Thus Z must be a single point. In particular, we know

HYB () _ . MY B ()

im ———— = lim —————— =1, 4.22
r—0t HN(B,(On))  i—oo HN (B, (ON)) @22
which completes the proof because of Theorem 2.16. O

4.2 Locally Bi-Lipschitz Embedding
In order to establish a bi-Lipschitz embeddability of ®; on a large part of Y, we need a

quantitative estimate for a Gromov-Hausdorff distance as follows (see the beginning
of this Sect. 4 for the setting).
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Proposition 4.4 Foralle € (0, 1)andt € (0, 00), there existsry :=ro(e, K, N,d,t) €
(0, 1) such that if for some r € (0, ro) the following

1

m o) lgy — ent ™D 2g | dHN < € (4.23)
r - (Y

holds and that (Y, r~'dy, y) is ro-pointed Gromov-Hausdorff close to (RN, dpw~, On),
then the map ®,| B, (y) gives a 3er-Gromov-Hausdorff approximation to the image
(B, (v)) which is also 3er-Gromov-Hausdorff close to B, (Oy) ( recall (4.3) for the
definition of ®;).

Proof The proof is done by contradiction. If not, then there exist a sequence of pointed

non-collapsed compact RCD(K, N) spaces (Y;, dy,, HN, y;) with diam(Y;, dy,) <d,

and a sequence of r; — 07 with
1

FV G0 Iy 81~ S a2
ri l yl

and
<Yl,r dyl,H,.d , ) pmGH (]RN,dRN,HN,ON) (4.25)

such that one of the following holds.

(*) <T>,Y i By, () does not give a 3er;-Gromov-Hausdorff approximation to the image
5Yi

(Dt (Bri (yi))~

(%) CD,Y "(By, (yi)) is not 3er;-Gromov-Hausdorff close to B, (Op).

Note that we used Theorem 2.18 in order to get (4.25).
Let us define functions on (Y, dyi) = (Y, rl._ldyl.) by

@i =

Y
C}V/ZI(N+2)/48—Aj t v, 1
ri SOJ

Y 1N
I TAHN ). (4.26)
HN (B, (vi) JB,, () b )

Then (2.45) allows us to define the map ®; : ¥; — £% by ®; := (Ei J)jo More-
over, thanks to Theorem 2.33 and Proposition 2.24 with (2.45), after passing to a
subsequence, there exists a Lipschitz map ® : RY — ¢2 such that the following hold.

e @, uniformly converge to ® = (¢ ,) -, on any bounded subset of RV,

@i H]OC -strongly converge to @; on RV,
Each ¢; is linear.
e The L°°-tensors on Y;

o0
Z dg; ; ® dg; ; (4.27)
Jj=1
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leoc-strongly converge to the L°°-tensor

o0
Dgp =) dp; ®dg, (4.28)
j=1
on RV,
Note

1

o0
_— - dg; ®@dg,|dHY
HN(B1(On)) JB,00) SR Z v vi

j=1
1 oo
—im ———— [ o ey, 2w @ a7 |00t
HN (B (yi)) 700 i=1 '
1 .
= ‘gy,- — eyt NP2l ‘ dHV <e. (429

i N B o)
i—oo H (Bri(yi)) B,l-(yf)

Since |gpy — Zji 1 dy; ® dg ;| is constant because of the linearity of @ ;, by (4.29),
we have |ggy — @ g,2| < € on RY. Thus P isa (1 £ €)-bi-Lipschitz embedding from
RY to £2. Then the local uniform convergence of ®; to ® with (2.4) for ® shows that
for any sufficiently large i, it holds that &),Y g By, (xi) gives a 3er;-Gromov-Hausdorff
approximation to the image which is also 3er;-Gromov-Hausdorff close to B, (Oy),

because ®; is obtained by arescaling and a translation of CTDIY > after “to By, (On). This
contradicts (x) and (xx). O
Theorem 4.5 (Bi-Lipschitz embeddability of ®;) For~all € €(0,1/3),t,t € (0,00)
andy € Ry(e,t, 1), there existsr; € (0, 1) such that ¢t|Br1 (WNRy (e.t,7) i a (113€)-
bi-Lipschitz embedding.

Proof Leté € (0, 1) be asmall number which will be determined later. We can find s¢ €
(0, &) such that (Y, s, dy, y) 8-pointed Gromov-Hausdorff close to (RY, dgn, Ox).
In particular, by Theorem 2.17, we know that

HN (Byy (2))
N

a)NsO

1 -W(@; K, N) < =1+ WV( K, N), VzeBg(y. (430

Applying the Bishop and Bishop-Gromov inequalities yields

HN (B (2)

1 —W(; K,N) < -
WwNS

<14+W¥(; K,N), Vze Bg(y), Vs e (0,s0]
4.31)

Letr; := sé. Then for any s € (0, r1], applying Theorem 2.17 again for the rescaled

space (Y, s71d, Hiv_]d, x) shows that the rescaled space is W (§; K, N)-pointed mea-

sured Gromov-Hausdorff close to (RN , dpw, HN, 0 ~)- With no loss of generality, we
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can assume :11(8; K, N) < rg, where ry is as in Proposition 4.4. Thus Proposition 4.4
yields that ®;|p (y) gives a 3es-Gromov-Hausdorff approximation to the image. In
particular,for any z, w € B, (y) with z # w, letting s := d(z, w) € (0, 1) shows

[@(z) — D (w)ll 2 — dy (z, w)| < 3es, (4.32)

namely
(1 =36)dy(z, w) < [|®;(z) — D;(w)ll;2 < A +36)dy(z.w)  (4.33)
which completes the proof. O

By an argument similar to the proof of Theorem 4.5, we have the following.

Theorem 4.6 Foralle € (0,1/6),6 € (0,¢€),t,7 € (0,00),lety € Ry(e, t, T). Then
there exists ro € (0, 1) such that the restriction of the truncated map Ci>i (Y > R
defined by (4.5) to B, (y) N Ry (e, t, ) is a (1 £ 3(e + 8))-bi-Lipschitz embedding
for anyl € N with

(0.¢]
eyt N2 N il dg) 1 < 6. (4.34)
i=l+1

Remark 4.7 Portegies proved in [68] that for all €, 7,d € (0,00) and any K € R,
there exists 7y := to(n, K, €, 7,d) € (0, 1) such that for any ¢ € (0, #g), there exists
No := No(n,K,e,1t,d,t) € N such that if an n-dimensional closed Riemannian
manifold (M", g) satisfies diam(M", dg) < d,Ric,, > K and inj§,, > 7, where
inj$,, denote the injectivity radius, then for any / € N> y,, the map ®! : M" — R/ is
a smooth embedding with

1( @) gpr — gl < e (4.35)

In particular, we have M" = Ry (€, t) for any ¢ € (0, tp). Therefore, Proposition 4.5
and Theorem 4.6 can be regarded as a generalization of his result to the RCD setting.
Moreover,Propositions 4.3 and 4.12 below tell us that this observation cannot be
extended over the singular set. See also Remark 4.13. A non-smooth example along
this direction can be found in [67, Exam.5.1]. The smooth embeddability part of Cbi in
his result will be generalized to the RCD setting in the next section too after replacing
“smooth” by “bi-Lipschitz”. See Proposition 4.19.

4.3 Characterization of Weakly Smooth RCD Spaces

Our goal in this section is to give a proof of Theorem 1.1. Let us begin with giv-
ing the following rigidity result, where recall that a pointed metric measure space
(W, dw, my, w) is said to be a tangent cone at infinity of an RCD(0, N) space
(Z,dz, my) if there exists a sequence R; — oo such that
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GH
(2. R 'dz, mz(Br, (@) ' mz,2) ST (W dwomww) (436)

holds for some (or equivalently all) z € Z.

Theorem 4.8 Let (Z,dz, myz) be an RCD(0, N) space whose essential dimension is

equal to n, and let ® = (¢;); : Z — €2 be a bi-Lipschitz embedding. Assume that

each ¢; is a harmonic function on Z. Then we have the following.

1. Any tangent cone at infinity of (Z, dz, myz) is isometric to (R", drn, w;lH”, 0,).

2. After relabeling, the map ®" := (¢;)?_, : Z — R" gives a bi-Lipschitz homeo-
morphism.

Proof We follow a blow-down argument in [19] as follows. Fix a sequence R; — 00.
After passing to a subsequence,

GH
(Zi.dz mz,. 2) = (2, Rz mz(Br @) 'mz.2) "5 (W diy myy, w)
(4.37)

holds for some pointed RCD(0, N) space (W, dw, my, w). Let us define functions
on (Z;,dz,) by

1 1
TR, ( T mz(Br @) Jpgo )

Note that it follows from the Lipschitz continuity of ® that each ¢; is a Lipschitz
harmonic function (thus @; ; is too). As already discussed in the proofs of Propo-
sitions 4.3 and 4.4, after passing to a subsequence again, Theorem 2.33 yields that
there exist Lipschitz harmonic functions ¢ ; on W such that ¢ ; Hlf)’cz-strongly con-
verge to @ ; on W. Applying [64, Lem.3.1] for the rescaled space (Z;, dz;, mz,), there
exists ¥; € D(Az) NLip(Z,dz) such that 0 < ; < 1, that suppy; C Bag, (2),
that ; |BRi () = 1, and that R; |V;| + Ri2|AZwi| < C(N). Recall that the Bochner
inequality implies that |V¢;|? is subharmonic. Thus we can apply the mean value
theorem at infinity [51, Th.5.4] to get

lim ———— Vei? dmz = | Veillz~ = Lipgi)?,  (4.39)
R—oomz(BR(2) Jppey sk '
where we used [40, Prop.1.10] in the last equality. The Bochner formula yields

1

2N
[ — |Hess,, |> dmy < —/ Wi |Hess,, |* dmy
HN (B, () Jog o7 HN (Bag, () Jos

2N—l
S N Ao
HY (Bag, () Bag; (2)

Az - (IVg;|* — (Lipg)?) dmy
< 2V7TR20(1) (4.40)
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because of (4.39), where we used the Bochner inequality in the second inequality
above and the last inequality just comes from (4.39). Thus asi — oo

R?

S [Hess,, |>dm; — 0. (4.41)
HN(Bg; (2)) By, (2) R

Therefore applying [4, Th.10.3] with a good cut-off by [64, Lem.3.1], we have
Hessg, = 0. Thus since this implies that [V, | is constant, Theorem 2.34 yields
that each @ is linear.

From now on let us prove

> ldej il < oo (4.42)
j

Take L e [1, 00) satisfying that & is L-Lipschitz, and fix /[ € N. Since Ei =
(Ej,,-)lj:l . Z; — R! uniformly converge to @ = (Ej)lj.:l : W — R on any
bounded subset of W, we know that @ is L-Lipschitz. In particular, combining (2.50)
with the linearity of ¢ ; shows

1
> @117 < nL? (4.43)
j=1

Then the above arguments using the mean value theorem at infinity allows us to
conclude

!
> ldejli7 < oo (4.44)
j=1

Thus letting / — oo in (4.44) proves (4.42).
Then (4.42) easily implies that for any R € (0, 00) and any € € (0, 1), there exists
iop € N such that

Z lg;.l 4 <¢€ VieN (4.45)
L®(Byp ™" (2))

J=io

holds. For reader’s convenience, let us provide a proof of (4.45) as follows. Since the
dz.
average of ¢ ; ; over the unitball is zero, we canfindz; ; € B, % (z) with 9;.i(zj.i) =0.

dyz.
Then for any w € BRZ’ (), recalling |dg;| = |d¢j,i |, we have

[0 w)| =g, (w) =7,z
< |ldgjillLe -dz,(w, zj;) < 2R +2)|de; ;L. (4.46)
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Taking the sum with respect to j > iy, we conclude because of (4.42). In partlcular
thanks to Proposition 2.24, we see that ®; := (@ ;.i)j uniformly converge to D :
(¢ ) j onany bounded subset of W with respect to the convergence (4.37). In partlcular
@ is also a bi-Lipschitz embedding into ¢2. Then we denote by R” the Euclidean
factor coming from {g;};. Theorem 2.34 shows that there exists an isometry from
R™ x W to W for some non-collapsed RCD(0, N — m) space (W, djj, my) such
that @ o ((v, w;) = D o (v, w2) holds for all w; € W(l =1,2) and v € R™. The
bi-Lipschitz embeddability of ® shows that W is a single point. Thus W is isometric
to R™.

Let us prove m = n. The lower semicontinuity of essential dimensions in Proposi-
tion 2.29 shows n > m. On the other hand, after relabeling, with no loss of generality,
we can assume that {g;}7" | is a family of linearly independent linear functions on R™
because of the bi-Lipschitz embeddability of ®. Thus for any i € N>, 1, there exist
a;,j € R(j =0,1,...,m) such that g; = a; 0 + »_7_; a;,j@; holds. Applying the
mean value theorem at infinity [51, Th.5.4] again for |V (¢; — Z']" 1Gi, [P j)|2 shows
that ¢; — Z —1 @i, j@; is constant. From this observation, we know that the truncated
map 3" . Z - R™ is also bi-Lipschitz embedding because ® is. Then Theorem 2.7
proves n < m. Thus n = m. Therefore we have (1).

Finally let us prove (2). By an argument similar to the proof of Proposition 4.4 (cf.
the proof of [49, Th.1.1]), we can check that (Z, dz) is Reifenberg flat, that is, the
following holds.

e For any € € (0, 1), there exists ry € (0, 1) such that
dey (Br(2), B:(0y)) <er, VYZe Z, Vr € (0, r] (4.47)

holds.

In particular, thanks to [16, Th.A.1.2 and A.1.3], we know that Z is homeomorphic to
an n-dimensional manifold. Thus by invariance of domain, ®"(Z) is an open subset
of R”. On the other hand, the bi-Lipschitz embeddability of @" into R" yields that
D" (Z) is a closed subset of R". Thus ®" (Z) = R". ]

Remark 4.9 1t is conjectured that in Theorem 4.8, (Z,dz, my) is isometric to
R", drn, cH") for some ¢ € (0, 0c0). Compare with the next corollary.

Corollary 4.10 Under the same assumptions of Theorem 4.8, if in addition (Z,dz, mz)
is anon-collapsedRCD(0, N) space, then (Z,dz, myz) is isometric to (RN, dpw, HN).

Proof Theorem 4.8 with Theorem 2.18 implies

_ HN(Br(2))

By the Bishop and the Bishop-Gromov inequalities, we have

HN(Br(z)) = xRN, VR € (0, 00). (4.49)
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Then the rigidity for the Bishop inequality [23, Thm.1.6] (e.g., Theorem 2.16) com-
pletes the proof. O

Similarly, we can prove the following.

Corollary 4.11 Let (Z,dz, HNY bea non-collapsed RCD(0, N) space with Euclidean
volume growth, namely

HY (Br(2))
—_— >

0 4.50
R—>oc wyNRN ( )

holds for some (or equivalently all) z € Z. Assume that there exists a Lipschitz map
® = (¢;)i : Z — £ and a subset A of Z such that the following hold.

1. The set A is asymptotically dense in the sense:

o There exist sequences of ¢, — 0, R; — 00, L; — 00 such that By, g,(z) N A
is €; Rj-dense in By, g, (z) for any i,

2. each ¢; is a harmonic function on Z,
3. the map ®|4 is a bi-Lipschitz embedding.

Then (Z,dz, HN) is isometric to (RY, dpw, HM).

Note that in Corollary 4.11, the assumption (4.50) is necessary, for example, consider
Z=S'1)xR,A={p} xRand ®(q,t) =1 € R C £>.
Let us apply the above results to the embedding map ;.

Corollary 4.12 Let A be a subset of Y. Assume that ®;| 4 is a bi-Lipschitz embedding
for some t € (0, 00). Then

Den(A) C Ry 4.51)

In particular, if in addition A is an open subset of Y, then A C Ry.

Proof Fix y € Den(A). By an argument similar to the proof of Proposition 4.3, for
any tangent cone (7)Y, dry v, HN, 0y) of (¥, dy, HNY at y, there exists a bi-Lipschitz
embedding ® = @)2, T, Y — £2 such that each @; is linear. Then Corollary 4.10
shows that (7)Y, dT),y) is isometric to (RY, dpn~ ), which completes the proof. O

Remark 4.13 1Itis known that there is a non-collapsed sequence of Riemannian metrics
gi on S? with non-negative sectional curvature such that the Gromov-Hausdorff limit
space (X, dy) is compact and that the singular set S of X is dense. See the example (2)
of page 632 in [66]. In particular, (X, dy, H?) is a non-collapsed compact RCD(0, 2)
space. Then Corollary 4.12 tells us that for any ¢ € (0, 00) the restriction of ®X to S
is not locally bi-Lipschitz.

From now on let us discuss the implication of a local bi-Lipschitz embeddability of
®, on an estimate on |gy — cyt NV T2/ 2g,|;
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Proposition4.14 For all c¢,t € (0,00) and € € (0,1), there exist rp =
rm(c,e, K,N,t,d,v) € (0,1), &g := 8o(c,e, K, N,t,d,v) € (0,1) and Ly :=
Lo(c,e, K, N,t,d,v) € (1,00) such that for some y € Y, some r € (0, r2], some
L € [Lo, 00), some cr-dense subset A of Br,(y) satisfying that d~>,|A givesa (1 te¢)-
bi-Lipschitz embedding, we have

1

W(y)) 5O |gX — CNI(N+2>/281| dHN < Zﬁe (452)
r ry

Proof The proof is done by a contradiction. If not, there exist a sequence of pointed
non-collapsed compact RCD(K, N) spaces (Y;, dy,, HN, y;) with diam(Y;, dy) <d
and HN (Y;) > v, sequences of r; — 07, 8; — 0%, L; — oo and a sequence of cr;-
dense subset A; of By, (y;) such that &DIY "| 4, gives a (1 £ €)-bi-Lipschitz embedding
and that

1

By o) I, ¢ )|8Y[ — entNVFD26Y aHN > 2/ Ne. (4.53)
ri \J1 ry Wi

Note that the sequence of {(Y;, dy,, HN )}; is uniformly Ahlfors regular, that is,

Ci(K,N,d,v)rN
< HN(By(zi)) < C2(K,N,d,v)rN, Vi, ¥z € Yi, Vr € (0,d]. (4.54)

After passing to a subsequence, we have

GH
<Y,- rfldy;,HiY]dy_,y,) Bz d 1Y 2 (4.55)

[

for some non-collapsed RCD(0, N) space (Z, dz, H™) which has Euclidean volume
growth because of (4.54). By an argument similar to the proof of Proposition 4.4,there
exists a Lipschitz map ® : Z — £2 such that rescaled maps of ® ty " uniformly converge
to ® = (¢;)i on any bounded subset of Z and that each ¢; is harmonic. Moreover,we
can find a 2¢-dense subset A of Z satisfying that for any a € A,there exists a sequence
of a; € A; such that ¢; — a.In particular,$| A is a (1 &£ €)-bi-Lipschitz embedding.
Thus Corollary 4.11 shows that (Z, dz, H") is isometric to (RY, dgw, HV). In par-
ticular each @; is linear. Thus it follows from the (1 & €)-bi-Lipschitz embeddability
of @ and the linearity of @, that

lgrn — @ gp2lp <€ (4.56)
holds on RY. Thus
1 .
lim ——— ’ et N2 X | g N
i—oco HN (B, (x1)) Ji,. (x;) s en 8
1 _
=— gpy — @ gl dHY < V/Ne, (4.57)
WN JBi(0n)
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where we used Proposition 2.14. Then (4.57) contradicts (4.53). O

Theorem 4.15 Let A be a Borel subset of Y and lettj — 07 be a convergent sequence.
Ifforanye € (0, 1), there exists iy € N such that d~>,j |a is alocally (1£e€)-bi-Lipschitz
embedding for any j € Nx;,, then

N+2)/2
lgy — ent " TP gl 1o cay — 0. (4.58)

Proof Let € € (0, 1) and take ip € N as in the assumption. Fix j € N;, and take
y € A. Then there exists r3 := r3(y) € (0, 1) such that CTD,].llg,3 (mna is a (1 & €)-bi-
Lipschitz embedding. Then applying Proposition 4.14 for all z € B,;2(y) N Leb(A)
and sufficiently small r € (0, r3/2), there exists r4 € (0, 1) such that

1 (N+2)/2 N
o lgy —cnt; g1 dH
HN (B, (2) [, ) J “

< 2v/Ne, Vr e (0,r4), ¥z € Brya(y) N A. (4.59)

In particular, Lebesgue differentiation theorem yields

N+2)/2
gy — CNt](- "/ 8i; 1B, 2 (»na) < 2V Ne. (4.60)

Finding a countable subset {y;}; of A with A C | J; By, (i/4(yi), (4.60) shows

N+2)/2
lgr — ent " P 2g o (a) < 24/ Ne (4.61)

which completes the proof because € is arbitrary. O

Let us prove the converse implication of the above result, under assuming a kind of
uniformity of A.

Theorem 4.16 Let A be a Borel subset of Y and lett; — 0T be a convergent sequence.
Assume that

(N+2)/2
“gX - CNti

8illLay = 0, (i — 00) (4.62)
holds and that for all € € (0, 1) and y € A, there exists r3 € (0, 1) such that

HN (B, (z) N A) B

NGBy | =€ VEeB(NnA Vre Ol (4.63)

holds. Then for any € € (0, 1), there exists ig € N such that &Dlj |aisalocally (1 L£e€)-
bi-Lipschitz embedding for any j € Nx;,.
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Proof Let ¢ € (0,1) be a sufficiently small and take j € N with |gy —
cth(.NH)/ 2g,_j LAy < €. Moreover, fix y € A and take r3 as in the assumption

for €, y. Then by (4.63), forall z € B,,/2(y) N A and r € (0, 3], we have

m st TN tf('NH)/zgfj dH"
- m B N4 v — etV g, [an
+ m s ‘ 2y — ey tj(»N“)/zgzj AN
= % +CK, N, ”)% <C(K,N,v)e (4.64)

which proves that B,,2(y) N A C Ry(C(K, N, v)e, tj, r3/2). Thus Theorem 4.5
completes the proof because € is arbitrary. O

The following is a direct consequence of Theorems 4.15 and 4.16.

Corollary 4.17 Let U be an open subset of Y. Then the following two conditions are
equivalent;

1. Forany € € (0, 1), there exists to € (0, 1) such that |y is a locally (1 £ €)-bi-
Lipschitz embedding for any t € (0, ty).
2. We have
lgy — ent ™2 gl ey = 0, (¢ — 07). (4.65)

Definition 4.18 (Weakly smooth RCD) A non-collapsed compact RCD(K, N) space
(Y,dy, HN) is said to be weakly smooth if as t — 0T

lgy — ent ™22 gl oo (yy — 0. (4.66)

It is worth pointing out that if (Y, dy, HN ) is weakly smooth, then thanks to Propo-
sition 4.3, Y = Ry. In particular, by the intrinsic Reifenberg theorem proved in
[16, Th.A.1.2 and Th.A.1.3], Y is bi-Holder homeomorphic to an N-dimensional
closed Riemannian manifold, where the Holder exponent can be chosen as an arbi-
trary o € (0, 1). Let us now restate Theorem 1.1.

Theorem 4.19 (Characterization of weakly smooth RCD space) The following four
conditions are equivalent.

1. The space (Y, dy, HNY is weakly smooth.
2. We have

lgy — entHY (B (N gLy = 0, (¢ — 0F). (4.67)
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3. For any sufficiently smallt € (0, 1), ®; is a bi-Lipschitz embedding. More strongly,
for any € € (0, 1), there exists ty € (0, 1) such that &)z is a locally (1 £ €)-bi-
Lipschitz embedding for any t € (0, tp].

4. For any sufficiently small t € (0, 1), <I>i is a bi-Lipschitz embedding for any suffi-
ciently large . More strongly, for any € € (0, 1), there exists ty € (0, 1) such that
foranyt € (0, to],there exists lg € N such that Cﬁﬁ is a locally (1 £ €)-bi-Lipschitz
embedding for any | € N>,.

Proof We first prove the implication from (1) to (4). Assume that (1) holds. Take a
sufficiently small € € (0, 1) and find ¢y with

€
lgy — ent VD28 110 < 7 vt € (0, o). (4.68)

Fix t € (0, tp] and find [y with

oo
oy €
ent ™Y e dg] I < 5 (4.69)
i=lo+1

Then Theorem 4.6 allows us to prove that for any y € Y, there exists r4 € (0, 1) such
that ! | B,, (v is a (1 & €)-bi-Lipschitz embedding for any / € N;,. Thus in order to

get (4), it is enough to prove that ¢>£ is injective for any sufficiently large /. If not,
there exist a sequence of /; — oo and sequences of y;, z; € Y such that y; # z; and

& (yi) = Dl (z1) (4.70)

are satisfied for any i. Since Y is compact, after passing to a subsequence, we have
yi = yand z; — zin Y for some y,z € Y. Letting i — 00 in (4.70) shows that
®;(y) = D4(z). Thus it follows from the injectivity of ®; that y = z holds. On
the other hand,applying Theorem 4.6 for y(= z) shows that there exists r, € (0, 1)
such that éi" |B,,(v) 1s injective for any sufficiently large i. Thus y; = z; holds for

any sufficiently large i, which is a contradiction. Therefore &Df is injective for any
sufficiently large [, thus we have (4).

Next we prove the implication from (4) to (1). Assume that (4) holds. Fix a suf-
ficiently small € € (0, 1) and take 7o, t, [y, [ as in the assumption. Corollary 2.22
yields

|l gr — gv|(y) < C(N)e, forHN —ae.yeY. 4.71)

Letting / — oo in the weak form of (4.71) shows that (1) holds.

Since the equivalence between (1) and (3) is justified in Corollary 4.17 by letting
U =Y, itis enough to check the equivalence between (1) and (2). Assume that (1) or
(2) holds. Then Proposition 4.3 shows ¥ = R . By an argument similar to the proof
of Theorem 4.5, we see that HY (B, (-)) / (wnr™) converge uniformly to 1 asr — 0.
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In particular, combining this with (4.2) yields
lentHY (B (g — ent Vg |l ey > 0, > 0),  (4.72)

which completes the proof of the desired equivalence. O

5 Asymptotic Behavior of t(N+2/2¢gy ((f)ast — 0

Throughout the section let us fix

e a finite dimensional (not necessary compact) RCD space (X, dx, myx) whose
essential dimension is equal to n,

e a non-collapsed compact RCD(K, N) space (Y, dy, HV) with diam(Y, dy) <
d <ooand HN(Y) > v > 0,

e a bounded Borel (not necessary open) subset A of X,

e an open subset U of X.

We first discuss Lipschitz maps from A to Y and then discuss 0-Sobolev maps from
U to Y. In this section, the following notion will play a key role.

Definition 5.1 Let #; — 0T be a convergent sequence and let {t;}; be a sequence in
(0, 00). Define

Ryl = () U Rre .. (5.1)

€c(0,1) i j=i

Note that by definition, we have Ry ({#;};) C Ry ({(#;, ti)}i).

5.1 Pull-Back of Lipschitz Map into Smooth Part

Fix a Lipschitzmap f : A — Y.

Proposition 5.2 Assume that f(A) C Ry(e, t,t) N Ry(e, s, t) for some € €
0,1/6),t,t,s € (0,00). Then

(@Y o f)*gr2 — (B o f)*g2| < C(n)e ((ci:f o f)*g2|. formyx —a.e x € A.

(5.2)

Proof Lemma 2.21 and Theorem 4.6 show that for any x € A,there exists r; =
r1(f(x)) € (0, 1) such that for any sufficiently large /,we have

‘(&Di o f)*gr — (®L o f)*gpi

< Cme (] o )" g

, formy —ae.ze f(B,y(f(x). (53)

Letting [ — o0 in (5.3) completes the proof because we can find a sequence x; € A
with A = U; £ By, (£ (f (x0))). mi

@ Springer



272 Page 54 of 87 S.Honda, Y. Sire

Recall Definition 5.1 for the definition of Ry ({(#;, 7;)}i).

PI:oposition 53 If f(A) C Ry({(t;, ti)}i) holds for some {(t;, Ti)}i, then the sequence
(Cbl{ o f)*g;2 is a Cauchy sequence in LP (T*)®?(A, dx, my)) for any p € [1, 00).
The LP-limit does not depend on the choice of {(t;, T;)}; in the sense

o if f(A) C Ry((si, 8;)};) for some {(s;, 8;)};, then

lim (@) o f)*g;2 = lim (®) o f)*g;2, in LP(T*)®*(A, dx, mx)). (5.4)
11— 00 11— 00

We denote by f*gy the limit tensor. Moreover, we see that f*gy € L""((T*)®2
(A, dyx, my)) holds, that

I f*gyllLocay < n(Lip f)> (5.5)

holds and that for any i and for my-a.e. x € (;~; Ry(€, tj, T;), we have

Jj=i
(B 0 )12 — fgr|(x) = Comemin {[ gy (@), [(®] 0 *gral0)] . (5.6)
Proof Fix € € (0, 1). Let

A= Rye.15.t)), Bii={ )" Ryles;,8). (57

jzi jzi

Since A; C Aj+1, Bi C Bj41 with
Jai =B =a. (5.8)
i i

for any § € (0, 1), we can find i € N with myx(A \ (A; N B;)) < §. Proposition 5.2
with (4.2) (recall also (2.50) and (5.3)) shows

I(®] 0 g2 — (@) 0 *gr2llLeang) < CLipf, K, N, v)e, Vj,1 €N
(5.9)

In particular, for any p € [1, c0)

p
dmy

[ 1@} e pre =@ o pr

pr
dmx

2/ (@) 0 frigr = (@) 0 )igy
A\(A;NB)) '

p
dmx

+f ‘(&)Z o f) g2 — (&Dg o f)*g2
A;NB;

< C(Lipf,K,N,v, pymx(A\ (A; N B;)) + C(Lipf, K, N, v)e’myx(A; N B;)
< C(Lipf,K,N,v, p)d + C(Lipf, K, N, v)e’my(A), (5.10)

@ Springer



Sobolev Mappings Between RCD ... Page 550f87 272

which proves that the sequence (d~>,{ o f)*g;2 is a Cauchy sequence in L?((T*)%?
(A, dx, my)) forany p € [1, 0c0). Moreover, letting j — o0 in (5.10) and then letting
€,8 — 07 complete the proof of (5.4). Since forall p € [1, c0) and/ € N

I f*gyllLray = lim (@) o f)*gr2llLeay)
1—> 00
< (mx (AD)!/7 - Tim (B 0 f) g2l a
< (mx(A)"P(1 4 3¢) - n(Lipf)°, (5.11)
letting p — oo in (5.11) proves (5.5), where we used Theorem 4.5 with (2.50) in the
last inequality of (5.11).

In order to prove the remaining statement (5.6), fix i € N. Proposition 5.2 shows
that for all j, k € N>;

|(®F 0 1)"e12 = (@) 0 g1

< Ce (B o )1

. formy —ae.x € (| Ry(e.1j.1)). (5.12)

Jj=i

In particular, letting j — oo and k — oo in (5.12) with (5.4), respectively, completes
the proof of (5.6). O

Next let us discuss on the behavior of pull-backs under compositions of maps.

Proposition 5.4 Let (Z,dy, HN) be a non-collapsed compact RCD(IE', 1\7) space, let
€ €(0,)andleth : f(A) — Z be a Lipschitz map. Assume that the following hold.

1. f(A) C Ry({,t)}i) and h o f(A) C Rz({(si,8i)}i) are satisfied for some
{(@, ©i)}i and some {(s;, 8;)}i.

2. Forall y € f(A), there exists r € (0, 1) such that h|ra)nB.(y) is a (1 £ €)-bi-
Lipschitz embedding.

Then

I(hof)gz— frgxllLeca < Cne. (5.13)

In particular, if (1) and the following condition (3) are satisfied:

3. forall y € f(A) and § € (0, 1), there exists r = r(y) € (0, 1) such that
hl (nB, (y) 1s a (1 £ 8)-bi-Lipschitz embedding;

then

(ho f)'gz= f"gx. (5.14)
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Proof For any fixed sufficiently large i € N, we have

(ho )8z — (D), 0 f)*gp| ()

<Cme, formy—ae.xe( )|/ Ryle1;, 1) NBiyy(f()) (5.15)

Jj=i

for any sufficiently large / € N because of Corollary 2.22 and Theorem 4.6. Then
letting [ — oo in (5.15) completes the proof of (5.13). The equality (5.14) is a direct
consequence of (5.13). O

Recall that a map ® = (¢;); from an open subset U of Y to R is said to be regular if
each ¢; isin D(Ay, U) with Ayg; € L*°(U, HNY. 1t follows from regularity results
proved in [8, Th.3.1] and in [53, Th.3.1] that any regular map is locally Lipschitz.
Note that this observation works for general finite dimensional (not necessary non-
collapsed) RCD spaces (see also the beginning of subsection 7.1 of [49]).

Corollary 5.5 Assume that f(A) C Ry ({(t;, t;)};i) holds for some {(t;, t;)};. Then for
any regular map h from an open neighborhood U of f(A) to R™ with

Ih*grm — gy llLew) < € (5.16)

for some € € (0, 1), we have
l(ho f)*grm — fFgyllLoccay < ®(e; K, N, m,n). (5.17)

In particular, if h*ggrm = gy holds, then

(ho f)'grm = f*gy. (5.18)

Proof 1Tt is enough to check the assertion under the assumption that f(A) is bounded
with f(A) C U. Choose R € [1,00) with i o f(A) C Bgs2(0y). Thanks to
[49, Th.1.1], for all y € U, there exists r := r(y) € (0, 1) such that h|p,(y) is a
(1 £ ®(e; K, N, m))-bi-Lipschitz embedding. Then applying Proposition 5.4 with
(Z,dz, HN) = (Bg(0,,), drm, HV) completes the proof. ]

Let us provide a bi-Lipschitz embeddability of a Sobolev map f, under assuming
some regularity of f.

Corollary 5.6 Let € € (0,1), let f : U — Y be a Sobolev map with f(U\D) C
Ry ({(ti, ti)}i) for some {(1;, Ti)}i and some mx-negligible subset D of U, and let
h: f(U) — R™ be a map. Assume that || f*gy — gxllLeewy < € holds, that h o f
is regular and that for any y € f(U), there exists r € (0, 1) such that h|p,(y) is a
(1 & €)-bi-Lipschitz embeddmg Then for any x € U, there exists v € (0, 1) such that
f|B ) isa (1 £ ®(e; K, N, m))-bi-Lipschitz embedding, whenever (X, dx, my) is
an RCD(K ,N ) space.
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Proof Since || f*gy |l L) < 4/n + € holds, applying Proposition 3.6 and Theorem
5.19 we will give later independently yields that f has a locally (y/n + €)-Lipschitz
representative. Thus it is enough to check the assertion under assuming that both

f) a~nd hof (U~) are bounded. Let x € U. Since the proof of Proposition 5.4 shows
[(ho f)grm — f*gyllLew) < C(n)e, we have

(o f)*grm — gxllLow) < C(n)e. (5.19)

Applying [49, Th.3.4] for h o f with (5.19) yields that for any x € U, there exists
r € (0, 1) such that (h o f)|p,(x) is a (1 &= ®(e; K, N, m))-bi-Lipschitz embedding.
Thus we conclude. O

Remark 5.7 In general, the isometric equation, f*gy = gy, does not imply the local
bi-Lipschitz embeddability of f without a regularity assumption on f. In fact,let
us consider a compact non-collapsed RCD(0, 1) space ([—1, 1], dg, H') and a map
f : [-1,1] — [—1, 1] defined by f(x) := |x|. Then although it is easy to see
f*gr—1.11 = g-1.13, f is not a bi-Lipschitz embedding around the origin. Thus the
regularity assumption in Corollary 5.6 is essential.

We are now in a position to give a geometric meaning of the pull-back.
Proposition 5.8 Assume that f(A) C Ry ({(t;, 7;)}i) for some {(t;, 7;)}i. Then

Lipf(x) = (|f*gy|B (x))l/z, formy —a.e. x € A. (5.20)
Proof Fix a sufficiently small € € (0, 1) and i € N. Find/ € N with
(N+2)/2 - —22Y Y2 €
ent; j;le 7 de] 7 < 5 (5.21)

Then Theorem 4.6 with Proposition 2.2 show

‘Lipf(x) — Lip(®!. f)(x)‘ <Lipf-e, formy —ae x e f\(Ry(e ti,1),
(5.22)

applying Proposition 2.23 for &)fi o f on ffl (Ry (e, t;, 1;)) yields

- 172
Lipf ) = (|} o )"gw |, @) ‘
<C(n)-Lipf-€, formy —ae.x € f_l(Ry(E,ti,‘[i)). (5.23)

Letting / — oo in (5.23) gives

Lips (0 — (| @) o 1rge| )"

<C(n)-Lipf-e, formy —ae.x € f_l(Ry(G, ti, Ti)). (5.24)
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F ' (Ry(e. t;, Tj)), we have

. (x)> 1/2

for any j > i. Thus letting j — o0 in (5.25) with Proposition 5.3 implies

In particular,for my-a.e. x € ) i

< C()-Lipf -e, (5.25)

Lipf(x) — (‘(élyj o f)*gp

Lipf ) = (| £*gr ] )|
<C(n)-Lipf - €, formy —ae.x € ﬂ f_l(Ry(é, tj,tj))  (5.26)

j=i
which completes the proof because € and i are arbitrary. O

Let us introduce the following notion in order to generalize the above observation to
more general maps.

Definition 5.9 (Lipschitz-Lusin map) Let B be a Borel subset of X. We say that a map
F : B — Y is a Lipschitz-Lusin map if there exists a sequence of Borel subsets D; of
B such that my (B\ | J; D;) = 0 and that F|p, is Lipschitz for any i.

Applying Proposition 5.3 to f = F|p,, B = D, shows that the following is well
defined.

Definition 5.10 (Pull-back of Lipschitz-Lusin map) Let B be a Borel subset of X and
let F : B — Y be a Lipschitz-Lusin map. Assume that F(B) C Ry ({(#, ti)};) holds
for some {(#;, 7;)};. Then there exists a unique 7' € LO(T*)®%(B, dx, my)), denoted
by F*gy, such that

(Flp)'gy =T (5.27)

holds on D whenever the restriction of F' to a Borel subset D of B is Lipschitz. Then
define the energy density, denoted by ey (F) € L%(B, my), by

ey (F) :== (F"gy. gx). (5.28)

Moreover,define the energy, denoted by Ep y (F), by
1
EB’y(F) = 5/ €y(F) dmx (S [0, OO] (5.29)
B

Finally we say that F is isometric if F*gy = gx.

Proposition5.11 Let F : U — Y be a weakly smooth map. For all ¢ € (0, 1/6)
and t,t € (0, 00), the restriction of F to F~ ' (Ry(e,t,1))) is a Lipschitz-Lusin
map. In particular, if F(U\D) C Ry ({(t;, ti)}i) holds for some {(t;, T;)}; and some
my-negligible subset D of U, then F is Lipschitz-Lusin.
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Proof Theorem 4.6 yields that there exist / € N and sequences of y; € F(U) N
Ry(e, t, t)and of rp(y;) € (0, 1) satisfying that 535 |Br2(yl-)()’i) is a bi-Lipschitz embed-
ding and that F(U) N Ry(e, t, 1) C Ui By, (y;)(yi) holds. Then it follows from the
weak smoothness of F* with the Poincaré inequality that there exists a sequence of
Borel subsets D; of X such that mx (U \ | J; D;) = 0 and that (go}’ oF)| B; is Lipschitz
forall j € No;and i € N. In particular, &Jﬁ o F is Lipschitz on D;. Then the family
{Dl- NnF-! (Brz(yj)(yj))}i,j proves the assertion. O

Proposition5.12 Let F : U — Y be a weakly smooth map. Assume that F(U\D) C
Ry {(t;, t)}i) holds for some {(¢;, T;)}i and some mx-negligible set D and that

liminf £ " %€y y 1 (F) < o0 (5.30)

i—00
holds. Then F*gy € L'((T*)®*(U, dx, my)).

Proof Propositions 5.3 and 5.11 shows that after passing to a subsequence, we have

|(&>Z o F)*g;2 — Fgyl(x) > 0, formy —ae. x€U. (5.31)
Thus it follows from Fatou’s lemma that |F*gy| is L' on U because of (3.9). O
(N+2)/2

We will discuss the behavior of ¢ Eu,y.;, (F)asi — oo later.

i
5.2 Rademacher Type Result via Blow-Up

Let us first recall the definition of harmonic points of a Sobolev function.

Definition 5.13 (Harmonic point of a function) Let x € X, R € (0, 00], z € Br(x)
and let f € HV2(Br(x),dx, myx). We say that z is a harmonic point of f if
z € Leby(|V f|) and for any (T, X, d7,x, m7,x,0;) € Tan(X, dx, my, z) which is
the measured Gromov-Hausforff limit space of (X, t[_ld x, mx (B, (z))*lmx, z) for
some t; — 07, there exist a subsequence (ti(j))j of (t;); and f e Lip(T; X, dr,x) N
Harm(7; X, d7,x, mz,x) such that the rescaled functions f; ng’cz—strongly con-
verge to f as j — oo, where f; ; is defined by

1 1
o =T T (B d
fat t (f my (B;(2)) B,(z)f mx)

on (X, t 'dy, my(B;(z))"'my). We denote by H(f) the set of all harmonic points
of f.

Next we introduce a similar notion for a Lipschitz function defined on a Borel (not
necessary open) subset A of X. Compare with [6, Def.5.3].

Definition 5.14 (Harmonic point for Lipschitz function defined on Borel subset) Let
¢ be a Lipschitz function on A and let x € Leb(A). Then x is said to be a harmonic
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point of f if there exists a Lipschitz function ® on X such that ®|4 = ¢ and that x
is a harmonic point of ®. It is easy to see that this definition does not depend on the
choice of ®. Thus we denote by H (¢) the set of all harmonic points of ¢.

Applying [6, Th.5.4] for ® as in the above definition, we have the following.
Proposition 5.15 For any Lipschitz function ¢ : A — R, we have myx (A\ H(¢)) = 0.

The following result gives a nonlinear analogue of Cheeger’s Rademacher type theo-
rem [15, Th.3.7].

Theorem 5.16 (Rademacher type theorem) Let f : A — Y be a Lipschitz map.
Assume that f(A) C Ry({(t;, t;)}i) holds for some {(t;, ti)}i. Then for myx-a.e.
x € A,we have the following: for any convergent sequence r; — 0T, after passing to
a subsequence,

1. we have
G
(X, 7y, (my (B )My, x) P (R, dn, o 117,0, ) (5.32)

2. we have
Y -1 d HN x) pmGH (RN | 7 !N ) ( )
7’[ Y, i_l 7f X > s URN, 70N ) 5.33

3. the maps
fi(A 7 dy) — (v, dy) (5.34)

uniformly converge to a linear map f° : R* — R on any bounded subset of R"
with respect to (5.32) and (5.33),
4. f*gy leoc-strongly converge to (f°)* ggn with respect to (5.32).

Proof Let us fix a sufficiently small ¢ € (0,1), x € Leb(A) N R, and j,l € N
satisfying the following:

x is a harmonic point of ¢! o f for any i.
We have f(x) € Ry(e/6,t), 1)).
We have for any sufficiently small r € (0, 1)

1
mx (B (x)) JB,x)

(], 0 f)*gri — f*gr|dmy = CoNLip/)* €. (535)

We have

o0
N+2)/2 Y. €
cth(. 2N e dg! 13 < < (5.36)
i=l+1
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Thanks to Proposition 4.3, after passing to a subsequence, we see that (5.33) is satisfied,
and that the maps (5.34) uniformly converge to a Lipschitz map f° : R” — R" on
any bounded subset of R”.

We first prove that £ is linear. By an argument similar to the proof of Proposition 4.4
(see also the proof of Proposition 4.14), rl._1 (&Dﬁj — &)5,- (f(y))),definedon (Y, r;” ! dy),

uniformly converge to a linear (1 + €)-bi-Lipschitz embedding map & : RN — R/
on any bounded subset of R" with respect to (5.33). ~
On the other hand, it follows from the definition of harmonic points that rl.*1 (@ij o

f— &Dil_ (f(y))) uniformly converge to a linear map from R” to R/ on any bounded
subset of R” with respect to (5.32). Since the limit map of rl._1 (@ﬁ/ of— @i/ (fO)),
defined on (A, rf] dx), with respect to (5.32) coincides with do f 0. we know that

® o f9 is linear. Thus fY is also linear because ® is linear and injective.

Finally since Theorem 2.33 shows that (&Jij o f)*gm leoc-strongly converge to

CTD*ng, we have (4) because of

|®* grt — (fO)*gpi| < C(n)(Lipf)? - €. (5.37)

and since € is arbitrary, where we used Lemma 2.21 to get (5.37) O

Let us give an application of Theorem 5.16 to the Korevaar-Schoen energy of a map.
We follow the terminology from [39].

Definition 5.17 (Korevaar-Schoen energy) Let h : A — Y be a Borel map and let
r € (0, 00).

1. Define the energy density at scale r of h at x € A, denoted by ksy ,(h)(x), by

dy (h(x), h(y))?

1/2
ksy »(h)(x) := <m PR P de(y)) .(5.38)

2. Define the Korevaar-Schoen energy at scale r, denoted by £ 5 f, +(h), by

EXY () = /A (ksy - (h))” dmy. (5.39)

3. Define the Korevaar-Schoen energy, denoted by € 1{{ ‘; (h), by

EX S (h) = limsup EX 2 (). (5.40)

r—0%

Compare the following corollary with [39, Th.4.14].

Corollary 5.18 (Compatibility with Korevaar-Schoen energy for Lipschitz map) Let
f A — Y be a Lipschitz map. Assume that f(A) C Ry ({(t;, ti)}i) holds for some
{(t;, T1)}i. Then we have as r — 0T

(n 4 2)ksy (f)? — ey (f) (5.41)

@ Springer



272 Page 62 of 87 S.Honda, Y. Sire

in LI(A, my). In particular, we have

n—+2
2

Eax(f) = EXTN. (5.42)

Proof Let us take x € A satisfying the conclusions of Theorem 5.16, where we will
use the same notation as in Theorem 5.16. Then the uniform convergence of f to f°
implies

. 2 L/ 072 n__ 1 . 0y
rl_l)%lJrkSY,r(f)(x) = o Bl(o,,)|f (2)|7dH =12 tr((f7)"grn). (5.43)

On the other hand, the leoc—strong convergence of f*gy to (f0)* grn~ With Proposition
2.29 yields

1 1
o dme — ‘o ard
my (B (x)) JB, (x) er(f)dmy my (B, (x)) B,.[.(x)<f gv. 8x) dmx

1
N _/ ()" g gan) R = tr(f)" gg).
@n JB1(0y)

(5.44)

which completes the proof of (5.41) because of the dominated convergence theorem.
(]

5.3 Nonlinear Analogue of Cheeger’s Differentiability Theorem

We are now in position to give a nonlinear analogue of Cheeger’s differentiability
theorem [15, Th.6.1].

Theorem 5.19 (Compatibility, I) Let f : U — Y be a weakly smooth map. Assume
that f(U\D) C Ry({(t;, t;)}i) for some {(t;, ti)}i and some mx-negligible set D.
Then the following two conditions are equivalent.

1. We have

timinf 1228,y () < oo (5.45)

1—> 00

2. The map f is a Sobolev map.

In particular, f is a 0-Sobolev map if and only if f is a Sobolev map. Moreover, if
these conditions are satisfied, then

1/2
Grlx) = (|f*gy|B (x)) / formy —a.e x €U. (5.46)
In particular, we have

Gyr(x) =Lip(flp)(x) formx —ae x € D 5.47)
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whenever the restriction of f to a Borel subset D of U is Lipschitz.

Proof Since Proposition 3.8 proves the implication from (2) to (1), let us prove the
converse implication. Assume that (1) holds. Proposition 5.11 allows us to find a
sequence of Borel subsets {D;}; of U such that mx (U \ | j D;) = 0 holds and that
each f|p; is Lipschitz. Fix a sufficiently small € € (0, 1). Recalling Theorem 4.6, fix

e anintegeri € N,
e asequence of points {yi}ren C Ry (€/6, t;, T;) and a sequence of positive numbers
{rk}ken C (0, 1) satisfying that,

~ Ry(€/6,1;, ) € Uy By 30,
_ q;f‘l_ : By, (k) NRy(€/6, ti, 1) — R’ is a (1 % €)-bi-Lipschitz embedding for
any / satisfying

o
N+2)/2 —22Y €
et N/ Y et de! 13 < : (5.48)
j=I+1

Fix ¢ € Lip(Y, dy). Then for all j, k € N, thanks to Propositions 2.2 and 2.23, we
have

Lip (¢ 0 ) Ip;naw\pin =18, onRy e/2.4.17) (X)
. 3! \—1 T/
= Lip (sﬂ o (®)" o ®jof ) | D;0@\DIN S (B Ry (/2,51 77) ()
< (1 —e)"'Lipp - Lip(®), o f)(x)
iy 5 % 172
< (1 - 'Lipg - (}(@,i o M) gmi|, (x))

12
) (x)) (5.49)

= —o 'Lipg- (|@) o Hrge

formy-ae.x € D; ﬂ(U\D)ﬂf‘l(Brk (yk)NRy(€/6, t;, 17)). Thus (5.49) is satisfied
formyx-a.e.x € D; N (U\D) N Y (Ry(e/6,1;, 1;)) because k is arbitrary.
For fixed s € (0, 1) and m € N, let

m

g =Y eh ( f v dHN> 28 (5.50)
Y

i

For fixed s € (0, 1), we see that {¢*"},, is equi-Lipschitz and that for any sufficiently
large m, we have

m

— O a0
V2 (y) = Y e Bt ( /y w-w,»YdHN> : ( /Y w~¢,-YdHN) (Vo! . Vel

¥
—(Y Y
< 3D (/Y(p.wleHN).(/Yw.%.YdHN) (V! . Vol )(») + ¢
i

= |Vhyp*(y) +¢, forHN —ae. yev, (5.51)
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where we used (2.45). In particular, we have Lipgp*®™ < Liphs;¢p + €. Thus apply-
ing (5.49) for @5 instead of ¢ with our assumption yields that ¢* o f €
H'2(U, dx, my) holds with

. (x)) 1/2
) <x))1/2

1/2
)
(5.52)

V@™ o NIx) = (1 =)~ 'Ling™ - (|(®) 0 /)2

< (-0 Wiphyg + - (@) 0 e

== Lipp+o) - (| o )ge

for mx-ae. x € D; N (U\D) N f_l(Ry(€/6, t;, Ti)), where we used (2.15). In
particular, for mx-a.e. x € D; N (U\D) N f~1(",2; Ry (€/6, 1, 1)), we have

~ 1/2
V" o Nl =1 —e - @ FLippte) - (|@) 0 rge| @) (553

for any / > i. Thus combining Proposition 5.3, letting m — 0o, s — 07 and then
| — oo in a weak form of (5.53)

[ v@me ptamy < [a- o7 @ FoLipg+ e [(@] 0 )7 ge] dm,
E E
YECD;n@\D)N S [\ Ry(e/6.1.m) |
1>
(5.54)

show
/ V(g o ) dmy < / (12 (Lipg + % - | frgr|, dmy.  (5.55)
E E
Therefore, we have formy-a.e. x € D; N (U\D) N f_l(ﬂlzi Ry(e/6,1, 11))
_ . 1/2
V@o NI < —e ' Lipp+e) - (|f*er], )%, (5.56)
which completes the proof of (2) with
Gy < (|f*ev]y )2, formy —ae.xeU (5.57)
because €, i and j are arbitrary in (5.56).
Finally let us prove the reverse inequality of (5.57). In order to simplify our notation,
put A := D; and the restriction of f to A is also denoted by the same notation f. We

can find x € A and a convergent sequence r; — 07 as in Theorem 5.16 (we will use
the same notations as in Theorem 5.16 below). Moreover, with no loss of generality we
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can assume that x is a 2-Lebesgue point of G . Let us denote the map f 0:R" - RN
by

FOxt %2, xn) = (X1s e X)) M (5.58)

for some n x N-matrix M. Put

(X, dy, 00 = (X, 77, my (B, (o), x) P57 (R, o, 11, 0,)
(5.59)

and
—1 pGH N

(Yi, dy,, f(x)) = (Y, r; dy, f(x)) = (RY, dgn,Oy). (5.60)
Thanks to [5, Cor.4.12] with no loss of generality, we can assume that there exists a
sequence of harmonic maps H; = (h; j); : B, Xi (x) — R” such that H; converge
uniformly to idr» on B> (0,) with respect to the convergence (5.59). Then we define

dy;

the map F; : BZX’ (x) = RN by

Fi=(fi1,..., fin) =i, ..., hin) M. (5.61)

Note that Theorem 5.16 ensures

/ o |8y, — Fifggn|dmy, — 0, (5.62)
B (x)

1

in particular,
f o 1 enls — | Freg| | dmy, — 0. (5.63)
B, ' (x)
Let us prove that

1
/dx_ |F g |, dmy, — —[ IO gpn |3 dH" =: C(M). (5.64)
B (x) B1(0)

1 @n
Put

€ = sup/d |8jk — (Vhij, Vhi )| dmy, — 0 (5.65)
j.k B, (x)
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and

dy, 1
Bi == 1y € B, (v SUPT/dX_ |8k — (Vhi j, Vhi )| dmy,
r=lmy (B, (y)) /8"

< ()2, Vk] . (5.66)
Then the maximal function theorem (e.g.,[45, Th.2.2]) shows that

m, (B} (1) \ B) < C(K. N)(en)'? (5.67)

holds under assuming that (X, dy, my) is an RCD(IZ , N ) space. Let us now recall

that for any symmetric bilinear form L : V x V — R over an n-dimensional Hilbert

space (V, (-, -)) and any basis {v;}}_, of V with [(v;, v;) — §;;| < € forall i, j, we
have

ILlp=_sup L (Zaivi, Zam-) + C(n)|L|ge. (5.68)
Yita)*=1 i '

i
where we used a notation

a=bte<=la—-Dbl<e€ (5.69)
(compare with [6, (5.36)]). Applying (5.68) for {Vh; ;}; on B; shows for my;-a.e.

z € B,

|F,'*g]RN|B(Z) = sup Fi*gRN Zathi,j,Zathi,j
> iap?=1 j j
+C()|F gpn |8 (2) (). (5.70)
On the other hand, by the definition of B; for any a; € R with Z j (a j)2 = 1, we have

Fl-*g]RN Zath,-,j,Zath,-,j (2)
i J

= (" grr [ Y ajVxj, Y a;Vxj || () £ C(K, N, Lipf)(e)'*  (5.71)
7 7

for my,-a.e. z € B;. In particular, combining (5.70) with (5.71) yields for my;-a.e.
7 € B;
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|Frgpnlp() = sup  (f*)*gpw (Za,«wj,zajwj)iC(l%,z\?,Lipf)(ei)l/z

Xjaj=1 j J

= C(M)+ C(K, N, Lipf)(e)'/?. (5.72)

Therefore by (5.67), we have

o NErsarlpamy = [ |Framnlpdme + [ o [Frea]ydmy
B (x) B B (0)\B;

=my, (B))C(M) £ C(K, N, Lipf)(e;)'/*

— C(M), (5.73)

which completes the proof of (5.64).
In particular, by (5.63)

|| f*ev,

1
—_— —C(M)|d 0. 5.74
my (B, (x)) fB,l. ) B (WD) dn — O79

Let us take a linear function ¢ : R” — R such that |[Vg| = 1 and that

(f*)*gav (Yo, Vo) = C(M). (5.75)
Fix € € (0, 1) and take € C°(R") with = 1 on B»(0,) and |V{r| + |Ay| < €
on R". Applying (the proof of) [4, Prop.1.10.2] for ¢, there exists a sequence of
@i € TestF(X;,dx,, mx;) such that ¢; converge uniformly to ¢ on B»(0,) with

respect to the convergence (5.59) and that lim sup, _, ., Lipg; < (1+¢€)Lipp = 1 +€.
Then since

dy,
IV(gi o /)I(z) < Lipg; - G(z), formy —ae.ze€B, (x),  (576)
letting i — oo in the weak form of (5.76) easily yields
CM) =|V(po fO* < (1+6)°CGsx) (5.77)

where we used our assumption that x is a 2-Lebesgue point of G (recall Defini-
tion 2.19 for the definition of G_f(x)). Combining (5.74) with (5.77) shows

1/2
)

(If*erlp)) "~ < (1 +€)Grx) (5.78)

if x isalso a 2-Lebesgue point of | f* gy | g, which completes the proof of (5.46) because
€ is arbitrary.
Finally it follows from Propositions 5.8 and (5.46) that (5.47) holds. ]
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Thanks to Theorem 5.19, in the sequel, we can focus on Sobolev maps instead
of 0-Sobolev maps. The following proposition gives an asymptotic behavior of
tN+D28, v ((f)ast — 0.

Proposition 5.20 Let f : U — Y be a Sobolev map with f(U\D) C Ry ({(#;, ti)}i)
for some {(t;, t;)}; and some my-negligible set D. Then (dJY o f) g2 L'-strongly

converge to f*gy onU withforalli € Nandmx-a.e. x € A; := ﬂ]zz Ry(e, tj, 1)),

(@) 0 /)*gr2 = [*rI(0) = Cmemin {1 gy 100, 1B) 0 N*gralx)] . (5:79)

(+)/2

In particular, we see that cyt; v.,; (f) L'-strongly converge to ey (f) on U.

Proof Recall that we already know my-a.e. pointwise convergence |(d~>g o f) g2 —
f*gy| — 0after passing to a subsequence (see the proof of Proposition 5.12). Thus the
desired L'-convergence is justified by this with (3.33) and the dominated convergence
theorem. Moreover,(5.79) is a direct consequence of Proposition 5.2. O

Finally let us give a precise description of the asymptotics of Korevaar-Schoen
energy densities by the pull-back.

Theorem 5.21 Let f : U — Y be a Sobolev map with f(U\D) C Ry({(t;, ti)}i)
for some {(t;, t;)}i and some mx-negligible subset D of U. Then (n + 2)1<sYJ(f)2
L'-strongly converge to ey (f) on U as r — 0. In particular,we have

2
Eu.r(h) ="=EES (). (5.80)

Proof Note that Lebesgue differentiation theorem with Proposition 5.11 and Corol-
lary 5.18 easily yields

(n + 2)ksy, (f)(x)2 — ey (f)(x), formy —ae.x e U. (5.81)

Let Gy = 0 outside U. Note that since the function z — dy (f(x), z) is 1-Lipschitz
for fixed x € X, we have

2 1 2 . 2
K DO = B Sy T TG0 O
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Then letting ¢, (z) := dmy (x), Fubini’s theorem shows

1
./Br(z) my (B (x))

1
G5, d :/ <— Grz)*d )d
&t = [, (S e @/ e ) ameco

_ 1 5

_/U/;(mlBr(x)(Z)Gf(z) dmy (z) dmy (x)
1

- /U/XmlBr(z)(x)Gf(Z)zdmx(x)de(Z)

1
= G 2 / —d )d
/;] () ( i Tx(Br () mx (x) | dmy(z)

= LGf(Z)zwr(Z) dmy(z) (5.83)

Since the Bishop-Gromov inequality yields

sup fl@rllLe < o0 (5.84)
re(0,1)

and ¢,(z) — 1 holds for my-a.e. z € X because of Theorem 2.6, the dominated
convergence theorem with (5.83) shows

/G?’,dmx%/ G dmy. (5.85)
1% v -

Recall the following general fact;

e Let (W, my) beameasure space andlet f;, gi, f, g € LYW, my)i =1,2,...).
Assume that f;(w), gi(w) — f(w), g(w) hold for my-a.e. w € W, respectively,
that| f;|(w) < g;(w) holdsformy-a.e.w € W,andthatlim; . [ gill;1 = lIgllp1-
Then f; — fin L'(W, my).

See [7, Lem.2.4] for the proof.
Applying this fact for G s ,, G y with (5.82) and (5.81) shows that (n +2)ksy , (f)?
L'-strongly converges to ey (f) on U. O

5.4 Uniformly Weakly Smooth Set and Compactness

In this section,we discuss uniformly weekly smooth set in the following sense.

Definition 5.22 (Uniformly weakly smooth set) Lett; — 07 be a convergent sequence
in (0, 1) and let {r;}; be a sequence in (0, c0).

1. A sequence of subsets {A;}; of Y is said to be uniformly weakly smooth for {(t;, 7;)}i
if for any € € (0, 1),there exists i € N such that

A C(Ry(etj.7j). VieN (5.86)

Jj=i
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holds.
2. A subset A is said to be uniformly weakly smooth for {(t;, t;)}; if the constant
sequence {A} is uniformly weakly smooth for {(#;, 7;)};.

Let us give a compactness result for Sobolev maps under the uniform weak smoothness
of the image.

Theorem 5.23 (Compactness) Let R € (0, 00], let x € X, let f; : BR(x) — Y be a
sequence of Sobolev maps. Assume that the following two conditions hold:

1. The sequence {f;(Br(x) \ D;)}; is uniformly weakly smooth for some {(t;, i)}
and some my-negligible subsets D; of Bg(x).
2. We have

sup Eg ),y (fi) < oo. (5.87)

Then after passing to a subsequence, there exists a Sobolev map [ : Br(x) — Y such
that f(Bg(x)\D) is uniformly weakly smooth for {(t;, t;)};i for some myx-negligible
subset D of Bg(x), that f; converge to f for mx-a.e. x € Br(x) and that

lim inf / giey(fp)dmy > / gey(f)dmy (5.88)
100 JBRr(x) Br(x)
forany leoc-strongly convergent sequence @; — @ withg; > 0andsup; ||@;|p~ < oo.
In particular,

lllril)logf EBr).Yy (fi) = Epro).y (). (5.89)
Proof Note that (5.79) with (5.87) shows

C = supt" P PEp oy (fi) < 0. (5.90)
i,l

By Theorem 3.4 after passing to a subsequence,there exists a map f : Br(x) — Y
such that f; converge to f for my-a.e. x € Bgr(x) and that f is a #;-Sobolev map for
any i. In particular,by the first assumption, we see that f(Bgr(x) \ D) is uniformly
weakly smooth for {(#;, 7;)}; and some my-negligible set D. Since Theorem 3.4 yields

1ij!ggf EBr(0 Y. (f)) = EBrioy. (f), Vi €N, (5.9

letting i — oo in (5.91) with (5.90) proves that f is a 0-Sobolev map. Thus Theo-
rem 5.19 shows that f is a Sobolev map.

Then (5.79) shows
ety (F) — ey ()| dmy < Cn)e /

/;R(x) Bpr(x)

<Cme-C-cp, (5.92)

N+2)/2
CN[,'( +2/ ey (f)|dmy
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whenever f(z) € Ry(e,t;, ;) holds for my-a.e. z € Bg(x). Thus it follows from
(3.12) that (5.88) is satisfied. O

As a corollary of the above results, we obtain a variant of I'—convergence for &y y 4,
to SU Y;

Corollary 5.24 (A variant of variational convergence) Let t; — 0% be a conver-

gent sequence in (0, 1) and let {t;}; be a sequence in (0, 00). Then the energies

N+2)/2 . .
cNti( 2/ Eu.y.;; converge to Eyy in the following sense.

1. We have

liminf ext™ 228y y 0 () = Evy () (5.93)

i—00
for any mx-a.e. convergent sequence f; : U — Y to f : U — Y satisfying that
{fi(U\D;)}; is uniformly weakly smooth for {(t;, ti)}; and some my-negligible

subsets D; of U.
2. We have

lim eyt PPE 4 () = Euy (f) (5.94)

for any 0-Sobolev map f : U — Y.

Remark 5.25 With the help of Theorem 5.23, in the case of weakly smooth targets, one
can show the full variational convergence (i.e., ['—convergence) of the approximate
energy to our new energy. Since we will not make use of it here, we do not pursue into
this direction.

Proof Let us check only (1) because (2) is a direct consequence of Proposition 5.20.

Applying Vitali’s covering theorem, there exists a pairwise disjoint sequence of closed
balls {B,, (x;)}; such that Bs,, (x;) C U holds for any i and that

k 00
U\ |Brx)c |J Bsy(xi). VkeN (5.95)
i=1 i=k+1

holds. Fix k € N and take f;, f as in the assumption. Theorem 5.23 yields

k
.. N+2)/2 .. N+2)/2
llmlnchti( +2/ Eu.v.; (fi) = liminf E (cNti( +2/ gBy.(Xj),Y,li(ﬁ))
1—> 00 J

i— 00 -
Jj=1

k
> Z g, (), ¥ ()
=1

=& 8, .y (- (5.96)
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Then letting k — oo in (5.96) completes the proof of (1) because of

o0 o0
li Bs..(x;)) <C li B, (x;)) = 0. 5.97
Jim ,-—kZ;lmX( 5 (1) < C lim i-kZ;lmX( ED)) (5.97)

5.5 Special Case

In this section,let us consider a Borel map f : A — Y with fy(mxL4) < HV.

Corollary 5.26 Let B be a Borel subset of Y and let F : B — Y be a locally isometric
embedding as metric spaces, namely, for any y € B, there exists r € (0, 1) such that
dy (F(2), F(w)) = dy(z, w) holds for all z, w € B,(y) N B. Then

Frgy = gy. (5.98)
In particular, .y (F) = NHN(B)/2.
Proof Applying Proposition 5.4 as f = F,h = F~! completes the proof. O
In Corollary 5.26, recall that in general, the equality (5.98) does not imply the local

isometry of F. See Remark 5.7.
Finally we introduce the following result which is a combination of previous results.

Theorem 5.27 Let f : U — Y be a weakly smooth map with f:(mxLy) < HN and

lim inf { V2728, 4 ((f) < . (5.99)

t—0t

Then we have the following.

1. The map f is a Sobolev map.

2. Thenormalized t-energy densities cyt ‘N +2)/ zey, +(f) and the normalized Korevaar-
Schoen energy densities (n + 2)ksy ;(f )2 L'-strongly converge to ey (f) on U as
t— 0t

3. We have

G y(x) = Lip(fl5)(x) = | f*gy|,z (x), formy —ae.xe D (5100)

whenever the restriction of f to a Borel subset D of U is Lipschitz.

Proof This is a direct consequence of Propositions 4.2, 5.20, Corollary 5.18, Theo-
rems 5.19 and 5.21 O

@ Springer



Sobolev Mappings Between RCD ... Page 73 0f 87 272

6 A Generalization of Takahashi’s Theorem
Let us fix a finite dimensional RCD space (X, dx, my). We start this section by giving
the definition of the L!-Laplacian.

Definition 6.1 (D{(Ax)) Let us denote by D{(Ax) the set of all functions ¢ €
HY2(X,dy, my) satisfying that there exists a unique ¢ € LY(X,my), denoted by
Ax ¢, such that

/(dw,dv?)dmx _ —/ Y dmy ©.1)
X X

for any Lipschitz function ¢ on X with compact support.

Note that it is easy to check that (6.1) also holds for all ¢ € D1(Ax) and any gﬁ €
H'“2(X,dy, my) N L®(X, my) because letting s — 01 and then R — oo in the
equality

/X (de, d(fr - hs(¥))) dmy = — /X ¥ - fr-hs(Y)dmy, Vs € (0,00) (6.2)

complete the proof, where f is a cut-off Lipschitz function satisfying fr|pg) =
1, supp fr C Bg2(x) and |V fg] < R™L.

Proposition 6.2 Let (S¥(1), dsk (1, HK) be the k-dimensional standard unit sphere and

let f = (f)i:X — Sk(1) be a Sobolev map. Then the following four conditions are
equivalent.

1. For any Lipschitz map ¢ : X — R with compact support, we have

;—t _Exso (éi—ZZJ ~0. 63)
2. Each f; isin D1(Ayx) with
Axfit+esy(Nfi =0, Viefl,....,k+1}. (6.4)
3. We have
4 Exsty(f) =0 (6.5)

dr lt=0

foranymap (t, x) — fi(x) = (f1.i(x)); € Sk(l)satisfyingthat fo= f.that f;; €
H'“2(X,dx, my)and that themap t fr.i is continuous at 0 in H'“2(X,dy, my)

with
. fri—fi
li%/x< d( 172 )

2 k+1

fio esky(f) + Z
i=1

|t|1/2

2
) dmy =0. (6.6
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4. The equality (6.5) holds for any map (t,x) — fi(x) = (f1.i(x)); € sk(1) sat-
isfying that fo = f, that f;; € HY2(X,dy, myx) and that the map t — f;;is
differentiable at 0 in HY2(X,dy, my) with

d o0
T tzofl,i € L7 (X, my). 6.7

Proof First let us prove the implication from (1) to (2). Assume that (1) holds. Let
© = (@1,...,¢r1) : X — R be a Lipschitz map with compact support. Note that
|f + tg| > 0 holds for any sufficiently small ¢ € (0, 1), in particular, we have (f; +
t9)/| f +teo| € H"2(X, dx, mx) which implies that the map x — (f +1¢)/| f +1¢|
is a Sobolev map. Since

1
Tl =1—f-t+o0) (6.8)

ast — 07T, by a direct calculation with (6.8), we have

mix

Then by Corollary 5.5, we have

d
dr

(fi-i-wl‘

2
d =2 dfi,d(gi — f; f - ¢))dmy. (6.9
|f+t¢|>‘ mx) /X<f (i — fif -9))dmx. (6.9)

fi +toi\|?
d d
t—O(/X (If+t<p|) mX)
k+1

= Z/)((dfi,d(w — fif ~@))dmx.  (6.10)
i=1

_d
T dr

c frte _1"§i
=0 XSO\ F 1)) T 24

i=1

Since
k+1 1 k+1
> [ (i s - ondmy =33 [ P des ) dmy
i=1 i=1
1
= 5/ (dlfI*,d(f - 9))dmy =0, (6.11)
X

(6.10) is equivalent to

k+1

Z/X(dﬁ,d(pi)dmx='/Xe§k(1)(f)f-<pdmx (6.12)
i=1

which proves that (2) holds because ¢ is arbitrary.
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Next let us prove the implication from (2) to (3). Assume that (2) holds. Let us take
fs asin (3). Then applying Corollary 5.5 again shows as t — 0

2
n (&x. sk (1) — gX,S"(l)(f))

k+1 k+1

B () orfme e o(275) ot
k+1 2
P fri—fi
_ZZ/( ) €Sk(1)(f) fl ( |t|l/2 )
k41 2
fri—fi
:/;( -esm)(f)dmx"';/)(‘d( |¢]1/2 )‘ amx

— 0, (6.13)

k+1

dmx

ft_

fimf
|l|l/2

which completes the proof of (3), where we used the elementary fact that ZkH | fri—

fiP=2-2 Zi:l fi.i fi in order to get the third equality above.
Similarly under assuming (2), as t — 0,

NS

(Exsr ) (f) = Exsry ()

oo ot
k+1 to ) dfi>dmx

R IANE
=22 / (d, f:) ek (f) fi dmx

k+1
_/ d
o x \ dt lt=0

|ft|2> “eghqy (f)dmy =0, (6.14)

which proves (4), where we used a fact that (6.1) holds for any 1Z e H'2(X,dx, mx)N
L*>®(X, my).

Since the remaining implications, from (3) to (1) and from (4) to (1), are trivial
because the map t — (f +t¢)/| f + to| satisfies the assumptions of (3) and (4), we
conclude. O

Based on the above proposition, let us give the following definition;
Definition 6.3 (Harmonic/minimal map into sphere) Let f : X — SF(1) be a Sobolev
map.

1. (Harmonicity) The map f is said to be harmonic if one of the four conditions in
Proposition 6.2 is satisfied (thus all hold),

2. (Minimality) The map f is said to be minimal if it is isometric (namely f*ggx (1) =
gx) and harmonic.
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We are now in a position to introduce the main result in this section (Theorem 1.4). The
following gives a generalization of Takahashi’s theorem [74, Th.3] to RCD spaces.

Theorem 6.4 (Generalization of Takahashi’s theorem) Assume that (X, dx, my) is a
compact RCD(K , N) space. Let f = (fi); : X — SK(1) be an isometric Sobolev
map. Then the following three conditions are equivalent.

1. The map f is harmonic (thus it is minimal).

2. The equality (6.5) holds for any map (t,x) — fi(x) € SK(1) satisfying that
Jo=f, that f;; € HY2(X, dy, my) and that the map t — f; ; is differentiable
at0in HY2(X, dy, my).

3. We see that mx = ¢H" for some ¢ € (0, 00), that (X, dx, H") is a non-collapsed
RCD(K, n) space and that f is an eigenmap with Ax f; +nf; = 0 for any i, where
n denotes the essential dimension of (X, dx, my).

In particularif the above conditions hold, then X is bi-Holder homeomorphic to an

n-dimensional closed manifold, f is 1-Lipschitz and for all ¢ € (0,1) and x € X,
there exists r € (0, 1) such that f|p, () is a (1 & €)-bi-Lipschitz embedding.

Proof First of all, note that the Proposition 3.6 shows that f is Lipschitz, and that
Yo ldfil* = ey(f) = |gx|* = n holds.

The implication from (1) to (2) follows from (3) of Proposition 6.2. The converse
implication is justified by the same reason in the proof of the implication from (3) to
(1) in Proposition 6.2. Therefore,we have the equivalence between (1) and (2).

The remaining equivalences are justified by [49, Th.1.2] (see also Proposition 5.6).

O

7 Behavior of Energies with Respect to Measured Gromov-Hausdorff
Convergence

Let us fix

e apointed measured Gromov-Hausdorff convergent sequences of pointed RCD(K,
N) spaces

pmGH
(Xi,dy,, mx;,x;)) — (X,dyx,my,x), (7.1

e a measured Gromov-Hausdorff convergent sequence of compact RCD(K, N)
spaces

Y. dy,. my) "2 (v, dy, my). (7.2)

We start this section by giving the following technical lemma (recall Definition 2.19).

Lemma7.1 Let R € (0,00), let f; € H"?(Bgr(x;), dx,, my,) be an H"?-bounded
sequence, let D; be a sequence of my,-negligible subsets of Br(x;), and let [ €
L?(Bg(x), my) be the Lz-strong limit of f; on Br(x). Then we have the following.
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1. For any € € (0, 1), after passing to a subsequence, there exist a compact sub-
set A of Br(x) and a sequence of compact subsets A; of Br(x;) N Leby f; such
that myx (Br(x)\A) + my, (Br(x;)\A;) < € holds for any i, that A; Gromov-
Hausdorff converge to A with respect to (7.1), that { fi|a,}i is equi-Lipschitz, and
that f;(y;) — f(y) holds whenever y; € A; — y € AN Lebyf (in particular,
fla is Lipschitz).

2. Afterpassing to a subsequence, there exist a Borel subset B of Bg(x) and a sequence
of Borel subsets B; of Br(x;) such that mx(Bg(x) \ B) = 0 holds, that B; C
Br(x;)NLebi (fi)\D; holds, mx,(Bg(x;)\ B;) — 0 holds and that forany y € B,
there exists a sequence of y; € B; such that y; — y holds and that Ti i) = f(y)
holds.

Proof Let us first check (1). Multiplying suitable cut-off functions to f;, it is enough to
check the assertion under assuming f; € H'“2(X;, dx,, myx,), f € H'“2(X,dy, my)
with Co := sup; || fill g12(x,) < oo. Fix a sufficiently large L € [1, 00), let

s 1
A; =1z € Bp(xj); sup ———— IV fildmy, < L?}. (7.3)
re,00) Mx; (Br(zi) JB, ()

The maximal function theorem shows that

C(K, N, R, Cy)

my, (Br(x;) \ A;) < 2

my; (Br(xi)). (7.4)
For any i € N, find a compact subset A; of (Bg_y—2(x;) N AN Leb; (fi)\D; with

C(K, N, R, Cp)

my, (A; \ A;) < 2

my; (Br(x;)). (7.5)
After passing to a subsequence, with no loss of generality,we can assume that there
exists a compact subset A of B p_;-2(x) such that A; Gromov-Hausdorff converge to
A with respect to (7.1) (see for instance subsection 2.2 of [47]). Then Vitali’s covering
theorem yields

lim supmy, (A;) < mx(A), (7.6)
i—00

in particular,

mx(4) _,_CKK, N, R Cy

my(Br(x)) — L2 (-0

Take y € ANLeb;(f), fix a sufficiently small € € (0, 1) and find r € (0, L™'¢) with

— 1
JFO) = ———— fdmx

<e. (7.8)
my (B, (¥)) JB,(y)
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Let y; € A; converge to y. Then a Poincare inequality [69, Th.1] with the definition
of A; shows

1 1
— fidmy, — ————— Jidmy;,
'mx (Bs(y)) J,v my, (Bas(31)) JBys(y) "
1 1
_ fi—-—————— fi dmy, | dmy;,
= o B, 0n) S, ‘ Comx Bas ) e
C K N 1
mX (st(y:)) Bos (vi) mX (B2s()’t)) Bos (i)
< C(K, N)SL, Vs € (0,r]. (7.9)

In particular, letting s := 277 in (7.9) and then taking the sum with respect to i yield

Fi) — N fidmy,| < C(K,N)rL < C(K, N)e. (7.10)

my, (B-(3i)) JB, ()

Thus combining (7.8) with (7.10) and the arbitrariness of € implies

i) = f(») (7.11)

which completes the proof of (1) because L is arbitrary.
It follows from (1) and a diagonal argument with € — 0% that (2) holds. O

We are now in a position to introduce a compactness result for approximate Sobolev
maps with respect to the measured Gromov-Hausdorff convergence.

Theorem 7.2 Let t; — t be a convergent sequence in (0, 00) and let R € (0, co). If a
sequence of t;-Sobolev maps f; : Br(x;) — Y; satisfies

liminf (v, v:, (fi) < 00, (7.12)
11— 00

then after passing to a subsequence, there exists a t-Sobolevmap f : Br(x) — Y such
that y; o f; leoc-strongly converge to converge to ¥ o f on Br(x) for any uniformly
convergent sequence of equi-Lipschitz functions vy on Y; to ¥ on Y and that

li.minf/ giey, ; (fi) dmy, 2/ pey i (f)dmy (7.13)
100 JBgr(x;) Bg(x)

forany LlOC -strongly convergent sequence ¢; — @ withg; > 0andsup; ||¢;llL> < o0.
In particular,

liminf Eg (), v;,6 (i) = Epreo,y.i (f)- (7.14)
11— 00
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Proof Thanks to Theorem 2.32 with the gradient estimates (2.45), with no loss of

generality,we can assume that <pin converge uniformly to ¢! with )Lin — A}. By
(7.12), we have

LY,y .
sup [|e Mg o fillui2(sgixyy <00, VieN (7.15)
J

Thus by Theorem 2.31, after passing to a subsequence with a diagonal argument, for
Y; )
any i € N, there exists F; € H1’2(BR(x), dy, my) such that e’*ijtJ‘(pl.Y’ o fj leoc-

strongly converge to F; on Br(x) and that d(e’kiy "1j (pl.Y-’ o fj) L?-weakly converge to
dF; on Bg(x). Then since Lemma 7.1 ensures that F(x) € bez (Y) holds for my-a.e.
X € Bgr(x), where F := (F;);, by letting f := (<I>f2)*] o F, it follows from the same
argument as in the proof of Theorem 3.4 that the desired conclusions hold except for

the convergence of ¥; o f;.

y .
From the above argument, we know that ¢, ’ o f; leo .-strongly converge to (pl.Y o f for

any i. In particular, thanks to (2.43) with (2.45), we see that (hf" Yi)of leoc-strongly
converge to (hfxp) o f forany s € (0, 00). Since lim;_, o+ sup; ”thf Ui — Yillpe =0
holds because of (2.15) (see also [4, Prop.1.4.6]), we have the desired convergence of

wiofitowof. O

Proposition 7.3 Assume that (Y;, d;, m;) and (Y, dy, my) are non-collapsed, namely,
my, = HN and my = HN are satisfied. Let €, — €,t; — t, T, — T be convergent
sequences in (0, 00). Then if a sequence of points y; € Ry, (€;, t;, T;) converge to a
point 'y € Y with respect to (7.2), then 'y € Ry (e, t, T).

Proof Since forallr € (0,7]andi € N,

1 (

N+2)/2 Y; N
R — lgy, — cnt; g, |dH" <€, (7.16)
HN (B () B, : f ’

letting i — oo in (7.16) with [6, Th.5.19] and Proposition 2.29 shows

1 N+2)/2 Y N
VB0 /s . lgy — ent VDY [aHN <€, (7.17)
which completes the proof. O

Definition 7.4 (Uniformly weakly smooth subsets with respect to mGH convergence)
We say that a sequence of Borel subsets A; of ¥; is said to be uniformly weakly smooth
for {(t;, t;)}; if for any € € (0, 1), there exists i € N such that

AL [\ Ry(etj.tj), VIeN (7.18)

j=i
holds.
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Let us introduce a compactness result for Sobolev maps with respect to the measured
Gromov-Hausdorff convergence.

Theorem 7.5 Assume that (Y;, d;, m;) and (Y, dy, my) are non-collapsed. Let R €
(0, 00] and let f; : Br(x;) — Y; be a Sobolev map. In addition, assume that the
following two conditions hold.

1. The sequence {f;(Bg(x;) \ Dj)}; is uniformly weakly smooth for some {(t;, i)}
and some my,-negligible subsets D; of Bg(x;).
2. We have

liminngR(x,-),Y,-(fi) < Q. (7.19)
i—00

Then after passing to a subsequence,there exists a Sobolev map f : Br(x) — Y such
that f(Br(x)\D) is uniformly smooth for {(t;, t;)}i for some mx-negligible set D,
that ¥ o f; Lfoc—strongly converge to \r o f on Bg(x) for any uniformly convergent
sequence of equi-Lipschitz functions ¥; on Y; to  on Y and that

lim inf f giey, (f;) dmy, > f pey(f)dmy (7.20)
1700 JBR(xi) Bg(x)
forany leoc-stmngly convergent sequence ¢; — @ with@; > Oandsup; || ¢;llp> < o0.
In particular,

llfi}gf EBr).v: (fi) = Eppr).y (f). (7.21)

Proof The proof is essentially same to that of Theorem 5.23. It is trivial that after pass-
ing to a subsequence, with no loss of generality, we can assume sup; Ep,(x,),v; (fi) <
00. Thus by (5.79), we know

N+2)/2
supt N T2 Ep oy v (fi) < 0. (7.22)
i,l

Thus Theorem 7.2 with Lemma 7.1 and Proposition 7.3 allows us to prove that after
passing to a subsequence, there exists a map f : Br(x) — Y such that f is a f;-
Sobolev map for any i and that f(Bg(x)\D) is uniformly smooth associated with
{(#;, ti)}; for some my-negligible set D. The remaining statements follows from the
proofs of Theorems 5.23 and 7.2 with Theorem 2.33. O

Remark 7.6 InTheorems7.2and7.5,if we consider the case when (X, dy,, my,, x;) =
(X, dx, my, x) and (Y;, dy,, HNY = (v, dy, HY), then thanks to the dominated con-
vergence theorem, the leoc-strong convergence of ¥; o f; for any v; is equivalent to
the my-a.e. pointwise convergence of f;, up to passing to a subsequence (recall the

proofs of Proposition 3.4 and of Corollary 5.23).

Finally let us end this section by giving a compactness result for Lipschitz maps defined
on Borel subsets.
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Theorem 7.7 Assume that (Y;, d;, m;) and (Y, dy, my) are non-collapsed. Let A;, A
be Borel subsets of X;, X, respectively, let L € (0,00) and let f; : Aj — Y; be a
sequence of L-Lipschitz maps. In addition, assume that the following two conditions
hold.

1. The sequence { f;(A; \ Dj)}; is uniformly weakly smooth for some {(t;, 1;)}; and
some my,-negligible subsets D; of A;.
2. The functions 14, leoc-slrongly converge to 1 .

Then after passing to a subsequence,there exist a Borel subset A of A and an L-
Lipschitz map f : A — Y such that mx(A \ A) = 0 holds, that f(A) is uniformly
smooth associated with {(t;, t;)}i, that V¥ o f; leoc—strongly converge to W o f on A
for any uniformly convergent sequence of equi-Lipschitz functions ; on Y; to ¥ on
Y and that

lim inf/ piey; (f,‘)dmxl. > / (pey(f) dmx (7.23)
11— 00 Ai A
forany leoc-strongly convergent sequence @; — @ with@; > 0andsup; ||@;| L~ < oo.
In particular,

liminf £, v, (fi) = Ea,y (f). (7.24)
1—> 00

Proof For any i, j, applying Macshane’s lemma for (pin o fj, there exist a Lipschitz

function F; ; : X; — RsuchthatLipF;; < Lip(piyj -Lholdsand that F; ; = <pl.Yj ofj

holds on A ;. Thus by Theorem 2.31, after passing to a subsequence for any i,there

exists a Lipschitz function F; : X — R such that F;; uniformly converge to F; on

any bounded subset of X and that dF; ; Lfoc-weakly converge to dF;. In particular
Y

(recalling (2.45)) letting F]t = (e_xi]tFj,i)i X — 22 uniformly converge to

Y
F! .= (e_)‘!' tFi)i - X —> 2on any bounded subset of X. Then Lemma 7.1 ensures that
there exists a Borel subset A of A such thatmy (A\A) = 0 holds, that F' (A) € ®%* ()

holds and that the map f := (dez)_l o F' on A does not depend on ¢ and it is an
L-Lipschitz function, where we used the pointwise convergence of f; to f for the last
statement. Then the remaining statements follow from Proposition 7.3, the proofs of

Theorems 3.4 and 7.2, and a fact that lAdej,,' leoc—weakly converge to 14dF;. O
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8 Appendix: Locally Bi-Lipschitz Embeddability by Heat Kernel in
General Case

In this appendix, we will generalize several results proved in Sect.4 to general finite
dimensional RCD spaces. For any two my-a.e. symmetric tensors 7;(i = 1,2) €
L>((T*)®%(A, dy, myx)) over a Borel subset A of an RCD space (X, dy, my), we
say that 71 < T3 holds for my-a.e. x € A if

TW(V,V)y<Th(V,V), formy —aexecA (8.1)

forany V € L*®(T (A, dx, my)). Recall (2.1) for the notation of W and recall g, :=
®fg;2. The following gives a variant of Proposition 4.4.

Proposition8.1 Let e € (0,1), K € R,N € [1,00) and C,Cr,d,t,e € (0, 00)
with C1 < Cy and let (X, dx, my, x) be a pointed compact RCD(K, N) space with
diam(X, dx) < d. If there exist a Borel subset A of X and r € (0, d] such that

Cigx = g = Cagx, (8.2)
holds for mx-a.e. z € A, that

mx(Br(x) NA) _

1—e¢; 8.3
my (B () &3

holds and that (X, r—'dx, my(B,(x)) 'my, x) is e-pointed measured Gromov-
Hausdorff close to (R", dpn, a)n_lH”, 0,,), then we have

Cidx(y,2) = WCir = [|®:(y) — ()12
S Czdx(yv Z) + ‘I’CZ”, Vya VZ e Br(x)’ (84)

where W :=VW(e,r; K, N,Cy,Ca,d, t).

Proof The proof is done by a contradiction. If not, then there exist ¢ € (0, 1), a
sequence of pointed RCD(K, N) spaces (X;, dy,, my;, Xx;), a convergent sequence
ri — 07T, a sequence of Borel subsets A; of X; and sequences of y;, z; € By, (x;) such
that

e we have
Cigx, < g < Cagy,, formy, —ae.z €A, (8.5)

e we have

mX,' (Br,' (-xi) m Al)
my; (Br,- ()Ci))

=, (8.6)
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e we have
GH
(X0 7y, (B (o)~ ) T (R dn, 0 THL0), - (87)
e cither
Xi Xi
D7 (vi) — & zi)ll2 < Crdx, (i, zi) — CrTri (8.8)
or
X; X;
Codyx; (yi, zi) + Cotry < | @ (3i) — @; ' (z) I 12 (8.9)

is satisfied.

Let us consider functions on (X;, r.~ q x;) defined by

1

i

_ e J X; 1 X:

0, i =— ¢ — ——— @, dmy, | . (8.10)
" ri ( J my; (B, (xi)) By, (xi) ! )

Then by an argument similar to the proof of Proposition 4.4, after passing to a sub-
sequence, there exists a Lipschitz map  := (¢;); : R" — 2 such that the maps

2 _
<I>f = (9;. j) i (X, rl.*] dy,) — 22 uniformly converge to ® on any bounded subset

of R" and that each [ is linear. Thanks to (8.5) and (8.6) with [4, Th.1.10.2], it is
easily checked that
Cigrr < ® g2 < Cogr @.11)
holds on B;(0;). Thus by the linearity of @ i (8.11) holds on R” with
Cidre(z, w) < [@(z) — P(w)ll2 < Cadre(z, w), Yz, Yw e R".  (8.12)

On the other hand, after passing to a subsequence, we have y; — y,z; — z with
respect to (8.7) for some y, z € B1(0,). Then (8.8) and (8.9) imply that either

[®(y) = P@)ll2 < Cidga(y,2) — CiT (8.13)
or

Cadpe(y,2) + Cat < [[@(y) — (@)l (8.14)
is satisfied, which contradicts (8.12). O

We are now in a position to introduce the desired bi-Lipschitz embeddability for &;.
Recall that tmy (B () g LP-strongly converge to ¢, g on X forany p € [1, 0o) (see
Subsect. 2.9).
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Theorem 8.2 (Bi-Lipschitz embedding) Let (X, dx, my) be a finite dimensional com-
pact RCD space. Then for any € € (0, 1),there exists to € (0, 1) such that for any
t € (0, to],there exists a compact subset X¢; of X such that my (X\Xc¢ ;) < € holds
and that ®;|x,, is a bi-Lipschitz embedding.

Proof Let us denote by n the essential dimension of (X, dy, mx) and assume that
(X, dyx, my) is an RCD(K, N) space with diam(X, dyx) <d < coand mx(X) = 1.
Fix a sufficiently small § € (0, 1). Thanks to Theorem 2.7, there exist t, 11, 72 €
(0, 00) with 71 < 17 and a Borel subset A of X such that

Tlme(Br(X))f
P

7, Yre(0,7), Vx € A (8.15)

and that mx (X \ A1) < § holds. Find ¢y € (0, 1) with

J

Fix t € (0, #p] and put

ng — rmx (B ;())g [dmy <8, Vi€ (0,10]. (8.16)

Ay = {x € X;sup ———
r=0 Mx (B (x)) JB,(x)

tng — tmyx(B ;()g | dmy < 31/2}.

(8.17)

Then the maximal function theorem shows

C(K,N,d) _
my (X\ A2) = =5 [ [Gug — mx(B (g | dmy = C(K. N, 8"
s1/2 "
(8.18)
Note that we can find C;, C> € (0, 0c0) with
C1gX < g =< ngx, for my —a.e.x € A2. (8.19)

Then fix a sufficiently small € € (0, 1). Thanks to Theorem 2.7 again, there exist 73 €
(0, 1) and a Borel subset A3 of AN Aj suchthatmy ((A1NA3)\A3) < € holds and that
the rescaled space (X, r~ldy, my (B, (x))_lm X, X) is e-pointed measured Gromov-
Hausdorff close to (R”, dgn, a)n_lH", 0,) for all x € A3z and r € (0, 13). Applying
(2.47), there exist 74 € (0, €] and a Borel subset A4 of A3 such that my(A3\A4) < €
and

my (B (x) N A3) _

1_ ) V A 3 v 07 8.20
mx(B, () ¢ redn vrelml (8.20)

hold. Then applying Proposition 8.1 as A = A3 and x € A4 shows that
Cidx(y,2) =¥WCir < [[P/(y) = P/ (Dl2 = Codx (v, 2) + WCor  (8.21)

holds for all r € (0, ©4] and y,z € B,(x), where ¥ := W(e; K, N, Cy, Ca,d, 1)
(recall < 74 < €). In particular,forall x € Agand y, z € By /4(x) N Ag with y # z,
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letting r := dx(y, z) with (8.21) yields

Ci(1 = Wdx(y,2) = [P1(y) = P12 = C2(1 + W)dx(y,2)  (8.22)

which proves that ®,|4, is a locally bi-Lipschitz embedding. Replacing A4 by a
compact subset As of A4 with myx (A4 \ As) < €, we can easily prove that ®;[4, is a
bi-Lipschitz embedding. Thus we conclude because &, € are arbitrary. O

Similarly we are able to prove the following finite dimensional reduction of the above
result. We omit the proof. Compare with Theorem 4.6.

Theorem 8.3 Let (X, dx, my) be a finite dimensional compact RCD space. Then for
any € € (0, 1),there exists to € (0, 1) such that for any t € (0, to], there exists a
compact subset X¢; of X such that mx(X\Xc¢;) < € holds and that ¢£|X€,, is a
bi-Lipschitz embedding for any sufficiently large [.
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