
Digital Object Identifier (DOI) https://doi.org/10.1007/s00220-022-04411-z
Commun. Math. Phys. 394, 735–795 (2022) Communications in

Mathematical
Physics

Matrix Addition and the Dunkl Transform at High
Temperature

Florent Benaych-Georges1,2, Cesar Cuenca3, Vadim Gorin4,5

1 Université Paris Descartes, Paris, France. E-mail: florent.benaych@gmail.com
2 Capital Fund Management, Paris, France
3 Harvard University, Cambridge, USA. E-mail: cesar.a.cuenk@gmail.com
4 University of Wisconsin–Madison, Madison, USA. E-mail: vadicgor@gmail.com
5 Institute for Information Transmission Problems of RAS, Moscow, Russia

Received: 16 August 2021 / Accepted: 22 April 2022
Published online: 2 June 2022 –©The Author(s), under exclusive licence to Springer-Verlag GmbHGermany,
part of Springer Nature 2022

Abstract: We develop a framework for establishing the Law of Large Numbers for the
eigenvalues in the random matrix ensembles as the size of the matrix goes to infinity si-
multaneously with the beta (inverse temperature) parameter going to zero. Our approach
is based on the analysis of the (symmetric) Dunkl transform in this regime. As an appli-
cation we obtain the LLN for the sums of random matrices as the inverse temperature
goes to 0. This results in a one-parameter family of binary operations which interpolates
between classical and free convolutions of the probability measures. We also introduce
and study a family of deformed cumulants, which linearize this operation.
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1. Introduction

1.1. Overview. This text comes out of two circles of ideas. On one side, we are interested
in β-ensembles of randommatrix theory, where β = 1, 2, 4 correspond to matrices with
real/complex/quaternionic entries, but many distributions admit natural extensions to
general real values of β > 0. The theoretical physics tradition refers to the β parameter
as the inverse temperature. The matrices of interest are N×N and self-adjoint; we study
the N →∞ asymptotic behavior of their eigenvalues on large scales. It was noticed by
many authors (first, at classical β = 1, 2, 4 and later for all β > 0, see, e.g. [BAG97,
J98,BoG15] for the results of the latter type) that in the global regime, when we deal
with all eigenvalues together and describe the asymptotics of their empirical measures
through Laws of Large Numbers and Central Limit Theorems, the only dependence
of the answers on β is in simple normalization prefactors. In other words, the limits as
N →∞ essentially do not depend on β, as long as β > 0 remains fixed. Recently, it was
shown that the situation changes, if one varies β together with N in such a way that βN
tends to a constant 2γ > 0 as N →∞ (high-temperature regime). [ABG12,ABMV13,
TT20] prove that for all classical ensembles of random matrices (Gaussian/Wigner,
Laguerre/Wishart, and Jacobi/MANOVA) there is a different Law of Large Numbers
in the high-temperature regime, and the resulting limit shapes non-trivially depend on
the γ parameter. A subsequent wave produced many more results in the βN → 2γ
asymptotic regime, such as the study of local statistics in [KS09,BP15,Pa18], or of
central limit theorems in [NT18,HL21], or of the loop equations in [FM21], or of the
spherical integrals in [MP21], or of the 2D systems in [AB19], or connections to Toda
chain in [S19], or of dynamic versions in [NTT21]; this is very far from the complete
list of results and we refer to the previously mentioned articles for further references.

From another side, a classical tool of the probability theory for establishing asymp-
totic theorems is by using the characteristic functions or Fourier transforms. In the last
10 years, a Fourier approach has been developed for the strongly correlated N -particle
systems (with distributions of random-matrix type) in the series of papers [GP15,BuG15,
BuG18,BuG19,MN18,Hu18,GSu18,Cu19,A20]. The central idea is to replace the ex-
ponents in the Fourier transform by symmetric functions of the representation-theoretic
origin (such as Schur symmetric polynomials or multivariate Bessel functions) and to
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further connect the partial derivatives of the logarithm of the new transform to the asymp-
totic behavior of the particle system (mostly, in the global regime) by using differential
operators diagonalized by these symmetric functions.

In this article we develop a theory of integral transforms of N -tuples of real numbers
(which should be thought of as eigenvalues of a random N×N matrix) usingmultivariate
Bessel functions of general parameter θ = β

2 > 0 and generalizing conventional Fourier
transform at θ = 0; such transforms are also known as symmetric Dunkl transforms in
the special functions literature, see [A17] for a review. We prove a very general theorem
stating that the partial derivatives of the logarithms of our transforms at 0 have prescribed
limits as N → ∞, θ → 0, θN → γ if and only if the associated random N -tuples
satisfy a form of the Law of Large Numbers as N →∞, see Theorem 3.8. In our theory
these partial derivatives play the same role as cumulants in classical probability and free
cumulants in the free probability. We further develop a combinatorial theory of our new
γ -cumulants in Theorems 3.10 and 3.11.

We present several applications of our theory:

• We recover previous results about Gaussian and Laguerre β-ensembles of random
matrices as β → 0, N → ∞, βN → 2γ , and recast them in the framework of
γ -cumulants, see Sect. 4.1, Example 4.9, and Remark 4.11.
• We investigate eigenvalues of the sumof two independent self-adjointmatrices in the
limit βN → 2γ . We prove the Law of Large Numbers in this regime and encounter
a new operation of γ -convolution, interpolating between usual convolution at γ = 0
and free (additive) convolution at γ = ∞, see Theorem 1.5.
• We obtain the Law of Large Numbers for ergodic Gibbs measures on the β-corners
branching graph of [OV96,AN19] in the regime βN → 2γ , see Theorem 4.10. The
limits are infinitely-divisible with respect to γ -convolution.
• We find that each probability measure μ gives rise to a 1-parametric family of
probability measures μτ,γ , τ ∈ [1,+∞) which are βN → 2γ limits of empirical
measures of spectra of �N/τ�×�N/τ� submatrix of N × N matrix whose spectrum
approximates μ as N → ∞. An intriguing property of the family is that all these
measures are constructed from the same sequence of numbers, which are interpreted
as the γ

τ
-cumulants of μτ,γ .

1.2. Addition of matrices as θ = β
2 → 0. Rather than explaining our results in the

most general and abstract setting, we focus on describing a particular application which
was the original motivation for this work: the addition of random matrices. We start
from a classical question. Let A and B be two self-adjoint N × N matrices with (real)
eigenvalues a1 ≤ a2 ≤ · · · ≤ aN and b1 ≤ b2 ≤ · · · ≤ bN , respectively. What can we
say about the eigenvalues c1 ≤ c2 ≤ · · · ≤ cN of the sum C = A + B?

The deterministic version of this problem asks to describe all possible values for c1 ≤
· · · ≤ cN if A and B are allowed to vary arbitrarily while preserving their eigenvalues.
This question was first posed by Weyl [W12] in 1912 and it took the full XX century
before it was completely resolved, see [KT] for a review. The answer is given by a
convex set determined by the equality

∑N
i=1 ci =

∑N
i=1 ai +

∑N
i=1 bi (coming from

Trace(C) = Trace(A)+Trace(B)) and a large list of inequalities satisfied by c1, . . . , cN :
the simplest ones are well-known, for instance, cN ≤ aN +bN , but there are many much
more delicate relations.

The stochastic version of the same problem starts from random and independent
matrices A and B. We assume that A is sampled from the uniform measure on the set of
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all matrices with prescribed eigenvalues1 a1 ≤ · · · ≤ aN and, similarly, B is a uniformly
randommatrixwith eigenvalues b1 ≤ · · · ≤ bN . Then the eigenvalues c1 ≤ · · · ≤ cN are
random and we would like to obtain some description of them, with the most interesting
questions pertaining to the situation of a very large N . The first asymptotic answer as
N →∞ was obtained by Voiculescu in the context of the free probability theory.

Theorem 1.1 ([V91]; see also [Co03,CS06]). Suppose that A and B are independent
N × N uniformly random self-adjoint matrices with spectra a1(N ) ≤ · · · ≤ aN (N ) and
b1(N ) ≤ · · · ≤ bN (N ), respectively, and let c1(N ) ≤ · · · ≤ cN (N ) be the (random)
eigenvalues of C = A+ B. Suppose that for two probability measuresμA,μB, we have:

lim
N→∞

1

N

N∑

i=1
δai (N ) = μA, lim

N→∞
1

N

N∑

i=1
δbi (N ) = μB .

Then the random empirical measures 1
N

∑N
i=1 δci (N ) converge as N → ∞ (weakly,

in probability) to a deterministic measure μC := μA � μB, which is called the free
convolution of μA and μB.

In order to use this theorem, it is important to be able to efficiently describe the
measure μA � μB . Let us briefly present two points of view on such description and
refer to textbooks [NS06,MS17] for more details. The first point of view is analytic and
it relies on the notion of the Voiculescu R-transform of a probability measure μ, defined
through:

Rμ(z) = (Gμ(z))(−1) − 1

z
, Gμ(z) =

∫

R

1

z − x
μ(dx),

where Gμ(z) is the Stieltjes transform of μ and (Gμ(z))(−1) is the functional inverse.
For a compactly supported μ, Rμ(z) is holomorphic in a complex neighborhood of 0.
The measure μA � μB is determined by:

RμA�μB (z) = RμA (z) + RμB (z). (1.1)

The relation (1.1) is a free probability version of the linearization of conventional convo-
lution by logarithms of the characteristic functions: if ξ and η are independent random
variables, then

lnEeit (ξ+η) = lnEeitξ + lnEeitη. (1.2)

An alternative combinatorial approach to the free convolution uses free cumulants of a
probability measure μ denoted κ

μ
n , n = 1, 2, . . . . They are defined as certain explicit

polynomials in the moments of the measure μ. Simultaneously, the free cumulants are
coefficients of the Taylor-series expansion of Rμ(z) at the origin, so (1.1) gets restated
as

κμA�μB
n = κμA

n + κμB
n , n = 1, 2, . . . . (1.3)

This relation is a free probability version of the statement that conventional cumulants
of a sum of independent random variables are sums of the cumulants of the summands.

Note that in Voiculescu’s Theorem 1.1 we never specified, whether we deal with real
symmetric, or complex Hermitian, or quaternionic Hermitian random matrices. And in

1 Say, we deal with complex Hermitian matrices. Then this set is an orbit of the unitary groupU (N ) under
the action by conjugations, and the uniform measure on the orbit is the image of the Haar (uniform) measure
on U (N ) with respect to this action.
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fact, the theorem remains exactly the same in all these settings, which are usually referred
as the β = 1, 2, 4 cases in the random matrix literature. What we would like to do is to
go one step further and to extend the setting of the Theorem 1.1 to the general β setting.
However, there is no (skew-)field of general real dimension β > 0, and therefore, there
are no independent random matrices A and B over such field, which we could add.
Hence, we first need to address a question:

Question. What does it mean to add two independent self-adjoint β-random matrices
A and B?

Our answer to this question is based on the Fourier point of view on the addition of
matrices. Suppose that Q = [Qi j ]Ni, j=1 is a random real symmetric matrix. Its Fourier-
Laplace transform is a function of another (deterministic) matrix X given by:

χQ(X) = E exp
(
Trace(XQ)

)
= E exp

( N∑

i, j=1
xi j Q ji

)

. (1.4)

Let us assume that the law of Q is invariant under conjugations by orthogonal matrices
(which is the case for all three matrices A, B, and C in the Theorem 1.1). In addition
assume that the matrix X is normal (i.e. XX∗ = X∗X ), which implies that X can be
diagonalized by orthogonal conjugations2. In this situation, conjugating X and noting
invariance of the trace, we see that χQ(X) is a function of the eigenvalues x1, . . . , xN
of X and we can write it as χQ(x1, . . . , xN ).

If we specialize to the case when Q is a uniformly random real symmetric matrix with
deterministic eigenvalues q1 ≤ · · · ≤ qN , then χQ is known as a multivariate Bessel
function at θ = β

2 = 1
2 :

χQ(x1, . . . , xN ) = B(q1,...,qN )

(
x1, . . . , xN ; 1

2

)
. (1.5)

Going further, the definition of χQ and linearity of the trace immediately imply that for
independent conjugation-invariant matrices A and B we have

χA+B(x1, . . . , xN ) = χA(x1, . . . , xN )χB(x1, . . . , xN ). (1.6)

Moreover, we can take (1.6) as a definition of A + B: the matrix A + B is defined
as a random N × N real symmetric matrix, whose law is invariant under orthogonal
conjugations, and whose Fourier-Laplace transform is given by the right-hand side of
(1.6).

The same argument can be given for complexHermitianmatrices and for quaternionic
Hermitian matrices with the only difference being that the parameter of the Bessel
functions in (1.5) changes to θ = 1 and θ = 2, respectively. But in fact, the multivariate
Bessel functions B(q1,...,qN )

(
x1, . . . , xN ; θ

)
make sense for any real θ > 0, see Sect.

2.2 for a formal definition. They are intimately connected to many topics, in particular,
they are eigenfunctions of rational Calogero-Sutherland Hamiltonian and of (symmetric
versions of) Dunkl operators; they are also limits of Jack and Macdonald symmetric
polynomials. We are now ready to define the general β-analogue of addition of random
matrices:

2 If we know that Q is invariant under orthogonal conjugations and we know the values of χQ(X) for all
normal X , then we can uniquely determine the law of Q. In fact it is sufficient to take X to be symmetric (or
i times symmetric).
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Definition 1.2. Fix θ = β
2 > 0. Given deterministic N -tuples of reals a = (a1 ≤ · · · ≤

aN ) and b = (b1 ≤ · · · ≤ bN ), we define a random N -tuple c = (c1 ≤ · · · ≤ cN ) by
specifying its law through

E B(c1,...,cN )(x1, . . . , xN ; θ)

= B(a1,...,aN )(x1, . . . , xN ; θ)B(b1,...,bN )(x1, . . . , xN ; θ), x1, . . . , xN ∈ C.

(1.7)

We say that c is the eigenvalue distribution for the θ -sum of independent Hermitian
matrices with spectra a and b. We write c = a +θ b.

For example, when a1 = · · · = aN = a, the multivariate Bessel function is
B(a,...,a)(x1, . . . , xN ; θ) = exp(a(x1 + · · · + xN )). On the other hand, we have the
identity

B(b1+a,...,bN+a)(x1, . . . , xN ; θ) = exp(a(x1 + · · · + xN )) B(b1,...,bN )(x1, . . . , xN ; θ),

(1.8)
as follows from Definition 2.5 below. So in the case that aconst = (a ≤ · · · ≤ a)

is the constant sequence, and b = (b1 ≤ · · · ≤ bN ) is arbitrary, then by comparing
(1.7) and (1.8), we conclude that c = aconst +θ b is the Dirac delta mass at the point
(b1 + a ≤ · · · ≤ bN + a). For more general sequences a we are not aware of similarly
simple expressions for a +θ b.

Let us remark that the uniqueness of the law of (c1, . . . , cN ) defined through (1.7)
is not hard to prove by expressing expectations of various test functions through expec-
tations of multivariate Bessel functions.3 In the existence part, there is a caveat. It is
known that (1.7) defines c as a compactly supported generalized function (or distribu-
tion), see [T02], [A17, Section 3.6]. It is also straightforward to see that the total mass of
distribution of c is 1 by inserting x1 = · · · = xN = 0 into (1.7). However, the positivity
of the law of c, i.e. the fact there exists a (probability) measure on c’s, such that (1.7)
holds, is a well-known open question.

Conjecture 1.3. Given any θ > 0, and N-tuples a = (a1 ≤ · · · ≤ aN ), b = (b1 ≤
· · · ≤ bN ), there exists a probability measure on N-tuples c = (c1 ≤ · · · ≤ cN ) such
that

EB(c1,...,cN )(x1, . . . , xN ; θ) = B(a1,...,aN )(x1, . . . , xN ; θ)B(b1,...,bN )(x1, . . . , xN ; θ)

holds for any x1, . . . , xN ∈ C. In other words, the distribution c = a +θ b is realized by
a probability measure.

When θ = 1
2 , 1, 2, the conjecture is known to be true, since we have a construction

for c as eigenvalues of bona fide random matrices. In the limiting cases θ → ∞ and
θ → 0 (here N is being fixed), the distribution a +θ b turns into two explicit discrete
probability measures, as we outline below. Conjecture 1.3, as well as its generalizations,
have been mentioned in [S89, Conjecture 8.3], [R03a], [GM20, Conjecture 2.1], [M19,
Section 1.2] and are believed to be true, yet we do not address it in our paper. Instead
we state our results in such a way that they continue to hold even if the conjecture was
wrong.

3 For a reader who is not familiar with the theory of multivariate Bessel functions, we remark that at N = 1,
B(a)(z; θ) = exp(az). Hence, choosing z = it , the Bessel functions turn into the exponents exp(iat) and
uniqueness turns into the well-known uniqueness of a measure with a given Fourier transform.
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To sum up, the binary operation +θ takes two deterministic N -tuples a, b as input
and outputs a distribution c on R

N (though conjecturally c is a random N -tuple). Even
though there is no matrix interpretation for the operation +θ for general values of θ > 0,
it is helpful to think of a,b and c as spectra of (nonexistent) self-adjoint N×N matrices.
From our experience with random matrix theory, then the following question is natural:
How does (a,b) 	→ a+θ b behave as N →∞? While this has not been written down in
any published text, there are strong reasons to believe that as long as θ > 0 is kept fixed,
we get the same free convolution as in Theorem 1.1.4 There are two boundary cases
which need separate consideration: θ → ∞ and θ → 0. The former was addressed
in [GM20], where it was proven that for fixed N , the θ → ∞ limit of a +θ b is a
deterministic operation known as finite free convolution; it was further shown in [Ma18]
that as N → ∞ we again recover the free convolution of Theorem 1.1. The final case
θ → 0 turns out to be very different. The θ = 0 version of multivariate Bessel function
is a simple symmetric combination of exponents:

B(q1,...,qN )

(
x1, . . . , xN ; 0) = 1

N !
∑

σ∈S(N )

N∏

i=1
exp

(
xiqσ(i)

)
, (1.9)

where the sum goes over N ! different permutations of {1, 2, . . . , N }. The formula
(1.9) implies a transparent probabilistic interpretation: c = a +0 b is obtained by
choosing a permutation σ ∈ S(N ) uniformly at random and letting (c1, . . . , cN ) be
(a1 + bσ(1), . . . , aN + bσ(N )) rearranged in the increasing order. From this interpretation
it is not hard to see that as N →∞ the operation a +0 b becomes the usual convolution
of the empirical measures corresponding to a and to b.

Hence, we see a discontinuity in the N → ∞ behavior of the operation (a,b) 	→
(a +θ b): at θ = 0 the limit is described by the conventional convolution, while at
θ > 0 the limit is described by the free convolution. This motivates us to consider an
intermediate scaling regime, in which θ goes to 0 as N → ∞. This is the topic of the
following Theorem 1.5, which is proven in Sect. 4.

Definition 1.4. We say that real random vectors a(N ) = (a1(N ) ≤ a2(N ) ≤ · · · ≤
aN (N )) converge as N → ∞ in the sense of moments, if there exists a sequence of
real numbers {mk}k≥1, such that for any s = 1, 2, . . . and any k1, k2, . . . , ks ∈ Z≥1, we
have:

lim
N→∞E

⎡

⎣
s∏

i=1

⎛

⎝ 1

N

N∑

j=1

(
a j (N )

)ki

⎞

⎠

⎤

⎦ =
s∏

i=1
mki . (1.10)

In this situation we write lim
N→∞ a(N )

m= {mk}k≥1.

Note that (1.10) implies that the random empirical measures 1
N

∑N
i=1 δai (N ) converge

as N →∞weakly, in probability towards a deterministic measure with momentsmk , as
long the moments problem associated with {mk}k≥1 has a unique solution. Also note that
we can use Definition 1.4 in the situations where positivity of the distribution of a(N )

is unknown: we may interpret E in (1.10) as the integral with respect to the distribution
of a(N ).

4 The reasons are: widespread independence of the Law of Large Number from the value β for the random
matrix β-ensembles, cf. [BAG97,J98,BoG15]; the same answer in Theorem 1.1 for three values θ = β

2 =
1
2 , 1, 2; existence of θ -independent observables for a +θ b, see [GM20, Theorem 1.1]; θ -independence in a
discrete version of the same problem, see [Hu18].
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Theorem 1.5. Fix γ > 0 and suppose that θ > 0 varies with N in such a way that
θN → γ as N →∞. Take two sequences of independent random vectors a(N ), b(N ),
N = 1, 2, . . . , such that

lim
N→∞ a(N )

m= {ma
k}k≥1, lim

N→∞b(N )
m= {mb

k }k≥1.

In addition, assume that a(N ), b(N ) satisfy the tail condition of Definition 2.8. Then

lim
N→∞
θN→γ

(
a(N ) +θ b(N )

) m= {m̃k}k≥1,

where we call {m̃k}k≥1 the γ -convolution of {ma
k}k≥1 and {mb

k }k≥1 denoted through

{m̃k}k≥1 = {ma
k}k≥1 �γ {mb

k }k≥1.
We further investigate the γ -convolution and establish the following properties:

1. There exist quantities called γ -cumulants, with the lth γ -cumulant κ
(γ )

l being a
homogeneous polynomial of degree l in themomentsm1, . . . ,ml (wheremk is treated
as a variable of degree k), such that for each l = 1, 2, . . .

κ
(γ )

l

[
{ma

k}k≥1 �γ {mb
k }k≥1

]
= κ

(γ )

l

[{ma
k}k≥1

]
+ κ

(γ )

l

[
{mb

k }k≥1
]
. (1.11)

2. Each moment mk can be expressed as a polynomial in κ
(γ )

l , 1 ≤ l ≤ k, whose coef-
ficients are explicit polynomials in γ with positive integer coefficients, see Theorem
3.10.

3. A generating function of the γ -cumulants κ
(γ )

l is related to a generating function of
the moments mk through a simple relation, see Theorem 3.11.

4. As γ → 0 the γ -convolution turns into the conventional convolution (i.e., if {ma
k}k≥1

and {mb
k }k≥1 aremoments of two independent randomvariables, then limγ→0 {ma

k}k≥1
�γ {mb

k }k≥1 gives moments of their sum). After proper renormalization the γ -
cumulants turn into conventional cumulants, see Sect. 8.1.

5. As γ →∞ the γ -convolution turns into the free convolution of Theorem 1.1. After
proper renormalization the γ -cumulants turn into the free cumulants, see Sect. 8.2.

Remark 1.6. Given a probability measure μ with finite moments {mk}k≥1, we say that

the corresponding {κ(γ )

l }l≥1 are the γ -cumulants of μ. It is known that the only proba-
bility measures with finitely many nonzero classical cumulants are Dirac delta masses
and Gaussian distributions, see e.g. [L70, Thm. 7.3.3]. There is no such result in free
probability (see [BV95, Thm. 2]): the semicircle distribution is a free probability ana-
logue of the Gaussian distribution, but there are also very different measures with finitely
many non-zero free cumulants. In our setting, the analogue of Gaussian/semicircle dis-
tributions are the measures for which only the first two γ -cumulants are nonzero, see
Sect. 4.1 and Example 4.8. Therefore, a natural open question is whether there are more
examples of probability measures with finitely many nonzero γ -cumulants.

Remark 1.7. We do not discuss in this text the microscopic limits of a(N ) +θ b(N ) as
N →∞, θN → γ , i.e. the asymptotic questions inwhich individual eigenvalues remain
visible in the limit. Yet, we expect to see the Poisson point process in the bulk of the
spectrum, as hinted by general universality considerations and the θ → 0 asymptotic
results in [KS09,AD14,BP15].
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1.3. Law of large numbers through Bessel generating functions. Let us now outline the
main technical tool, underlying the proof of Theorem 1.5 and other asymptotic results
mentioned at the end of Sect. 1.1.

Suppose that q = (q1 ≤ q2 ≤ · · · ≤ qN ) is a random N -tuple of reals. We define its
Bessel generating function (BGF) through:

Gθ (x1, . . . , xN ;q) = Eq
[
B(q1,...,qN )(x1, . . . , xN ; θ)

]
.

Ourmain result, Theorem 3.8, establishes an equivalence of the following two conditions
for random sequences q(N ) = (q1(N ), . . . , qN (N )) as N → ∞ and θ → 0 in such a
way that θN → γ :

1. Partial derivatives of arbitrary order in x1 of ln
(
Gθ (x1, . . . , xN ;q(N ))

)
at (0, . . . , 0)

converge to prescribed limits and partial derivatives in two (or more) different vari-
ables converge to 0.

2. Random vectors q(N ) converge in the sense of moments, as in Definition 1.4.

The same theorem also establishes explicit polynomial formulas connecting the lim-
iting value of the partial derivatives to the limiting values of the moments. The benefit of
Theorem 3.8 is that it allows us to convert probabilistic information about q(N ) into the
analytic information about partial derivatives of its BGF and vice versa. For instance,
Theorem 1.5 is then proven by three straightforward applications of Theorem 3.8: to
q(N ) = a(N ), to q(N ) = b(N ), and to q(N ) = a(N ) +θ b(N ). This and several other
applications of Theorem 3.8 are detailed in Sect. 4.

Similar methods to the ones used in our proof of Theorem 3.8 have led to recent
results in the literature, and even though our Theorem 3.8 bears resemblance to these
other results, there are important differences. For example, in [BuG19] Bufetov and
the third author developed a theory of Schur generating functions (SGF) for discrete
N -particle systems as N → ∞ (see also [Hu18] for an extension): they show that
asymptotic information on partial derivatives of logarithms of SGF is in correspondence
with asymptotic information on the moments in Law of Large Numbers as in Definition
1.4 andwith covariances in a versionof theCentralLimitTheorem for global fluctuations.
This is different from our Theorem 3.8: on the analytic side [BuG19] requires more
refined control on partial derivatives and on the probabilistic side [BuG19] requires
Central Limit Theorems in addition to Laws of Large Numbers.

In another similar framework related to multiplication of random matrices [GSu18]
established a statement in one direction: control on partial derivatives implies the Law
of Large Numbers and Central Limit Theorem, but in that framework a statement in the
opposite direction remains out of reach.

Going further, we show in Section 9 that an analogue of Theorem 3.8 with fixed
(rather than tending to 0) θ is wrong: there is no direct correspondence between partial
derivatives of the logatithm of BGF and asymptotics of moments; one probably needs to
use in such situation more complicated (and not yet understood) combinations of mixed
partial derivatives in several variables. Thus, Theorem 3.8 is not an extension of the
results of previous papers, but rather a brand new statement.

1.4. Connection to θ = β
2 → ∞ limits. One intriguing aspect of general β random

matrix theory is existence of dualities between parameters θ and 1/θ (i.e. between β

and 4/β). In the theory of symmetric polynomials such a duality manifests through the
existence of an automorphism of the algebra of symmetric functions, which transposes
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the label of Jack symmetric polynomials and simultaneously inverts θ , see [S89, Section
3]. In the study of classical ensembles of random matrices the duality appears as a
symmetry in expectations of power sums of eigenvalues, see, e.g., [DE06, Section 2.1],
[FD16, Section 4.4], [F21], and references therein.

In our context, the duality suggests to look for a relation between θ → 0 limits of
our paper and θ →∞ limits. While this relation is not yet fully understood, we observe
it in two forms.

First, the limit of the empirical measures of Gaussian β-ensembles as β → 0, N →
∞, βN → 2γ turns out to coincide with the orthogonality measure of the associated
Hermite polynomials, see Remark 4.4. Simultaneously, the same polynomials play an
important role in the study of centered fluctuations of Gaussian β-ensembles as β →∞
with N kept fixed, see [GK20, Section 4.5] and [AHV20].

Second, let us fix N = d and send θ → ∞. [GM20, Theorem 1.2] claims that
in this regime the operation a +θ b turns into the finite free convolution, which is a
deterministic binary operation on d-tuples of real numbers. Further, [AP18] introduced
for each d a family of d finite free cumulants κ ff

1;d , κ
ff
2;d , . . . , κ

ff
d;d , which depend on a

d-tuple of real numbers and play the same role for the finite free convolution, as our
γ -cumulants play for the γ -convolution. Comparing the generating function of finite
free cumulants from [AP18,Ma18], with the generating function of γ -cumulants of our
Theorem 3.11, one sees5that upon setting γ = −d, they are very similar and only differ
by normalizations, see Sect. 3.3 for more details. However, it is important to note that
in our setting γ > 0, while in the setting of [AP18,Ma18], d is a positive integer and,
thus,−d is a negative integer. Hence, a correct point of view is that our γ -cumulants and
the finite free cumulants are analytic continuations of each other. It would be interesting
to see whether this observation can be used to produce new formulas for finite free
cumulants along the lines of our Theorem 3.10.

2. Bessel Generating Functions

We define here the Bessel generating function of a probability measure on R
N—this

is a one-parameter generalization of the characteristic function (or Laplace transform)
of a probability measure. The real parameter θ is assumed to be positive, with θ → 0
corresponding to the usual characteristic function. In this section, θ > 0 remains fixed.

2.1. Difference and differential operators. We work with functions of N variables
x1, . . . , xN . Denote the operator that permutes the variables xi and x j by si, j . For in-
stance,

[s1,2 f ](x1, x2, x3, x4, . . . , xN ) = f (x2, x1, x3, x4, . . . , xN ).

Define the Dunkl operators by

Di := ∂

∂xi
+ θ

∑

j : j �=i

1

xi − x j
◦ (1− si, j ), i = 1, . . . , N . (2.1)

5 One should compare [AP18, (3.1), (4.2)] with our pair of equations (3.8) and notice that the conventions
are slightly different: (d)n is a falling factorial in [AP18] and (γ )n is a rising factorial in our work. One can
also directly compare the formulas for the first four cumulants of (3.3) and (3.6) with similar formulas above
Corollary 4.3 in the journal version of [AP18]. We are grateful to Octavio Arizmendi and Daniel Perales for
pointing this connection to us.
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These operators were introduced in [D89]; see also [K97,R03b,EM10] for further stud-
ies. Their key property is commutativity:

DiD j = D jDi , i, j = 1, . . . , N .

We often work with symmetrized versions of the Dunkl operators:

Pk := (D1)
k + · · · + (DN )k, k ∈ Z≥1.

Let U ⊆ C
N be any domain which is symmetric with respect to permutations of the

axes. If f is a holomorphic function onU , thenDi f and Pk f are both well-defined and
holomorphic on U .

We also need the degree-lowering operators d1, . . . , dN , which are defined onmono-
mials by

di (x
r1
1 · · · xrNN ) :=

{
xr11 · · · xri−1i · · · xrNN , if ri ∈ Z≥1,
0, if ri = 0,

(2.2)

and extended by linearity to the space of polynomials of N variables. They can be further
extended to the ring of germs of analytic functions at the origin (0, . . . , 0) ∈ C

N .

2.2. Multivariate Bessel functions. A central role in our studies is played by the simulta-
neous eigenfunctions of the operators Pk known as multivariate Bessel functions. They
are given by very explicit formulas, which we describe next.

For each N = 1, 2, . . . , aGelfand–Tsetlin pattern of rank N is an array {yki }1≤i≤k≤N
of real numbers satisfying yk+1i ≤ yki ≤ yk+1i+1 . Denote by GN the space of all Gelfand–
Tsetlin patterns of rank N .

Definition 2.1. Fix θ > 0. The θ -corners process with top row a1 < · · · < aN is
the probability distribution on the arrays {yki }1≤i≤k≤N ∈ GN , such that yNi = ai , i =
1, . . . , N , and the remaining N (N − 1)/2 coordinates have the density

1

ZN ;θ
·
N−1∏

k=1

⎡

⎣
∏

1≤i< j≤k
(ykj − yki )

2−2θ
⎤

⎦ ·
[

k∏

a=1

k+1∏

b=1
|yka − yk+1b |θ−1

]

, (2.3)

where ZN ;θ is the normalization constant:

ZN ;θ =
[

N∏

k=1


(θ)k


(kθ)

]

·
∏

1≤i< j≤N
(a j − ai )

2θ−1. (2.4)

Remark 2.2. By taking limits (in the space of probability measures on GN ), we can allow
equalities and extend the definition to arbitrary a1 ≤ a2 ≤ · · · ≤ aN .

Remark 2.3. The distribution (2.3) is the joint law of eigenvalues of principal corners
of Hermitian conjugation-invariant real/complex/quaternion matrices at θ = 1

2 , 1, 2,
respectively, see [Ne03]. This connects Definition 2.1 to the Laplace-Fourier point of
view of Sect. 1.2.

Remark 2.4. The calculation of the normalization constant for a general θ > 0 is con-
tained in [Ne03] (the author there does far more general calculations; see also [Cu19,
Lem. 2.1] for a short derivation of ZN ;θ from Anderson’s integral identity [A91]).
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Definition 2.5. The multivariate Bessel function B(a1,...,aN )(x1, . . . , xN ; θ) is defined
as the following (partial) Laplace transform of the θ -corners process with top row
(a1, . . . , aN ) from Definition 2.1:

B(a1,...,aN )(x1, . . . , xN ; θ) = E{yki }

⎡

⎣exp

⎛

⎝
N∑

k=1
xk ·

⎛

⎝
k∑

i=1
yki −

k−1∑

j=1
yk−1j

⎞

⎠

⎞

⎠

⎤

⎦. (2.5)

The function B(a1,...,aN )(x1, . . . , xN ) is defined for any reals a1 < · · · < aN and any
complex numbers x1, . . . , xN .

Often, we will abbreviate multivariate Bessel function as MBF.
It follows from the definition that

B(a1,...,aN )(0, . . . , 0; θ) = 1.

Our definition is called the combinatorial formula for the multivariate Bessel func-
tions; to our knowledge, the formula (2.5) first appeared in [GuK02]. There are several
alternative definitions of these functions. For example, from the algebraic combinatorics
point of view, they can be defined as limits of (properly normalized) Jack symmetric
polynomials. Then (2.5) is a limit of the combinatorial formulas for the Jack polynomials,
cf. [OO97, Section 4].

The MBF B(a1,...,aN )(x1, . . . , xN ; θ), which was defined for ordered tuples a1 <

· · · < aN , can be extended to weakly ordered tuples a1 ≤ · · · ≤ aN by conti-
nuity: there is no singularity on the diagonals ai = a j . In fact, much more is true:
B(a1,...,aN )(x1, . . . , xN ; θ) admits an analytic continuationon the2N+1variablesa1, . . . ,
aN , x1, . . . , xN , θ , to anopen subset ofC2N+1 containing {(a1, . . . , aN , x1, . . . , xN , θ) ∈
C
2N+1 | �θ ≥ 0}; see [O93]. In particular, for a fixed θ > 0, theMBF B(a1,...,aN )(x1, . . . ,

xN ; θ) is an entire function on the variables a1, . . . , aN , x1, . . . , xN .
Another important property is that the MBF B(a1,...,aN )(x1, . . . , xN ; θ) is symmetric

in its arguments x1, . . . , xN—this is an immediate consequence of the fact that the
MBFs are limits of properly normalized Jack symmetric polynomials, see e.g. (4.12)
below. In the particular case θ = 1, the symmetry is also transparent from the following
determinantal formula, which arises as the evaluation of the Harish-Chandra-Itzykson-
Zuber (HCIZ) integral:

B(a1,...,aN )(x1, . . . , xN ; 1) = 1! · 2! · · · (N − 1)! ·
det

[
eai x j

]N
i, j=1

∏
i< j (xi − x j )(ai − a j )

. (2.6)

A link of MBF to the operators of Sect. 2.1 is given by the following statement.

Theorem 2.6 ([O93]). For each k = 1, 2, . . . , and each N-tuple of reals a1 ≤ a2 ≤
· · · ≤ aN ,

Pk B(a1,...,aN ) =
(

N∑

i=1
aki

)

· B(a1,...,aN ). (2.7)
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2.3. Bessel generating functions. Let MN be the convex set of Borel probability mea-
sures on ordered N -tuples a1 ≤ a2 ≤ · · · ≤ aN of real numbers.

Definition 2.7. The Bessel generating function (or BGF) of μ ∈ MN is defined as a
function of the variables x1, . . . , xN given by:

Gθ (x1, . . . , xN ;μ) :=
∫

a1≤a2≤···≤aN
B(a1,...,aN )(x1, . . . , xN ; θ)μ(da1, . . . , daN ).

(2.8)

Because the MBFs B(a1,...,aN )(x1, . . . , xN ; θ) are symmetric functions on the vari-
ables x1, . . . , xN , so is Gθ (x1, . . . , xN ;μ). Moreover,

Gθ (0, . . . , 0;μ) = 1,

as follows from μ being a probability measure and B(a1,...,aN )(0, . . . , 0; θ) = 0.
It will be important for us to assume that a BGF is defined in a complex neighborhood

of (0, . . . , 0). Unfortunately, this property fails for general measures, hence we need to
restrict the class of measures that we deal with.6

Definition 2.8. We say that ameasureμ ∈MN is exponentially decayingwith exponent
R > 0, if ∫

a1≤a2≤···≤aN
eN Rmaxi |ai |μ(da1, . . . , daN ) <∞. (2.9)

Lemma 2.9. If μ ∈ MN is exponentially decaying with exponent R > 0, then the
integral (2.8) converges for all (x1, . . . , xN ) in the domain

�R :=
{
(x1, . . . , xN ) ∈ C

N : |�xi | < R, i = 1, . . . , N
}

,

and defines a holomorphic function in this domain.

Proof. Note that if {yki } ∈ GN satisfies yNi = ai , i = 1, . . . , N , then due to interlacing
inequalities, for each k = 1, 2, . . . , N we have

∣
∣
∣
∣
∣

k∑

i=1
yki −

k−1∑

i=1
yk−1i

∣
∣
∣
∣
∣
≤ max

(
|yk1 |, |ykk |

)
≤ max

i
|ai |.

Hence, the integrand in the definition of the multivariate Bessel function (2.5) is upper
bounded by

exp

⎛

⎝
N∑

j=1
|�x j |max

i
|ai |

⎞

⎠ ,

which implies

∣
∣B(a1,...,aN )(x1, . . . , xN ; θ)

∣
∣ ≤ exp

(

N Rmax
i
|ai |

)

, (x1, . . . , xN ) ∈ �R .

Hence, (2.9) implies convergence of the integral (2.8) in �R .

6 It is plausible that many of the results of our text extend to the situations where this restrictive condition
fails.
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It remains to check holomorphicity of (2.8) as a function of x1, . . . , xN . This readily
follows from holomorphicity of B(a1,...,aN )(x1, . . . , xN ; θ). Indeed, Gθ (x1, . . . , xN ;μ)

is continuous as a uniformly convergent integral of continuous functions. Thus, by Mor-
era’s theorem, the holomorphicity follows from vanishing of the integrals over closed
contours. The latter vanishing can be deduced by swapping the integrations using the Fu-
bini’s theorem and using vanishing of the similar integrals for B(a1,...,aN )(x1, . . . , xN ; θ).

��
The BGFs have recently been used in connection to problems in random matrix

theory, see [Cu19,GSu18]. However, the BGF is not a new invention. The formula
(2.8) is essentially the definition of (a symmetric version of) the Dunkl transform, a
one-parameter generalization of the Fourier transform; this is a rich and well-studied
subject, see e.g. the survey [A17] and references therein.

The next two propositions will be important in our developments.

Proposition 2.10. Let k ∈ Z≥1 and letμ ∈MN be an exponentially decaying measure.
Then

[Pk Gθ (x1, . . . , xN ;μ)
]
x1=···=xN=0 = Eμ

⎡

⎣
N∑

j=1
(a j )

k

⎤

⎦ ,

where (a1, . . . , aN ) ∈ R
N is random and μ-distributed on the right-hand side.

Proof. We apply Pk to (2.8) under the sign of the integral, use the eigenrelation of
Theorem 2.6 and the normalization B(a1,...,aN )(0, . . . , 0; θ) = 1. We can exchange the
order between the operator Pk and the integral because μ is exponentially decaying. ��

The following generalization of Proposition 2.10 is proved in the same way.

Proposition 2.11. Let k1, . . . , ks ∈ Z≥1 and let μ ∈MN be an exponentially decaying
measure. Then

(
s∏

i=1
Pki

)

Gθ (x1, . . . , xN ;μ)

∣
∣
∣
x1=···=xN=0

= Eμ

⎡

⎣
s∏

i=1

⎛

⎝
N∑

j=1
(a j )

ki

⎞

⎠

⎤

⎦ . (2.10)

Observe that the pairwise commutativity of the Dunkl operators implies the pairwise
commutativity of the operators Pk , k ∈ Z≥1. As a result, the order of application of the
operators Pki in the left-hand side of (2.10) does not matter.

2.4. Extension to distributions. Ultimately, we treat Bessel Generating Functions as a
tool for studying symmetric probability measures on R

N (which can be identified with
probability measures on ordered N -tuples a1 ≤ a2 ≤ · · · ≤ aN ). One of the applications
that we have in mind is to use them for the study of addition of independent general
β random matrices. While it is conjectured that the spectrum of such sum should be
described by a probability measure, it is not proven yet: we only rigorously know that the
spectrumcanbedescribed as a generalized functionor distribution (the technical problem
is in proving positivity; see [T02], [A17, Section 3.6]). In order to avoid the necessity
to rely on the positivity conjectures, we explain in this section that the framework of
Bessel generating functions can be extended to objects more general than probability
measures.
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Letμbe adistribution onRN with coordinates (a1, . . . , aN ), i.e.μ is an element of the
dual space to the space of compactly supported infinitely-differentiable test-functions.7

μ is said to be symmetric if for any test-function f and any permutation σ :

〈μ, f (a1, . . . , aN )〉 = 〈μ, f (aσ(1), . . . , aσ(N ))〉,
where we use the notation 〈μ, f 〉 for the value of the functional μ on the test-function
f .

Definition 2.12. For a symmetric distribution (generalized function)μ onRN , itsBessel
generating function (or BGF) is a function of (x1, . . . , xN ) given by

Gθ (x1, . . . , xN ;μ) := 1

N !
〈
μ, B(a1,...,aN )(x1, . . . , xN ; θ)

〉
, (2.11)

where in the right-hand side B(a1,...,aN )(x1, . . . , xN ; θ) is treated as a test-function in
(a1, . . . , aN ) variables with parameters (x1, . . . , xN ).

There are two tricky points in this definition. First, the N -tuple (a1, . . . , aN ) was
ordered in the original definition of the multivariate Bessel function, whereas μ is a
distribution on R

N . However, multivariate Bessel functions can be extended to R
N in

a symmetric way. The 1
N ! prefactor is introduced to match the integral over ordered

N -tuples in (2.8) with distribution on whole RN in (2.11).
More importantly, for general distributions μ (2.11) is not defined, since B(a1,...,aN )

(x1, . . . , xN ; θ) is not compactly supported and therefore not a valid test function.Hence,
one needs to impose some growth conditions similar to Definition 2.8 on μ, in order to
make (2.11) meaningful. Rather than exploring the full generality, let us only consider
the case of compactly supported μ (which means that μ vanishes on any test function
whose support does not intersect a certain compact set), which is all we need for our
application. For compactly supported distributions μ, Definition 2.12 is well-posed and
in fact the pairing 〈μ, f 〉makes sense for any infinitely-differentiable function f . In this
text, we will be interested in compactly supported distributions μ of total mass equal
to N !, meaning that 〈μ, 1〉 = N !, where 1 is the test function on R

N that is identically
equal to 1; in this case, Gθ (0, . . . , 0;μ) = 1.

Proposition 2.13. Suppose that μ is a symmetric compactly supported distribution on
R

N . Then its BGF Gθ (x1, . . . , xN ;μ) is an entire function. We also have

(
s∏

i=1
Pki

)

Gθ (x1, . . . , xN ;μ)

∣
∣
∣
x1=···=xN=0

= 1

N !

〈

μ,

s∏

i=1

⎛

⎝
N∑

j=1
(a j )

ki

⎞

⎠

〉

. (2.12)

Proof. Each compactly supported distribution can be identified with a (higher order)
derivative of a compactly supported continuous function (see, e.g., [R91, Section 6]).
Hence, we have

Gθ (x1, . . . , xN ;μ)

=
∫

RN

∂ |α|

∂(ai )α
[
B(a1,...,aN )(x1, . . . , xN ; θ)

]
f (a1, . . . , aN ) da1 · · · daN ,

7 The space of test-functions f is equipped with a topology: f n converge to 0 as n →∞, if the supports
of all these functions belong to the same compact set and all partial derivatives of f n converge to 0 uniformly.
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where f is a compactly supported continuous function and ∂ |α|
∂(ai )α

is a partial derivative of
multi-index α in variables (a1, . . . , aN ). It remains to repeat the arguments of Sect. 2.3.
We remark that the condition ofμ being exponentially decaying, required by Proposition
2.11, has been substituted by the condition of μ being compactly supported. ��

3. Statements of the Main Results

Throughout this section, we fix a real parameter γ > 0.

3.1. Law of large numbers at high temperature. Let {μN }N≥1 be a sequence of expo-
nentially decaying probability measures, such that μN ∈MN for each N , that is, μN is
a probability measure on N -tuples a1 ≤ a2 ≤ · · · ≤ aN . Alternatively, we can assume
that each μN is a compactly supported symmetric distribution on RN of total mass (i.e.,
the pairing against test function 1) equal to N !. Denote their Bessel generating functions
by

GN ;θ (x1, . . . , xN ) := Gθ (x1, . . . , xN ;μN ).

By the results from the previous section, each GN ;θ (x1, . . . , xN ) is holomorphic in
a neighborhood of the origin and satisfies GN ;θ (0, . . . , 0) = 1. Thus, for each N ,
the logarithm ln(GN ;θ ) is a well-defined holomorphic function in a neighborhood of
(0, . . . , 0) ∈ C

N , and
ln(GN ;θ )

∣
∣
x1=···=xN=0 = 0.

We are interested in the interplay between the partial derivatives of ln(GN ;θ ) at the
origin and asymptotic properties of random μN -distributed8 N -tuples (a1, . . . , aN ). We
deal with the latter through the random variables

pNk :=
1

N

N∑

i=1
(ai )

k, (a1, . . . , aN ) is μN − distributed.

Definition 3.1 (LLN-satisfaction). We say that a sequence {μN }N≥1 satisfies a Law of
Large Numbers if there exist real numbers {mk}k≥1 such that for any s = 1, 2, . . . and
any k1, . . . , ks ∈ Z≥1, we have

lim
N→∞EμN

s∏

i=1
pNki =

s∏

i=1
mki .

Remark 3.2. Consider the empirical measure of (a1, . . . , aN ) given by 1
N

∑N
i=1 δai ,

where δx is the Dirac delta mass at x ∈ R. Since the N -tuples (a1, . . . , aN ) are random,
their empirical measures are random probability measures on R. Under mild technical
conditions (uniqueness of a solution to the moments problem, which holds whenever
the numbers mk do not grow too fast, see, e.g., [F71, Section VII.3]), LLN-satisfaction
implies that these measures converge weakly, in probability, to a non-random measure
whose moments are m1,m2, . . ..

8 In our wordings we stick to the situation when μN are bona fide probability measures. If they are dis-
tributions (i.e. generalized functions possibly without any positivity), then all the random variables produced
from them should be interpreted in formal sense: the laws of such random variables can be identified with
expectations of various smooth functions of them, which are readily computed as pairings of μN with appro-
priate test functions. (One also should divide by N ! to adjust for differences between ordered and arbitrary
N -tuples).
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Definition 3.3 (γ -LLN-appropriateness). We say that the sequence {μN }N≥1 is γ -LLN-
appropriate if there exists a sequence of real numbers {κl}l≥1 such that

(a) lim
N→∞, θ→0

θN→γ

∂ l

∂xli
ln (GN ;θ )

∣
∣
∣
x1=···=xN=0

= (l − 1)! · κl , for all l, i ∈ Z≥1.

(b) lim
N→∞, θ→0

θN→γ

∂

∂xi1
· · · ∂

∂xir
ln (GN ;θ )

∣
∣
∣
∣
x1=···=xN=0

= 0, for all r ≥ 2, and i1, . . . , ir ∈

Z≥1 such that the set {i1, . . . , ir } is of cardinality at least two.

Remark 3.4. Because the BGF GN ;θ (x1, . . . , xN ) is symmetric on the variables x1, . . . ,
xN , the condition (a) is equivalent to:

(a’) lim
N→∞, θ→0

θN→γ

∂ l

∂xl1
ln (GN ;θ )

∣
∣
∣
x1=···=xN=0

= (l − 1)! · κl , for all l ∈ Z≥1.

Likewise, we could also simplify condition (b).

Remark 3.5. Suppose that

lim
N→∞, θ→0

θN→γ

∂

∂z
ln(GN ;θ (z, 0, . . . , 0)) = g(z),

uniformly over z in a complex neighborhood of 0. Then κl are the Taylor coefficients of
g, that is,

g(z) =
∞∑

l=1
κl z

l−1.

To state the main theorem, we use the language of formal power series in a formal
variable z, namely series of the form

h0 + h1z + h2z
2 + · · · .

Definition 3.6. LetR[[z]] be the space of formal power series in z with real coefficients.
Let a(z) = a0 +a1z +a2z2 + · · · be any power series inR[[z]]. We define three operators
in R[[z]] by their action on a generic element h(z) = h0 + h1z + h2z2 + · · · ∈ R[[z]], as
follows.

• Derivation operator ∂:

∂(h0 + h1z + h2z
2 + · · · ) := h1 + 2h2z + 3h3z

2 + · · · .
• Lowering operator d:

d(h0 + h1z + h2z
2 + · · · ) := h1 + h2z + h3z

2 + · · · .
• Multiplication operator ∗a :

∗a(h(z)) := h(z)a(z).
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Definition 3.7. Define the map T γ
κ→m : R∞ → R

∞ that takes as input a countable
real sequence {κl}l≥1 and outputs the countable real sequence {mk}k≥1 by means of the
relations

mk = [z0](∂ + γ d + ∗g)k−1(g(z)), k = 1, 2, . . . , (3.1)

where [z0] is the constant term of the expression following it and

g(z) =
∞∑

l=1
κl z

l−1.

For notation purposes, in the remainder of the paper the input of the map T γ
κ→m is

denoted by {κl}l≥1 and the output is denoted by {mk}k≥1. Whenever T γ
κ→m({κl}l≥1) =

{mk}k≥1, the quantities κl are called γ -cumulants and themk’s are calledmoments. This
is meant to draw an analogy with the sequences of classical cumulants and moments of
a probability measure. The motivation for this terminology is explained by the results in
Sect. 8. Roughly speaking, themap T γ

κ→m degenerates to the relation between cumulants
and moments when γ → 0, and to the relation between free cumulants and moments
when γ →∞.

Theorem 3.8 (Law of Large Numbers for high temperature). The sequence {μN }N≥1 is
γ -LLN-appropriate if and only if it satisfies a LLN. In case this occurs, the sequences
{κl}l≥1 and {mk}k≥1 are related by

{mk}k≥1 = T γ
κ→m({κl}l≥1). (3.2)

The proof of this theorem is given later in Sect. 5 below.
Our next results describe in more detail the map T γ

κ→m from Definition 3.7.

3.2. Combinatorial formula for the map T γ
κ→m. From Definition 3.7, we are able to

obtain the values of mk by doing calculations with formal power series and isolating the
constant term of the resulting expansion. For example, for k = 1, 2, 3, 4, the resulting
formulas are the following:

m1 = κ1,

m2 = (γ + 1)κ2 + κ2
1 ,

m3 = (γ + 1)(γ + 2)κ3 + 3(γ + 1)κ2κ1 + κ3
1 ,

m4 = (γ + 1)(γ + 2)(γ + 3)κ4 + 4(γ + 1)(γ + 2)κ3κ1

+ (γ + 1)(2γ + 3)κ2
2 + 6(γ + 1)κ2κ

2
1 + κ4

1 .

(3.3)

However, the defining formula (3.1) is not explicit enough and becomes complicated
when k is large. Our next main theorem is a simpler combinatorial formula that expresses
mk as a polynomial of the variables κ1, κ2, . . . , κk . To state it, we need some terminology.

For any k ∈ Z≥1, denote [k] := {1, 2, . . . , k}.A set partitionπ of [k] is an (unordered)
collection of pairwise disjoint nonempty subsets of [k] such that [k] = B1∪· · ·∪Bm . The
subsets B1, . . . , Bm are called the blocks of the set partition π and we use the notation
π = B1 � · · · � Bm . The cardinalities of the blocks are denoted |B1|, . . . , |Bm |. We
denote the collection of all set partitions of [k] by P(k). Given a set partition π , we
denote by #(π) its number of blocks. For example, there are seven set partitions of [4]
with two blocks; they are:
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1 2 3 4 5 6 7

Fig. 1. Set partition {1, 2, 5, 7} � {3, 4, 6}

{1} � {2, 3, 4}, {1, 3, 4} � {2}, {1, 2, 4} � {3}, {1, 2, 3} � {4},
{1, 2} � {3, 4}, {1, 3} � {2, 4}, {1, 4} � {2, 3}.

We also use the Pochhammer symbol notation:

(x)q :=
{
x(x + 1) · · · (x + q − 1), if q ∈ Z≥1,
1, if q = 0.

Definition 3.9. For any π ∈ P(k) and γ ∈ R, define the quantity W (π), that will be
called the γ -weight of π , as follows9. Let m = #(π) and label the blocks of π by
B1, . . . , Bm in such a way that the smallest element from Bi is smaller than all elements
from Bj , whenever i < j . That is, if the blocks are Bi = {bi1 < · · · < bi|Bi |}, then
b11 < b21 < · · · < bm1 . For each i ∈ {1, . . . ,m}, define p(i) as the number of indices
j ∈ {1, . . . , |Bi | − 1} such that {bij + 1, . . . , bij+1− 1} ∩ Bt �= ∅ for some block Bt with
t < i , and set q(i) := |Bi | − 1− p(i). Then define

W (π) :=
m∏

i=1

(
p(i)! · (γ + p(i) + 1)q(i)

)
. (3.4)

For a set partition π = B1 � · · · � Bm of [k], we can think of the quantity p(i)! ·
(γ + p(i) + 1)q(i) as a weight associated to the block Bi . Therefore the γ -weight W (π)

is the product of all weights of the blocks of π . The weight of a block Bi depends on
the integer p(i), whose computation can be visualized through a geometric procedure
involving arc diagrams:

• Draw each block Bj = (b j
1 < b j

2 < · · · < b j
r ) as an arc with r vertical legs at

positions b j
a , a = 1, . . . , r and with r − 1 horizontal roofs joining adjacent legs at

height m + 1− j .
• p(i) is the number of roofs in Bi , which intersect legs of other blocks. Note that
each roof is counted only once, no matter how many legs it intersects.

Let us provide several examples. First, consider set partition {1, 2, 5, 7} � {3, 4, 6} ∈
P(7) corresponding to the following arc diagram:
The blocks are labeled B1 = {1, 2, 5, 7} and B2 = {3, 4, 6}. We have p(1) = 0,
q(1) = 3, p(2) = 1, q(2) = 1, and therefore

W (π) = 0! · (γ + 1)3 · 1! · (γ + 2)1 = (γ + 1)(γ + 2)2(γ + 3).

For a different example, consider set partition {1, 4} � {2, 6} � {3, 5, 7} ∈P(7) corre-
sponding to the following arc diagram:

9 We omit the dependence on γ from the notation W (π).
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1 2 3 4 5 6 7

Fig. 2. Set partition {1, 4} � {2, 6} � {3, 5, 7}

1 2 3 4 5 6 7

Fig. 3. Set partition {1, 3, 4, 5, 6} � {2, 7}

The blocks are labeled B1 = {1, 4}, B2 = {2, 6}, and B3 = {3, 5, 7}. We have p(1) = 0,
q(1) = 1, p(2) = 1, q(2) = 0, p(3) = 2, q(3) = 0, and therefore

W (π) = 0! · (γ + 1)1 · 1! · (γ + 2)0 · 2! · (γ + 3)0 = 2(γ + 1).

For the final example, consider set partition {1, 3, 4, 5, 6}�{2, 7} ∈P(7) corresponding
to the following arc diagram:
The blocks are labeled B1 = {1, 3, 4, 5, 6} and B2 = {2, 7}. We have p(1) = 0,
q(1) = 4, p(2) = 1, q(2) = 0, and therefore

W (π) = 0! · (γ + 1)4 · 1! · (γ + 1)0 = (γ + 1)(γ + 2)(γ + 3)(γ + 4).

Let us also mention two useful properties which directly follow from the definition of
p(i):

• p(1) = 0.
• If |Bi | = 1, then p(i) = q(i) = 0.

We have introduced all notations and can now state the main theorem of this section:

Theorem 3.10 (γ -cumulants to moments formula). Let {mk}k≥1 and {κl}l≥1 be real
sequences that are related by {mk}k≥1 = T γ

κ→m({κl}l≥1). Let k ∈ Z≥1 be arbitrary.
Then

mk =
∑

π∈P(k)

W (π)
∏

B∈π
κ|B|.

The proof is presented in Sect. 6 below. In Sect. 8 we explain how in the limits
γ → 0 and γ → ∞, Theorem 3.10 turns into the expression of moments through
classical cumulants and through free cumulants, respectively.

3.3. T γ
κ→m and its inverse T γ

m→κ through generating functions. Themap T γ
κ→m : {κl}l≥1

	→ {mk}k≥1 is equivalent to relations of the form
mk = (γ + 1)k−1 · κk + certain polynomial in the variables κ1, . . . , κk−1, (3.5)

Recursively using (3.5), each κl can be expressed as a polynomial in the variables
m1, . . . ,ml . In other words, the map T γ

κ→m has an inverse denoted by

T γ
m→κ := (T γ

κ→m)−1 : {mk}k≥1 	→ {κl}l≥1.
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For example, inverting the formulas in (3.3) we get

κ1 = m1,

κ2 = 1

γ + 1

(
m2 − m2

1

)
,

κ3 = 1

(γ + 1)2

(
m3 − 3m2m1 + 2m3

1

)
,

κ4 = 1

(γ + 1)3

(

m4 − 4m3m1 −
[

2 +
1

γ + 1

]

m2
2 +

[

10 +
2

γ + 1

]

m2m
2
1 −

[

5 +
1

γ + 1

]

m4
1

)

.

(3.6)
Oneway to write the formulas connectingmoments and cumulants in a compact form

is through generating function:

Theorem 3.11. Let {mk}k≥1 and {κl}l≥1 be real sequences related by {κl}l≥1 =
T γ
m→κ({mk}k≥1). Then

exp

( ∞∑

l=1

κl yl

l

)

= [z0]
{ ∞∑

n=0

(yz)n

(γ )n
· exp

(

γ

∞∑

k=1

mk

k
z−k

)}

. (3.7)

Equivalently, (3.7) can be rewritten as a combination of two identities involving an
auxiliary sequence {cn}n≥0 through:

{
exp

(∑∞
l=1

κl
l z

l
) =∑∞

n=0
cn

(γ )n
zn,

exp
(
γ

∑∞
k=1

mkzk

k

)
=∑∞

n=0 cnzn .
(3.8)

As we explain in Sect. 8, in the limit γ → 0, the statement of Theorem 3.11 turns
into the well-known formula expressing the generating function of (classical) cumulants
as a logarithm of the generating function of moments (equivalently, of the characteristic
function of a randomvariable). On the other hand, in the limit γ →∞, Theorem3.11 can
be converted into the identification of the free cumulants with Taylor series coefficients
of the Voliculescu R-transform of a probability measure.

A close examination of (3.8) reveals an unexpected connection to the d-cumulants
for the (additive) finite free convolution. We recall that the latter is a deterministic binary
operation on d-tuples of real numbers, which was shown in [GM20, Theorem 1.2] to be
the θ →∞ limit of the operation (a,b) 	→ a+θ b for fixed N = d. Generating functions
and certain combinatorial formulas for d-cumulants were developed in [Ma18,AP18].
Comparing with [AP18], we observe a match under the following change in notations,
where in the left column we use notations from [AP18] and in the right column we use
notations from our work:

d ←→−γ,

mn ←→ mn,

κn ←→ γ n−1κn,
an ←→ (−1)ncn .

(3.9)

Indeed, under (3.9) the first formula of (3.8) becomes [AP18, (3.1) or (3.3)] and
the second formula of (3.8) becomes [AP18, (4.2)]. Note that the symbol (x)n has the
meaning x(x − 1) . . . (x − n + 1) in [AP18], which is different from the convention that
we use.
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It is important to emphasize that in our work γ > 0, while in [Ma18,AP18], d
is a positive integer. Hence, using (3.9) we see that there are no values of parameters
under which finite free cumulants coincide with our γ -cumulants. Instead, one family
of cumulants should be treated as an analytic continuation of another. There are two
consequences of this correspondence. First, Theorem 3.10 translates into a new combi-
natorial formula for finite free cumulants. Second, [AP18, Theorem 4.2] explains how
the generating function identity equivalent to (3.8) leads to transition formulas (involv-
ing double sums over set partitions) between moments and finite free cumulants and
vice versa. Hence, substituting (3.9) we can obtain similar formulas between moments
and our γ -cumulants.

3.4. Generalized Markov–Krein transform. There is a way to recast the formulas of
Theorem 3.11 connecting them to a remarkable non-linear transformation of measures
discussed in [FF16] (see also [MP21] and [K98]). We take the numbers cn from (3.8)
and replace them with

c̃n = n!
(γ )n

cn .

Further, suppose that mk are moments of a compactly supported probability measure ν

and c̃n are moments of a compactly supported probability measure μ:

mk =
∫

R

xkν(dx), c̃n =
∫

R

xnμ(dx).

Then the second identity of (3.8) can be recast as

exp

(

−γ

∫

R

ln(z − x)ν(dx)

)

=
∫

R

1

(z − t)γ
μ(dt), (3.10)

where the equivalence of (3.10) with (3.8) can be seen by assuming z to be large and
expanding the integrals into 1/z power series. It is proven in [FF16] that for any prob-
ability measure ν with

∫
R
ln(1 + |x |)ν(dx) < ∞ (in particular, compact support is

not necessary), there exists another probability measure μ, such that the identity (3.10)
holds. For γ = 1 the correspondence (3.10) and its relatives were popularized in the
context of asymptotic problems byKerov (see [K98], [K03, Chapter VI]) under the name
Markov–Krein transform; its origins go back to the studies of the solutions to themoment
problems in the middle of the XX century. General γ > 0 case was mentioned in [K98,
Section 3.7 and 4.1] and further discussed in [FF16]. In our setting the correspondence
(3.8) is useful because the first identity of (3.8) is recast in terms of the measure μ as

∞∑

l=1

κl

l
zl = ln

(∫

R

exp(t z)μ(dt)

)

.

Therefore, up to multiplication by (l − 1)!, the γ -cumulants κl of the measure ν are
classical cumulants of the measure μ (we recall the definition of the classical cumulants
in Sect. 8.1).

In a sense, the correspondence ν ↔ μ of (3.10) reduces γ -cumulants (and all opera-
tions based on them) to classical cumulants. However, a difficulty in efficiently using this
point of view is that the correspondence is highly non-linear and its properties are mostly
unknown. For instance, describing all measures μ, which can appear in the right-hand
side of (3.10) is an open question.



Matrix Addition and the Dunkl Transform at High Temperature 757

4. Applications

In this section we list several applications of the general theorems from Sect. 3.

4.1. Law of large numbers for Gaussian β ensembles. For each N ≥ 1, let μN , θ be
the N -particle Gaussian β ensemble with parameter β = 2θ—this is a probability
distribution on N -tuples of real numbers a1 ≤ a2 ≤ · · · ≤ aN with density proportional
to

∏

1≤i< j≤N
(a j − ai )

2θ
N∏

i=1
e−a2i /2. (4.1)

The eigenvalue distributions of the celebrated Gaussian Orthogonal/Unitary/Symplectic
ensembles of random matrices are given by (4.1) at θ = 1

2/1/2, respectively.
To state the result of this subsection, we need a few definitions. Denote byM (k) the

collection of all perfect matchings of [k], that is, the collection of set partitions of [k]
where each block has size 2. M (k) is empty if k is odd, and if k = 2m is even, then
M (k) has cardinality (2m − 1)!! = (2m − 1)(2m − 3) · · · 3 · 1. Any perfect matching
π = {B1, . . . , Bm} of [2m] is also a set partition of [2m], so we can draw its arc diagram,
as described in Sect. 3.2. Denote by roof(π) the number of roofs that do not intersect
some leg. Roof(π) is an integer between 1 and m, and roof(π) = m if and only if the
perfect matching π is non-crossing, see Fig. 4 for an illustration.

Finally, consider the empirical measures

ρN, θ := 1

N

N∑

i=1
δai , (a1, . . . , aN ) isμN ,θ -distributed.

Theorem 4.1. As N → ∞, θ → 0, θN → γ , the (random) measures ρN, θ converge
weakly, in probability to a deterministic probability measure μγ which is uniquely de-
termined by its moments:

∫ ∞

−∞
xkμγ (dx) =

∑

π∈M (k)

(γ + 1)roof(π), (4.2)

which is set to be 0 for odd k.

Remark 4.2. In our Theorem 4.1, the limiting measure μγ is an analogue of Wigner’s
semicircle law from free probability theory and of the Gaussian distribution from clas-
sical probability, because the only nonzero γ -cumulant is the second one. Similarly to
these measures, μγ is also present in a Central Limit Theorem with respect to the op-
eration of γ -convolution discussed in the next subsection, see [MP21, Section 5.3]. In
fact,μγ degenerates into these measures at special values of γ . Indeed, when γ = 0 and
k = 2m, the right-hand side of (4.2) is equal to |M (2m)| = (2m − 1)!!, which coin-
cides with the (2m)-th moment of the standard normal distribution. When γ →∞ and
k = 2m, the right-hand side of (4.2) (when divided by γm) becomes the number of non-
crossing perfect matchings of [2m], which is the m-th Catalan number Cm = 1

m+1

(2m
m

)
.

This is the (2m)-th moment of the standard Wigner’s semicircle law.
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Remark 4.3. While identification of μγ through (4.2) was not stated explicitly in the
literature before, the LLN itself, i.e. existence of the limiting measures μγ is known
at least from [ABG12]. [BP15] provides other (more complicated) formulas for the
moments of μγ , and in [DS15] the measure μγ is identified with the mean spectral
measure of a certain random Jacobi matrix.

Remark 4.4. The measures μγ were also previously studied by other authors without
knowing about their connections to Gaussian β ensembles. Askey and Wimp [AW84]
studied μγ as an orthogonality measure for the associated Hermite polynomials ([D09]
obtained a formula for the moments that is equivalent to ours, and [SZ20,BDEG21]
contain generalizations: see (4.7) in the former paper and Proposition 4.19 in the latter).
Interestingly, the same polynomials also play a role in studying β → ∞ limits of
Gaussian β Ensembles, see [GK20, Section 4.3]. From another direction, Kerov [K98]
studiedμγ in connection to theMarkov-Krein transform and noticed that thesemeasures
interpolate between Gaussian and semicircle laws.

Proof of Theorem 4.1. By Lemma 4.5 below, the Bessel generating function of μN, θ is

GN (x1, . . . , xN ; θ) = exp

(
x21 + · · · + x2N

2

)

.

It follows that {μN, θ } is γ -LLN-appropriate with {κl}l≥1 given by

κl =
{
1, if l = 2,
0, otherwise.

(4.3)

The corresponding sequence {mk}k≥1 = T γ
κ→m({κl}l≥1) is given by the formula in

Theorem 3.10. Because the only nonzero γ -cumulant κl is the one with l = 2, the
summation for mk reduces from all set partitions of [k] to all perfect matchings of [k].
In particular, mk = 0 if k is odd. In the case that k is even, say k = 2m, consider any
perfect matching π = {B1, . . . , Bm} of [2m]; each block Bi has cardinality 2, so p(i)
is 1 if the roof of the arc Bi intersects some leg in the arc-diagram of π , and otherwise
p(i) is 0. As a result, the weight W (π) in (3.4) is equal to (γ + 1)roof(π).

Then Theorem3.8 shows that the sequence {μN ,θ } satisfies a LLN, and this proves the
desired convergence in the statement of the theorem, see Remark 3.2. It remains to show
that the right-hand sides of (4.2) are the moments of a unique probability measure. For
this, we check the Carleman’s condition: the moments problem for a sequence {αk}k≥1
determines a unique probability measure if

∞∑

m=1
(α2m)−1/(2m) = +∞. (4.4)

Indeed, elementary bounds show

α2m =
∑

π∈M (2m)

(γ + 1)roof(π) ≤ (γ + 1)m · |M (2m)| = (γ + 1)m · (2m − 1)!!

≤ (γ + 1)m · (2m)m

and so (α2m)−1/(2m) ≥ const · 1√
m
, thus proving (4.4). ��



Matrix Addition and the Dunkl Transform at High Temperature 759

Lemma 4.5. The Bessel generating function of the N-particle Gaussian β ensemble
with parameter β = 2θ is

Gθ (x1, . . . , xN ;μN, θ ) = exp

(
x21 + · · · + x2N

2

)

. (4.5)

Identity (4.5) is a folklore and we do not claim any novelty. One can prove it by
taking an appropriate limit of theCauchy identity for Jack polynomials. Alternatively, the
computation of the Bessel generating function for the Laguerre β Ensemble is equivalent
to [Ne03, Eqn. (3.1)], and (4.5) is then obtained by a limit transition. As yet another
approach, Gaussian β Ensembles can be identified with measures from [AN19, Thm.
1.13 and Sec. 6] with a single non-zero parameter γ2, and for those, the Bessel generating
function is computed in [AN19], see also [OV96, Cor. 2.6] for the θ = 1 case. For
completeness, let us sketch the first argument.

Sketch of the proof of Lemma 4.5. We rely on the theory of symmetric functions, as
presented in [M98, Ch. I and VI], see also [S89]. We denote by � the real algebra of
symmetric functions in infinitely many variables x1, x2, . . . , which is generated by the
(algebraically independent) power sums pk =∑

i (xi )
k , k = 1, 2, . . . . A distinguished

linear basis of � is given by the Jack symmetric functions Pλ(·; θ), where λ = (λ1 ≥
λ2 ≥ · · · ≥ 0) ranges over the set of all partitions and Pλ(·; θ) is homogeneous of degree
|λ| =∑

i λi . The Jack symmetric functions exhibit the following Cauchy(-Littlewood)
summation identity:

∑

λ

Pλ(x1, x2, . . . ; θ)Pλ(y1, y2, . . . ; θ)

〈Pλ, Pλ〉 =exp

(

θ

∞∑

k=1

pk(x1, x2, . . . )pk(y1, y2, . . . )

k

)

,

(4.6)
where the sum is over all partitions λ and 〈Pλ, Pλ〉 are explicitly known θ -dependent
normalization constants. (4.6) is a formal identity of power series. We can turn it into a
numeric identity by applying a specialization: an algebra homomorphism from � to the
real numbers. We need one particular homomorphism, which is known as the Plancherel
specialization in the literature:

τs : �→ R, τk(pk) =
{
s, k = 1,
0, k ≥ 1.

Applying τs with s > 0 to the x-variables and setting yN+1 = yN+2 = · · · = 0, we
transform(4.6) into

∑

λ=(λ1≥λ2≥···≥λN≥0)

Pλ(τs; θ)Pλ(1N ; θ)

〈Pλ, Pλ〉 · Pλ(y1, . . . , yN ; θ)

Pλ(1N ; θ)
= exp

(

θs
N∑

i=1
yi

)

,

(4.7)
where 1N stays for the N variables equal to 1 and the summation got restricted to the
partitions with (at most) N parts, because Pλ(y1, . . . , yN ; θ) vanishes for others. Let us
now introduce a probability measure on N -tuples of integers λ = (λ1 ≥ . . . λN ≥ 0)
through the formula:

Prob(λ1, . . . , λN ) = J1N ;τs (λ) := e−θsN Pλ(τs; θ)Pλ(1N ; θ)

〈Pλ, Pλ〉 . (4.8)
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J1N ;τs (λ) is an instance of the Jack measure on partitions and it is discussed in details
in [GSh15, Sec. 2.2]. With this definition, we can rewrite (4.7) as

EJ1N ;τs

[
Pλ(y1, . . . , yN ; θ)

Pλ(1N ; θ)

]

= exp

(

θs
N∑

i=1
(yi − 1)

)

. (4.9)

Next, we want to set

s = ε−1θ−1, λi = ε−1 + ε−1/2aN+1−i , yi = exp(ε1/2xi ), i = 1, 2, . . . , N ,

(4.10)
for ε > 0 and then send ε → 0. [GSh15, Proposition 2.10 with t = 1] proves that the
measures (4.8) converge weakly to the Gaussian β ensemble of (4.1):

lim
ε→0+

J1N ; τ
ε−1θ−1 = μN , θ .

In this way (4.5) is obtained as ε→ 0 limit of (4.9). For the right-hand side of (4.9) we
have:

exp

(

θs
N∑

i=1
(yi − 1)

)

= exp

(

ε−1/2
N∑

i=1
xi +

N∑

i=1

x2i
2

+ O(ε1/2)

)

. (4.11)

For the left hand side of (4.7), we use the identity (valid for any c ∈ Z) which is a
discrete version of (1.8):

P(c+μ1,..., c+μN )(y1, . . . , yN ) = (y1 · · · yN )c · P(μ1,..., μN )(y1, . . . , yN )

and limit relation between the symmetric Jack polynomials and multivariate Bessel
functions:

lim
η→0+

P(η−1aN ,...,η−1a1)(exp(ηx1), . . . , exp(ηxN ); θ)

P(η−1aN ,...,η−1a1)(1
N ; θ)

= B(a1,...,aN )(x1, . . . , xN ; θ).

(4.12)
The last identity can be found in [OO97, Sec. 4] or [Cu19, Thm. 7.5]; in this limit
transition the combinatorial formula for Jack polynomials (expressing the expansion of
the polynomial into monomials as a sum over semi-standard Young tableaux or Gelfand-
Tsetlin patterns) turns into (2.5) of Definition 2.5.

Thus, dividing both sides of (4.7) by exp
(
ε−1/2

∑N
i=1 xi

)
and sending ε → 0

(we omit a standard tail bound justifying the validity of the limit transition under the
expectation sign), we get

EμN ,θ

[
B(a1,...,aN )(x1, . . . , xN ; θ)

] = exp

(
N∑

i=1

x2i
2

)

.

��
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4.2. γ -convolution.

Proof of Theorem 1.5. Let Ga
N be the BGF of the distribution10 of a(N ) and let Gb

N be
the BGF of the distribution of b(N ). Since Definition 1.4 is the same as Definition 3.1,
Theorem 3.8 implies that the distributions of a(N ) and b(N ) are γ -LLN appropriate.
Let us denote the corresponding γ -cumulants (right-hand sides in (a) of Definition 3.3)
through κa

l and κb
l , respectively.

Further, let Ga+θb
N be the BGF of a(N ) +θ b(N ). By Definition 1.2 and the indepen-

dence of the distributions of a(N ) and b(N ), we have

Ga+θb
N (x1, . . . , xN ; θ) = Ga

N (x1, . . . , xN ; θ) · Gb
N (x1, . . . , xN ; θ).

Hence, partial derivatives of ln(Ga+θb
N ) are sums of those of ln(Ga

N ) and those of ln(Ga
N ).

Therefore, the sequence of distributions of a(N ) +θ b(N ) is γ -LLN appropriate with
γ -cumulants given by the sums κa

l + κb
l , l = 1, 2, . . . . Applying Theorem 3.8 again, we

conclude that a(N ) +θ b(N ) converges in the sense of moments, which concludes the
proof of the theorem. Observe that the lth γ -cumulant of the limit measure is κa

l + κb
l ,

for all l = 1, 2, . . ., which then verifies formula (1.11). ��
One remark is in order. We never prove (or claim) that the N →∞ limit of empirical

distributions of a(N ) +θ b(N ) is given by a probability measure; we only show that the
moments converge to some limiting values. Of course, if we knew that a(N )+θ b(N ) is a
bona fide random N -tuple of integers (which is widely believed to be true, see Conjecture
1.3), then we could say that the deterministic limit of random empirical distributions is
necessarily given by a probability measure. In this case, the binary operation �γ would
turn into an operation on probability measures.

Definition 4.6. Let γ > 0 be fixed. Let μ be a probability measure with finite moments
{mμ

k }k≥1. If {κμ
l }l≥1 := T γ

κ→m({mμ
k }k≥1), then the quantities κ

μ
l are said to be the γ -

cumulants of μ. Next, let ν be another probabilitymeasurewith all γ -cumulants {κν
l }l≥1.

If there exists a unique probability measure, to be denoted μ �γ ν, such that all of its
γ -cumulants are finite and given by

κ
μ�γ ν

l = κ
μ
l + κν

l , for all l ≥ 1,

then μ �γ ν is said to be the γ -convolution of μ and ν.

We note that if Conjecture 1.3 is true, then the words “If there exists a probability
measure” can be removed from the above definition, because such a measure would
always exists. However, one should still require the uniqueness because not every prob-
ability measure is uniquely determined by its γ -cumulants or moments; one needs to
impose a slow growth condition on the moments to guarantee the uniqueness.

This definition agrees with the definition embedded in Theorem 1.5 in the following
sense. If τ is a probability measure which is determined by its moments {mτ

k }k≥1, then
τ = μ�γ ν (in the sense ofDefinition 4.6) if and only if {mτ

k }k≥1 = {mμ
k }k≥1�γ {mν

k }k≥1
(in the sense of Theorem 1.5).

10 In this section the word “distribution” is used in probabilistic meaning, as in “distribution of a random
variable”, rather than in functional-analytic meaning, where a distribution is a synonym of a generalized
function.
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4.3. Examples of γ -convolutions.

Example 4.7. Let {mk}k≥1 be the sequence of moments of a probability measure μ on
R. Also consider the sequence {ak}k≥1 of powers of a real number a ∈ R; evidently
this is the sequence of moments of the Dirac delta mass at point a. Let {m̃k}k≥1 be the
sequence of moments of the conventional convolution δa ∗ μ, in other words, if we set
m0 := 1 then

m̃k =
k∑

i=0

(
k

i

)

aimk−i , k = 1, 2, . . . . (4.13)

For any γ > 0, we claim

{m̃k}k≥1 = {ak}k≥1 �γ {mk}k≥1.
This is equivalent to δa ∗ μ = δa �γ μ, i.e. it would mean that γ -convolution with

a Dirac delta mass at a is identified with shift by a. Indeed, we can verify this claim by
using Theorem 1.5. Note that for the constant sequences {a(N ) = (a, . . . , a)}N≥1, we
have limN→∞ a(N )

m= {ak}k≥1. Moreover, for any b(N ) = (b1(N ) ≤ · · · ≤ bN (N )),
we have that a(N ) +θ b(N ) is the deterministic N -tuple (b1(N ) + a ≤ · · · ≤ bN (N ) +
a), as mentioned right after Definition 1.2. Hence if limN→∞ b(N )

m= {mk}k≥1, then
limN→∞ a(N ) +θ b(N )

m= {m̃k}k≥1. Then the claim follows from Theorem 1.5.

Example 4.8. Let σ 2 > 0 be any positive number and consider the sequence of γ -
cumulants:

κσ 2

l :=
{

σ 2, if l = 2,
0, otherwise.

(4.14)

Denote the corresponding sequence of moments as {mσ 2

k }k≥1 := T γ
κ→m({κσ 2

l }l≥1). Ob-
serve that {mσ 2

k }k≥1 is the sequence of moments of a rescaled version of the distribution
of Theorem 4.1, that we denote μγ,σ 2 . From (4.14) and the definition of γ -convolution,
it follows that for any σ 2

1 , σ 2
2 > 0 we have μγ, σ 2

1 +σ 1
2
= μγ,σ 2

1
�γ μγ,σ 2

2
, or equivalently

{mσ 2
1 +σ 2

2
k }k≥1 = {mσ 2

1
k }k≥1 �γ {mσ 2

2
k }k≥1.

Example 4.9. Let λ > 0 be arbitrary and consider the constant sequence of γ -cumulants:
κλ
l := λ, for all l = 1, 2, . . .. Denote the corresponding sequence of moments as
{mλ

k }k≥1 := T γ
κ→m({κλ

l }l≥1). It is known that {mλ
k }k≥1 is the sequence of moments of a

probability measure νλ
γ . It follows that for any λ1, λ2 > 0, we have ν

λ1+λ2
γ = ν

λ1
γ �γ ν

λ2
γ ,

or equivalently

{mλ1+λ2
k }k≥1 = {mλ1

k }k≥1 �γ {mλ2
k }k≥1.

The measure νλ
γ was studied in [ABMV13,TT19], where it was shown to be the limit of

the empirical measures of beta Laguerre ensembles in the limit N → ∞, βN → 2γ ,
N/M → λ. The density of νλ

γ can be obtained from [TT19, Lemma 2.1]; note that in
that paper our parameters γ, λ are denoted by c, α, respectively. We also refer to [MP21,
Section 5.4 and Figure 5] for additional details and plots of the densities. Since all the
γ -cumulants of νλ

γ are equal to each other, this measure is similar to the Poisson and the
Marchenko-Pastur distributions whose cumulants, respectively, free cumulants, are all
the same.
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4.4. Lawof large numbers for ergodicmeasures. Westart this section by providing some
context in the complex case θ = 1 (or β = 2). The infinite-dimensional unitary group
U (∞) is defined as the union of the groups of N × N unitary matrices,

⋃∞
N=1U (N ),

where we embed U (N ) intoU (N + 1) as the subgroup of operators fixing the (N + 1)st
basis vector. Each element of U (∞) is an infinite matrix, such that for some N =
1, 2, . . . , its top N × N corner is unitary and outside this corner we have 1s on the
diagonal and 0s everywhere else. Consider the space H of infinite complex Hermitian
matrices with rows and columns parameterized by positive integers i and j . U (∞) acts
on H by conjugations and one can ask about random matrices in H whose laws are
invariant under such action. Their probability distributions form a simplex and much
of the work on conjugation-invariant matrices comes down to study extreme points
of this simplex—ergodic conjugation-invariant random matrices in H. In [Pi91,OV96]
these matrices were completely classified: they depend on a sequence of real parameters
{αi }∞i=1 with

∑∞
i=1(αi )

2 ≤ ∞ and two reals δ1 ∈ R, δ2 ≥ 0 and are given by an infinite
sum:

δ1I +
√

δ2
X + X∗

2
+
∞∑

i=1
αi

( 1
2ViV

∗
i − I)

, (4.15)

where I is the identical matrix (with 1s on the diagonal and 0s everywhere else), X is
a matrix with i.i.d. Gaussian N (0, 1) + iN (0, 1) elements, Vi is an infinite (column-)
vector with i.i.d. GaussianN (0, 1)+ iN (0, 1) components and all the involved matrices
are independent. Note that if the only non-zero parameter is δ2, then (4.15) gives the
Gaussian Unitary Ensemble (a particular case of Wigner matrices). If the only non-zero
parameters are α1 = α2 = · · · = αK = 1 and δ1 = K , then (4.15) gives the Laguerre
Unitary Ensemble (a particular case of Wishart or sample-covariance matrices).

As was first mentioned in [OV96, Remark 8.3] and recently studied in details in
[AN19], the problem of classification of conjugation-invariant infinite complex Hermi-
tian matrices has a general θ -version related to the θ -corners processes of Definition
2.1. Roughly speaking, while there are no infinite self-adjoint matrices in the general
θ -version, one can make sense of the distribution of eigenvalues of the top-left principal
submatrices (corners) of the infinite self-adjointmatrices. One of the problems addressed
in [AN19] (see Theorem 1.13 there) is the classification of ergodic random matrices at
general values of θ . Since there are no bona fide matrices, this problem actually asks for
distributions of N -tuples, for N = 1, 2, . . ., satisfying certain coherence relations—the
distributions should be regarded as the eigenvalue distributions of the N × N corners
of an ergodic matrix. It turns out that the set of parameters remains the same as in the
θ = 1 case. The law of the top-left 1× 1 corner η of an ergodic matrix at general values
of θ has characteristic function

Eeitη = Fθ;{αi },δ1,δ2(it), where Fθ;{αi },δ1,δ2(z) := exp
(
δ1z+

δ2
2θ z

2
)
·
∞∏

i=1

exp(−αi z)
(
1− αi

θ
z
)θ

.

(4.16)
More generally, there is a formula that uniquely determines the eigenvalue distribution
of the corners, namely if η1 ≤ η2 ≤ · · · ≤ ηN are the random eigenvalues of the N × N
corner, then their Bessel generating function is explicit:

E
[
B(η1,...,ηN )(x1, . . . , xN ; θ)

] =
N∏

j=1
Fθ;{αi },δ1,δ2(x j ). (4.17)
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Wewill take (4.17) as our definition of the distributions on N -tuples (η1 ≤ · · · ≤ ηN );
these distributions are the ergodic measures of [OV96,AN19]. For them, we prove the
following Law of Large Numbers in the regime N →∞, θN → γ .

Theorem 4.10. Suppose that θ and {αi }∞i=1, δ1, δ2 vary with N in such a way that
N →∞, θ → 0, θN → γ and

ln
(Fθ;{αi },δ1,δ2(z)

) −→ F(z) =
∞∑

l=1

κl

l
zl , (4.18)

uniformly over a complex neighborhood of 0. Then the eigenvalues (η1, . . . , ηN ) of the
N × N corners of the corresponding general θ ergodic random matrix converge in
the sense of moments (as in Definitions 1.4 or 3.1) to a probability distribution with
γ -cumulants κl , i.e. its moments are found by the expression of Theorem 3.10.

Remark 4.11. Choosing δ2 = θ , so that Fθ;{αi },δ1,δ2(z) = exp(z2/2), we recover the
LLN for the Gaussian β-ensembles as N → ∞, βN → 2γ , as in Sect. 4.1. Choosing
α1 = α2 = · · · = αM = θ , δ1 = Mθ with M = �λN/γ �, so that Fθ;{αi },δ1,δ2(z) =
(1 − z)−θ�λN/γ � → (1 − z)−λ, we recover the LLN for the Laguerre β-ensembles as
N → ∞, βN → 2γ and M/N → λ/γ . The limiting probability measure is νλ

γ , as
described in Example 4.9.

Remark 4.12. The formula (4.16) has a multiplicative structure: a product ofFθ;{αi },δ1,δ2
(z) functions is again a function of the same type. This property leads to the limits in
Theorem 4.10 being infinitely-divisible with respect to γ -convolution �γ . This is in

agreement with Examples 4.8 and 4.9, which show that the measures μσ 2

γ and νλ
γ are

γ -infinitely-divisible.

Proof of Theorem 4.10. Combining (4.17) with (4.18), we conclude that the BGF of
(η1, . . . , ηN ) is γ -LLN appropriate in the sense of Definition 3.3. Hence, by Theorem
3.8, (η1, . . . , ηN ) converge in the sense of moments and the asymptotic moments are
recovered from the γ -cumulants κl by using the map T γ

κ→m . ��

4.5. Limit of projections. We again start from the complex case θ = 1. This time we
fix N = 1, 2, . . . and a deterministic N -tuple of reals a1 ≤ · · · ≤ aN . Let AN be a
uniformly random N × N complex Hermitian matrix with eigenvalues a1, . . . , aN and
let Am be the m × m top-left submatrix of AN . We now fix τ > 1, set m = �N/τ�
and send N → ∞. If we assume that the empirical measures of eigenvalues of AN ,
1
N

∑N
i=1 δai , converge to a limiting probability measure μ, then the (random) empirical

measures of eigenvalues of Am converge to a (deterministic) measure μ�τ . For integer
τ this measure is the same as the free convolution of τ copies of μ, hence, μ�τ can be
called a fractional convolution power, see [STJ20] for a recent study and references.

We now present an analogue of the operation μ 	→ μ�τ in our θ → 0 asymptotic
framework.

Theorem 4.13. Fix real numbers γ > 0 and τ > 1. Suppose that for each N = 1, 2, . . . ,
we are given an N-tuple of reals a1 ≤ · · · ≤ aN , and let {yki }1≤i≤k≤N be the θ -
corners process with top row a1, . . . , aN , as in Definition 2.1. (In particular, this means
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yN1 = a1,…, yNN = aN .) Define the empirical measures

ρN = 1

N

N∑

i=1
δai , ρτ

N =
1

�N/τ�
�N/τ�∑

i=1
δ
y�N/τ�
i

,

and suppose that all measures ρN are supported inside a segment [−C,C] and as
N → ∞, ρN weakly converge to a probability measure μ (supported inside the same
segment). Then as N →∞, θ → 0 with θN → γ , the (random) measures ρτ

N converge
weakly, in probability to a deterministic measure μτ,γ . If {mk}k≥1 are the moments of μ
and {mτ

k }k≥1 are the moments of μτ,γ , then

T γ
m→κ

({mk}k≥1
) = T γ /τ

m→κ

({mτ
k }k≥1

)
. (4.19)

In other words, γ -cumulants of μ coincide with γ
τ
-cumulants of μτ,γ .

Remark 4.14. The condition of support inside [−C,C] is used to guarantee that all
the involved measures are determined by their moments; it can be replaced by other
uniqueness conditions for the moments problem.

Proof of Theorem 4.13. Convergence ρN → μ and the condition on the support of ρN
imply that the moments of ρN converge to those of μ. Hence, the sequence of delta-
measures (unit masses) on N -tuples (a1, . . . , aN ) satisfies LLN in the sense ofDefinition
3.1. Thus, Theorem 3.8 yields that it is γ -LLN appropriate, i.e., its BGF

GN ;θ (x1, . . . , xN ) = B(a1,...,aN )(x1, . . . , xN ; θ)

satisfies the conditions of Definition 3.3. Let G̃N ;θ denote the BGF of the �N/τ�-tuple
of reals y�N/τ�

1 ≤ · · · ≤ y�N/τ�
�N/τ� . Then Definition 2.5 implies that

G̃N ;θ (x1, . . . , x�N/τ�) = GN ;θ (x1, . . . , x�N/τ�, 0, 0, . . . , 0),

where there are N − �N/τ� in the right-hand side. Hence, the partial derivatives of
ln(G̃N ;θ ) coincide with partial derivatives of ln(GN ;θ ) and, therefore, the former is γ -
LLN appropriate. It is important to emphasize at this point that we use the same θ for
GN ;θ and G̃N ;θ , however, the number of variables for the latter is �N/τ� rather than N .
This leads to γ being divided by τ . It remains to use Theorem 3.8 yet again to conclude
that the random measures ρτ

N converge in the sense of moments and consequently also
weakly, in probability. ��

In general, we do not know any simple criteria on when a given sequence of numbers
is a sequence of γ -cumulants corresponding to a probability measure. Yet Theorem 4.13
leads to an interesting comparison between different γ ’s.

Corollary 4.15. Take a sequence of real numbers κ1, κ2, . . . and suppose that for some
γ0 > 0, these numbers are γ0-cumulants of some probability measure ν, i.e., {κl}l≥1 =
T γ0
m→κ

({mk}k≥1
)
with mk =

∫
R
xkν(dx). Then for each 0 < γ < γ0 the same numbers

are also γ -cumulants of some probability measure. In particular, sending γ → 0, we
also have that the sequence 0!κ1, 1!κ2, 2!κ3, . . . gives conventional cumulants of some
probability measure.

In fact, 0!κ1, 1!κ2, 2!κ3, . . . are the conventional cumulants of the probabilitymeasure
μ that is related to ν by means of the generalized Markov-Krein transform (3.10).
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Proof. We apply Theorem 4.13 with τ = γ0/γ . The theorem was proven only for
compactly supported measures, but we can approximate any measure by compactly
supported ones. Finally, the convergence of γ -cumulants to conventional cumulants as
γ → 0 is discussed in Sect. 8. ��
Remark 4.16. Theorem 4.13, or just equation (4.19), defines for τ > 1 the (τ, γ )-
projection map

�τ,γ : μ 	→ μτ,γ ,

which maps the space of probability measures of compact support to itself. It would
be interesting to study the possibility of an extension of (τ, γ )-projection map to all
probability measures. In particular, the probability measuresμσ 2

γ and νλ
γ from Examples

4.8 and 4.9 should map to the measures of the same type: �τ,γ (μσ 2

γ ) = μσ 2

γ /τ and

�τ,γ (νλ
γ ) = νλ

γ/τ .

5. Law of Large Numbers at High Temperature

In this section, we prove Theorem 3.8. Recall that the real parameter γ > 0 is fixed, and
we are interested in the limit regime N →∞, θ → 0, and θN → γ .

Let us recall some terminology about partitions of numbers (rather than set partitions
of Sect. 3). A partition λ is a weakly decreasing sequence of nonnegative integers λ =
(λ1 ≥ λ2 ≥ · · · ≥ 0), λi ∈ Z≥0, such that

∑∞
i=1 λi <∞. The latter sum is denoted |λ|

and is called the size of the partition λ. If λ is a partition of size k, we write λ � k. The
length �(λ) of λ is defined as the number of strictly positive parts of λ.

The partitions are often identified with Young diagrams, in which λi become the row
lengths.We also need column lengthsλ′1 ≥ λ′2 ≥ . . . defined byλ′j = |{i ≥ 1 | λi ≥ j}|.
In particular, λ′1 = �(λ).

5.1. The asymptotic expansion of Dunkl operators. If F is a smooth symmetric function
of the N variables x1, . . . , xN , then its Taylor series expansion is also symmetric and
we can write the k-th order approximation as

F(x1, . . . , xN ) =
∑

λ: |λ|≤k, �(λ)≤N
cλ
F · Mλ(�x) + O(‖x‖k+1), (5.1)

where the sum is over partitions λ of size at most k and length at most N . Finally, Mλ(�x)
is the monomial symmetric function:

Mλ(�x) =
∑

(d1,...,dN )∈ZN≥0, such that
λ is the rearrangement of di in nonincreasing order

xd11 · xd22 · · · xdNN .

Theorem 5.1. Fix k = 1, 2, . . . and a partition λ with |λ| = k. Let F(x1, . . . , xN )

be a symmetric function of (x1, . . . , xN ) ∈ R
N , which is (k + 1)-times continuously
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differentiable in a neighborhood of (0, . . . , 0) and satisfies F(0, . . . , 0) = 0. Then we
have:

N−�(λ)

⎡

⎣
�(λ)∏

i=1
Pλi

⎤

⎦ exp
(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

= bλ
λ · cλ

F +
∑

μ: |μ|=k, �(μ)>�(λ)

bλ
μ · cμ

F

+L
(
c(i)
F , 1 ≤ i ≤ k − 1

)
+ R1

(
cν
F , |ν| < k

)
+ N−1R2

(
cν
F , |ν| ≤ k

)
, (5.2)

where bλ
μ are coefficients, which are uniformly bounded in the regime N →∞, θ → 0,

θN → γ . In particular,

lim
N→∞, θ→0

θN→γ

bλ
λ =

�(λ)∏

i=1
λi (1 + γ )λi−1. (5.3)

Further,

L
(
c(i)
F , 1 ≤ i ≤ k − 1

)
=

�(λ)∏

i=1

(
[z0](∂ + γ d + ∗g)λi−1g(z)

)
− k(1 + γ )k−1c(k)

F 1�(λ)=1,

(5.4)
where (m) is the one-row Young diagram of size m, the operators ∂ , d, ∗g are the ones
introduced in Definition 3.6, and g(z) :=∑∞

n=1 nc
(n)
F zn−1.

Next, R1

(
cν
F , |ν| < k

)
is a polynomial in cν

F , |ν| < k, such that:

• If we assign the degree |ν| to each cν
F , then R1 is homogeneous of degree k.

• The coefficients of the monomials in R1 are uniformly bounded in the regime N →
∞, θ → 0, θN → γ .
• Each monomial in R1 has at least one factor cν

F with �(ν) > 1.

Finally, R2

(
cν
F , |ν| ≤ k

)
is a homogeneous polynomial in cν

F , |ν| ≤ k, of degree k and

with uniformly bounded coefficients (in the same regime).

Before proving Theorem 5.1, let us use it to deliver the proof of Theorem 3.8.

Proof of Theorem 3.8. First, take a LLN-appropriate sequence {μN }N with associated
sequence of real numbers {κl}l≥1. Let {mk}k≥1 be the image of {κl}l≥1 under the map
T γ

κ→m , that is, each mk is the function of the κl ’s given by (3.1). We aim to show that
{μN }N satisfies a LLN with associated sequence of real numbers {mk}k≥1.

Let us denote theBGFofμN byGN ;θ (x1, . . . , xN ). Let s = 1, 2, . . . and k1, . . . , ks ∈
Z≥1 be arbitrary. By Proposition 2.11 (or Proposition 2.13 for distributions), we have

EμN

[
s∏

i=1
pNki

]

= N−s
(

s∏

i=1
Pki

)

GN ;θ (x1, . . . , xN )

∣
∣
∣
x1=···=xN=0

. (5.5)

Without loss of generality, we assume that k1 ≥ k2 ≥ · · · ≥ ks , so that the ki ’s
form a partition. Since GN ;θ is holomorphic in a neighborhood of the origin and
GN ;θ (0, . . . , 0) = 1, then there is a holomorphic function FN ;θ (x1, . . . , xN ) in a neigh-
borhood of the origin such that GN ;θ = exp(FN ;θ ) and FN ;θ (0, . . . , 0) = 0. The
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functions FN ;θ (x1, . . . , xN ) are smooth and symmetric in the real variables x1, . . . , xN ,
so we can consider their Taylor expansions:

FN ;θ (x1, . . . , xN ) =
∑

λ: |λ|≤k, �(λ)≤N
cλ
FN ;θ · Mλ(�x) + O(‖x‖k+1).

By LLN-appropriateness,

lim
N→∞, θ→0

θN→γ

c(n)
FN ;θ =

κn

n
, lim

N→∞, θ→0
θN→γ

cμ
FN ;θ = 0, if �(μ) > 1.

Apply Theorem 5.1 to the function FN ;θ and the partition λ = (k1 ≥ · · · ≥ ks). Let us
take the limit of each term in the resulting right-hand side of (5.2) in the limit regime
N →∞, θ → 0, θN → γ :

• In the first line, if s > 1, then each term involves some cμ
FN ;θ with �(μ) > 1,

and therefore tends to 0. Otherwise, if s = 1, then there is a single asymptotically
non-vanishing term, namely b(k1)

(k1)
· c(k1)

FN ;θ , which converges to (1 + γ )k1−1 κk1 .

• The polynomial R1 converges to 0, since each of its monomials involves some cμ
FN ;θ

with �(μ) > 1 and, therefore, vanishes asymptotically.
• The polynomial 1

N R2 converges to 0 due to the 1
N prefactor.

• The polynomial L converges to

s∏

i=1

(
[z0](∂ + γ d + ∗g)ki−1g(z)

)
− (1 + γ )k1−1κk11s=1,

where g(z) =∑∞
n=1 κnzn−1, due to the fact that the power series

∑∞
n=1 nc

(n)
FN ;θ z

n−1
converges coefficient-wise to g(z).

Combining the terms coming from the above four items, we conclude that

lim
N→∞EμN

[
s∏

i=1
pNki

]

=
s∏

i=1

(
[z0](∂ + γ d + ∗g)ki−1g(z)

)
.

We have thus arrived at the Law of Large Numbers with mk given by (3.1).
In the opposite direction, take a sequence μN which satisfies the Law of Large

Numbers with associated sequence {mk}k≥1. Let {κl}l≥1 be the image of {mk}k≥1 under
the map T γ

m→κ . Again let GN ;θ (x1, . . . , xN ) be the BGF of μN . We show that μN is
LLN-appropriate with corresponding sequence {κl}l≥1, that is, we are going to establish
the conditions on partial derivatives of Definition 3.3. This will be done by induction on
the total order of the derivative. For the inductive step, we assume that for all s ≤ k− 1,
the asymptotic behavior of all partial derivatives of order s is already established, i.e.
we assume that the limits

lim
N→∞, θ→0

θN→γ

∂

∂xi1
· · · ∂

∂xis
ln (GN ;θ )

∣
∣
∣
∣
x1=···=xN=0

, i1, . . . , is ∈ Z≥1,

exist and are equal to zero unless i1 = · · · = is , in which case the limit is equal to
(s − 1)! · κs .
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Our task is to prove the two conditions of Definition 3.3 for � = k and for r = k.
Let p(k) be the total number of partitions of k and consider the p(k) expressions (5.2)
obtained by making λ run over all partitions of k and letting FN := FN ;θ be determined
throughGN ;θ = exp(FN ;θ ).We regard the left-hand sides and the coefficients cμ

FN ;θ with

|μ| < k, as constants, while we regard the terms cλ
FN ;θ with |λ| = k, as variables; then

we can treat these expressions as p(k) linear equations for the p(k) variables cλ
FN ;θ with|λ| = k. The coefficients of these equations generally depend on N and θ , and moreover

we know the N →∞, θ →∞, θN →∞ asymptotic behavior of the left-hand sides of
(5.2) as well as L and R1 in the right-hand side (by the inductive hypothesis). The form
of the first line of (5.2) implies that the matrix of coefficients of these equations becomes
triangular as N → ∞, θ → 0, θN → γ in the lexicographic order ≤ on partitions of
size k, viewed as vectors of column lengths (λ′1, λ′2, . . . ), because �(μ) > �(λ) implies
μ > λ. The diagonal elements have nonzero limits, because of (5.3).

We can rewrite these linear equations in the matrix notation. Let BN ,θ be the p(k)×
p(k) matrix with matrix elements

BN ,θ (μ, λ) = bλ
μ.

Further, let cN denote the p(k)-dimensional column-vector with coordinates cλ
FN ;θ , |λ| =

k. Then the previous paragraph can be summarized as a matrix equation

BN ,θ · cN = rN , (5.6)

where the vector cN is unknown and the right-hand side rN is known. The key property
of (5.6) is that the entries of the inverse matrix (BN ,θ )−1 are bounded as N → ∞,
θ → ∞, θN → γ ; this follows from triangularity of BN ,θ and non-zero limits for
its diagonal entries. Let c∞ denote another p(k)-dimensional vector, in which the first
coordinate (corresponding to the one-row partition (k)) is κk

k (here κk is found from
(3.2), in which the numbers m1,m2, . . . are known us) and all other coordinates are
zeros. The first part of the proof (where we showed that each LLN-appropriate sequence
satisfies LLN) and the induction hypothesis imply that

BN ,θ · c∞ = rN + o(1), (5.7)

where o(1) is a vanishing term as N → ∞, θ → ∞, θN → γ . Multiplying (5.6) and
(5.7) by (BN ,θ )−1 and comparing the results, we conclude that

lim
N→∞,θ→0,

θN→γ

cN = c∞.

��

5.2. Proof of Theorem 5.1. We start by reducing to the case of F being a symmetric
polynomial.

Lemma 5.2. Suppose that F is a (k + 1)-times continuously differentiable function in
a neighborhood of (0, . . . , 0) ∈ C

N , with Taylor expansion (5.1). Then for any λ with
|λ| = k, we have
⎡

⎣
�(λ)∏

i=1
Pλi

⎤

⎦ exp
(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

=
⎡

⎣
�(λ)∏

i=1
Pλi

⎤

⎦ exp
(
F̃(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

,
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where

F̃(x1, . . . , xN ) =
∑

ν: |ν|≤k
cν
F · Mν(�x).

Proof. We have

exp
(
F(x1, . . . , xN )

) = exp
(
F̃(x1, . . . , xN )

)
+ R(x1, . . . , xN ),

where R is a (k+1)-times continuously differentiable function, satisfying R = O(‖x‖k+1)
as (x1, . . . , xN ) → (0, . . . , 0). It remains to show that after we apply k operators of
the form ∂

∂xi
or

1−si j
xi−x j to R, the resulting function R(k) is continuous and vanishes at

(0, . . . , 0). For that we let R(m), m = 1, 2, . . . , k be the result of application of m such
operators and prove by induction inm that R(m) is (k +1−m)-times continuously differ-
entiable and satisfies R(m) = O(‖x‖k+1−m). The induction step is proven by applying
to R(m) the Taylor’s theorem with remainder in the integral form. ��

By virtue of Lemma 5.2, we can (and will) assume for the remainder of this section
that

F(x1, . . . , xN ) =
∑

ν: |ν|≤k
cν
F · Mλ(�x).

Next, consider any product of k operators, each of which is either ∂
∂xi

for some i , or
1

xi−x j (1− si j ) for some i and j . We apply these operators inductively to exp(F), using
the following rules:

∂

∂xi

[
H(x1, . . . , xN ) · exp(F(x1, . . . , xN ))

]

=
(

∂

∂xi
H(x1, . . . , xN ) + H(x1, . . . , xN )

∂

∂xi
F(x1, . . . , xN )

)

· exp(F(x1, . . . , xN )),

(5.8)
1

xi − x j
(1− si j )

[
H(x1, . . . , xN ) · exp(F(x1, . . . , xN ))

]

=
(

1

xi − x j
(1− si j )H(x1, . . . , xN )

)

· exp(F(x1, . . . , xN )). (5.9)

Hence, taking into account that F(0, . . . , 0) = 0, the result of acting by such product
on exp(F) and then setting all variables equal to 0 is a finite linear combination of
products of actions of ∂

∂xi
and 1

xi−x j (1− si j ) on the function F , and then picking up the

constant term of the polynomial. Since F is a polynomial with coefficients cλ
F and the

actions of ∂
∂xi

and 1
xi−x j (1 − si j ) on monomials are clear, we conclude the following

statement.

Lemma 5.3. For any k indices 1 ≤ i1, . . . , ik ≤ N, the expression
(

k∏

m=1
Dim

)

exp(F(x1 . . . , xN ))

∣
∣
∣
x1=···=xN=0

(5.10)

is a homogeneous polynomial of degree k in cλ
F (if we regard each cλ

F as a degree |λ|
variable), whose coefficients are uniformly bounded as N →∞, θ → 0, θN → γ .



Matrix Addition and the Dunkl Transform at High Temperature 771

Proof. By definition, each Di is linear combination of N terms, each of which is ∂
∂xi

or 1
xi−x j (1− si j ). Observe that any of these two simple operators decreases the degree

of a polynomial in the variables x1, . . . , xN by 1. Therefore, using the rules (5.8) and
(5.9), the expression (5.10) is a polynomial in the coefficients of the degree k component
of exp(

∑
λ: |λ|≤k cλ

F · Mλ(�x)). Such polynomial is therefore in the variables cλ
F and is

homogeneous of degree k, because of how we assigned the degrees to the cFλ ’s.

In the formula (2.1) forDi , the term ∂
∂xi

comeswith unit coefficient, and the remaining

terms 1
xi−x j (1− si j ) come with a prefactor θ , which decays as γ /N as N →∞. Hence,

expanding
∏k

m=1Dim as a linear combination of products of the operators ∂
∂xi

and
1

xi−x j (1− si j ), we see that the coefficients of the polynomial (5.10) in the variables cFλ
are uniformly bounded in the regime of our interest. ��
Corollary 5.4. Take any partition λ with |λ| = k. As N → ∞, θ → 0, θN → γ , we
have

N−�(λ)

⎡

⎣
�(λ)∏

i=1
Pλi

⎤

⎦exp
(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

=
⎡

⎣
�(λ)∏

i=1
(Di )

λi

⎤

⎦exp
(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

+N−1R3, (5.11)

where R3 is a homogeneous polynomial of degree k in the coefficients cν
F (if we regard

each cν
F as a degree |ν| variable), and with uniformly bounded coefficients.

Proof. Each Pλi is a sum of N terms (D j )
λi , j = 1, . . . , N . Hence,

[∏�(λ)
i=1 Pλi

]
is

a sum of N �(λ) terms, each of which is a finite (independent of N and θ ) product of
(D j )

λi . For all but O(N �(λ)−1) of these terms, the indices j are all distinct. Hence, by
symmetry of F , the result of the action of such product on exp(F) is the same as that of
∏�(λ)

i=1 (Di )
λi , after setting all variables xi equal to zero. Dividing by N−�(λ), we get the

desired statement. ��
For the rest of the section,weanalyze

[∏�(λ)
i=1 (Di )

λi

]
exp

(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

.

In view of Corollary 5.4 we need to show that it has an expansion of the form of the
right-hand side of (5.2).

Proposition 5.5. Take any partition λ with |λ| = k. We have

⎡

⎣
�(λ)∏

i=1
(Di )

λi

⎤

⎦ exp
(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

= bλ
λ · cλ

F

+
∑

μ: |μ|=k, �(μ)>�(λ)

bλ
μ · cμ

F + R + O

(
1

N

)

,
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where the coefficients bλ
μ are uniformly bounded in the regime N → ∞, θ → 0,

θN → γ . In particular,

lim
N→∞, θ→0

θN→γ

bλ
λ =

�(λ)∏

i=1
λi (1 + γ )λi−1.

Moreover, R is a homogeneous polynomial of degree k in the coefficients cν
F with |ν| < k,

i.e., it does not involve the coefficients cν
F with |ν| = k. Finally, O

( 1
N

)
stands for a linear

polynomial in the coefficients cν
F with |ν| = k, whose coefficients are of the order O

( 1
N

)
,

as N →∞, θ → 0, θN → γ .

Proof. By Lemma 5.3,
[∏�(λ)

i=1 (Di )
λi

]
exp

(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

is a homoge-

neous polynomial of degree k in the coefficients cν
F , |ν| ≤ k. Hence, its linear component

is of the form
∑

μ: |μ|=k
bλ
μ · cμ

F .

Therefore, two steps remain:

1. We need to show that bλ
μ = O

( 1
N

)
unless �(μ) > �(λ) or μ = λ.

2. We need to find the limit of bλ
λ as N →∞, θ → 0, θN → γ .

We first claim that the part of
[∏�(λ)

i=1 (Di )
λi

]
exp

(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

involv-

ing the coefficients cμ
F with |μ| = k is given by

⎡

⎣
�(λ)∏

i=2
(Di )

λi

⎤

⎦ ·
[
Dλ1−1

1

] ∂

∂x1
F(x1, . . . , xN )

∣
∣
∣
x1=···=xN=0

. (5.12)

Indeed, the operators Di commute, hence, we can apply D1 first. In the very first appli-
cation of D1, the terms 1

x1−x j (1 − s1 j ) can be omitted, since (1 − s1 j ) annihilates the

symmetric function exp(F). Hence, the result of the first application ofD1 is ∂F
∂x1
·exp(F).

Using formula (5.8), we see that all the next applications of partial derivatives ∂
∂x1

should

never act on exp(F), as otherwise we are not getting the terms cμ
F with |μ| = k. Simi-

larly, when we further apply
∏�(λ)

i=2 (Di )
λi , we should not act on exp(F). Hence, we can

omit exp(F), as it does not contribute to the computation. Therefore we get (5.12).
We analyze (5.12) by using the expansion F(x1, . . . , xN ) = ∑

μ: |μ|≤k c
μ
F · Mμ(�x)

in monomials and looking at each monomial separately. Note that each operator Di

lowers by 1 the degree of the monomial on which it acts. Since we apply ∂
∂x1

, then k− 1
operators Di , and then plug in all variables equal to 0, the only way to get a non-zero
contribution is by acting on a monomial of degree k. We conclude that the coefficient
bλ
μ is computed by

bλ
μ =

⎡

⎣
�(λ)∏

i=2
(Di )

λi

⎤

⎦ ·
[
Dλ1−1

1

] ∂

∂x1
Mμ(�x)

∣
∣
∣
∣
∣
∣
x1=···=xN=0

=
⎡

⎣
�(λ)∏

i=2
(Di )

λi

⎤

⎦ ·
[
Dλ1−1

1

] ∂

∂x1
Mμ(�x).

(5.13)
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Each Di is a sum of N operators. Hence, the operator in (5.13) can be represented as a
sum of Nk−1 operators, each of which is a product of the factors ∂

∂xi
and θ

xi−x j (1− si j ).
ClaimA.Only the terms in which all indices j are distinct and are all larger than �(λ)

contribute to the leading term of (5.13). All others combine together into a remainder
of order O

( 1
N

)
.

For example, if λ = (2, 1) (so that �(λ) = 2) and μ = (1, 1, 1), then (5.13) contains
terms of the following types:

(I)
∂

∂x2

∂2

∂x21
M(1,1,1)(�x), (II)

θ

x2 − x j
(1− s2 j )

∂2

∂x21
M(1,1,1)(�x), j �= 2,

(III)
∂

∂x2

θ

x1 − xk
(1− s1k)

∂

∂x1
M(1,1,1)(�x), k �= 1,

(IV)
θ

x2 − x j
(1− s2 j )

θ

x1 − xk
(1− s1k)

∂

∂x1
M(1,1,1)(�x), j �= 2, k �= 1.

Then Claim A states that the term (II) with j = 1, the term (III) with k = 2, and the
terms (IV) with j = k or j = 1 or k = 2, all combined give a contribution which is
smaller, by a factor of N , than the contribution of all other terms of these four types, i.e.
those with j, k > 2 and j �= k.

Claim A is proven by a simple counting argument. Indeed, the terms with distinct
indices are the generic ones: the number of terms where two indices coincide is smaller,
by a factor of N , than the number of similar terms with distinct indices.

Next, using ClaimA, let us take a look at the first application ofD2 after we computed
Dλ−1

1
∂

∂x1
Mμ(�x). We could either apply ∂

∂x2
or we can apply θ

x2−x j (1 − s2 j ). But due
to symmetry in x2 and x j the result of the application of the latter operator vanishes.
Hence, we have to use ∂

∂x2
. Similarly, in the first application of D3 we need to use ∂

∂x3
,

etc. We conclude that

bλ
μ =

[

Dλ�(λ)−1
�(λ)

∂

∂x�(λ)

]

· · ·
[

Dλ2−1
2

∂

∂x2

]

·
[

Dλ1−1
1

∂

∂x1

]

Mμ(�x) + O

(
1

N

)

.

(5.14)

We analyze the last expression in three steps.
Step 1.Let us show that if �(μ) < �(λ), then (5.14) is O

( 1
N

)
. Indeed, if �(μ) < �(λ),

then each monomial in Mμ(�x) is missing one of the variables x1, . . . , x�(λ). Say, it does
not have xm . Then, using the above Claim A, we see that when we apply ∂

∂xm
in (5.14),

the expression has no dependence on xm and, hence, the derivative vanishes.
Step 2. If �(μ) > �(λ), then bλ

μ are bounded as N → ∞, θ → 0, θN → γ , by
Lemma 5.3 and we do not need to prove anything else about them.

Step 3. It remains to study the case �(μ) = �(λ) = �. Let us expand Mμ(�x) in mono-
mials. If a monomial is missing one of the variables x1, . . . , x�, then by the argument of
Step 1, it does not contribute to bλ

μ. Hence, since �(μ) = �(λ), it remains to study the
monomials which involve x1, x2, . . . , x� and no other variables.

Note that for 1 ≤ i ≤ � < j , we have, using the degree-lowering operators (2.2)
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θ

xi − x j
(1− si j )[xn11 · · · xn�

� ] = θ

⎡

⎣
∏

a �=i
xnaa

⎤

⎦
xnii − xnij
xi − x j

= θ

⎡

⎣
∏

a �=i
xnaa

⎤

⎦
(
xni−1i + xni−2i x j + · · · + xni−1j

)
= θdi [xn11 · · · xn�

� ] + x j · P,

(5.15)

where P is a polynomial of degree n1 + · · · + n� − 2.
Using the above Claim A, one sees that if a factor x j , j > � appears in a monomial,

then this factor cannot be annihilated by applying any operator ∂
∂xi

, i ≤ �, or any operator
θ

xi−x j ′ (1−si j ′), i ≤ �, j �= j ′, unless this application makes the entire monomial vanish.

Hence, the only way to get a non-zero contribution is by using the di term, but not the
x j · P term in (5.15). Thus, up to O

( 1
N

)
error, the desired bλ

μ can be alternatively
computed as:

bλ
μ =

[
(∂� + θ(N − 1)d�)

λ�−1 ∂�

] · · · [(∂1 + θ(N − 1)d1)
λ1−1∂1

]
Mμ(x1, . . . , x�) + O

(
1

N

)

.

(Above we denoted ∂
∂xi

by ∂i for all i .) The last operator lowers the degree of x1 by λ1,
lowers the degree of x2 by λ2,…, lowers the degree of x� by λ�. Since λ1 + · · · + λ� =
μ1 + · · · + μ�, the only way to get a non-zero contribution after these lowerings is by
having λ = μ. Therefore, bλ

μ = O(N−1) if �(μ) = �(λ) and μ �= λ.
Finally, in the case μ = λ, we have

lim
N→∞, θ→0

θN→γ

bλ
λ = lim

N→∞, θ→0
θN→γ

[
(∂� + (N − 1)θd�)

λ�−1 ∂�

]
· · ·

[
(∂1 + (N − 1)θd1)

λ1−1∂1
]
xλ1
1 xλ2

2 · · · xλ�

�

=
[
(∂� + γ dl)

λ�−1 ∂�

]
· · ·

[
(∂1 + γ d1)

λ1−1∂1
]
xλ1
1 xλ2

2 · · · xλ�

�

=
�∏

i=1
λi (λi − 1 + γ )(λi − 2 + γ ) · · · (1 + γ ).

��
Proposition 5.5 gives the linear part, that is, the first line in (5.2). The next step is to

identify L(·) in the second line of (5.2).

Proposition 5.6. Take any partition λ with |λ| = k. We have
⎡

⎣
�(λ)∏

i=1
(Di )

λi

⎤

⎦ exp
(
F(x1, . . . , xN )

)∣∣
∣
x1=···=xN=0

=
�(λ)∏

i=1

(
[z0](∂ + γ d + ∗g)λi−1g(z)

)
+ R + O

(
1

N

)

,

(5.16)
where g(z) = ∑∞

n=1 nc
(n)
F zn−1, and ∂ , d, ∗g are the operators from Definition 3.7.

Moreover, R is a homogeneous polynomial of degree k in cν
F with |ν| ≤ k, such that each
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monomial in it involves at least one ν with �(ν) > 1. Finally, O
( 1
N

)
is a (homogeneous

of degree k) polynomial in cν
F with |ν| ≤ k, whose coefficients are O

( 1
N

)
as N →∞,

θ → 0, θN → γ .

Proof. We only need to figure out the monomials which involve c(n)
F , n = 1, . . . , k, and

no other coefficients, so we are only interested in the following part of the left-hand side
of (5.16) with

⎡

⎣
�(λ)∏

i=1
(Di )

λi

⎤

⎦ exp

(
k∑

n=1
c(n)
F M(n)(�x)

)∣
∣
∣
∣
x1=···=xN=0

=
⎡

⎣
�(λ)∏

i=1
(Di )

λi

⎤

⎦
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)∣
∣
∣
∣
x1=···=xN=0

. (5.17)

Next, we recall that each Di is a sum of N operators, so that the operator in (5.17) is a
sum of Nk operators, each of which is a product of the factors ∂

∂xi
and θ

xi−x j (1 − si j ).
As in Claim A in the proof of Proposition 5.5, we can and will assume without loss
of generality that all indices j are distinct and larger than �(λ)—we only accumulate
O

( 1
N

)
error by making such assumption.

There are two consequences of this. First, like in (5.14), at this point for each i the
very first application of Di can be replaced by ∂

∂xi
, since the operators θ

xi−x j (1 − si j )
act by 0 due to symmetry in i and j . Second, the operators no longer interact with each
other in any way and the expression factorizes. This reasoning is very similar to that in
the proof of Proposition 5.5, so we do not dwell on the details. As a result, up to O

( 1
N

)

error, (5.17) is equal to

�(λ)∏

i=1

⎛

⎝(Di )
λi−1 ∂

∂xi

[
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)]∣
∣
∣
∣
∣
x1=···=xN=0

⎞

⎠ . (5.18)

It remains to study the factor in (5.18) corresponding to a single i ; without loss of
generality, let us consider the case i = 1. We would like to understand

(D1)
l−1 ∂

∂x1

[
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)]∣
∣
∣
∣
∣
x1=···=xN=0

= (D1)
l−1

[

g(x1)
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)]∣
∣
∣
∣
∣
x1=···=xN=0

, (5.19)

where

g(x1) :=
k∑

n=1
nc(n)

F (x1)
n−1.

Note that for any polynomial H we have

∂

∂x1

[

H ·
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)]

=
(

∂H

∂x1
+ H · g(x1)

)

·
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)

(5.20)



776 F.B.Georges, C. Cuenca, V.Gorin

and

θ

x1 − x j
(1− s1 j )

[

H ·
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)]

=
[

θ

x1 − x j
(1− s1 j )H

]

·
N∏

t=1
exp

(
k∑

n=1
c(n)
F (xt )

n

)

. (5.21)

Combining (5.20) and (5.21), we can rewrite (5.19) as

(D1 + ∗g)l−1g(x1)
∣
∣
∣
x1=···=xN=0

, (5.22)

where ∗g is the operator if multiplication by g(x1). It remains to note we can replace each
operator θ

x1−x j (1− s1 j ) in D1 by θd1. Indeed, this is done by the exact same reasoning
that we used in the proof of Proposition 5.5, see (5.15). After we make this replacement,
we conclude that (up to another O

( 1
N

)
error) (5.22) and (5.19) are equal to

(
∂

∂x1
+ γ d1 + ∗g

)l−1
g(x1)

∣
∣
∣
x1=···=xN=0

= [z0](∂ + γ d + ∗g)l−1g(z).

Plugging this expression back into (5.18) gives the desired result. ��
After all these preparations, it remains to put everything together, as follows.

Proof of Theorem 5.1. By Lemma 5.3 and Corollary 5.4, the left-hand side of (5.2) is a
homogeneous polynomial in cν

F , ν ≤ k, of degree k (if we regard each cν
F as a variable

of degree |ν|) with uniformly bounded coefficients as N → ∞, θ → 0, θN → γ .
Proposition 5.5 identifies the linear part of this polynomial (corresponding to cν

F with
|ν| = k) with the first line in the right-hand side of (5.2). Proposition 5.6 identifies the
polynomial L from the second line of the right-hand side of (5.2) and from (5.4). It
remains to note that subtraction of k(1 + γ )k−1c(k)

F in (5.4) corresponds to the situation
when the parts of the polynomial given by Propositions 5.5 and 5.6 overlap. ��

6. From γ -Cumulants to Moments

The goal of this section is to prove Theorem 3.10. That is, let us begin with any real
sequence κ1, κ2, . . ., consider the power series g(z) :=∑∞

l=1 κl zl−1, and the operators
∂ , d, and ∗g from Definition 3.6. We denote the constant term of a power series h(z) by
[z0]h(z).

Recall that P(k) denotes the collection of all set partitions of [k], and for each π ∈
P(k)we introduced the γ -weightW (π) in Definition 3.9. Ifπ = B1�· · ·�Bm ∈P(k),
then the Bi ’s are called the blocks of π . The cardinality of the block Bi is denoted by
|Bi |.

With these recollections, Theorem 3.10 says that for any k ∈ Z≥1, we must have the
equality

[z0](∂ + ∗g + γ d)k−1(g(z)) ?=
∑

π=B1�···�Bm∈P(k)

W (π)

m∏

i=1
κ|Bi |. (6.1)

This relation and actually a more general version (see Theorem 6.2) will be proved
in this section.
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6.1. A refined combinatorial theorem. Let a1, a2, . . . and κ1, κ2, . . . be two arbitrary
sequences of real numbers.

Definition 6.1. For any k ∈ Z≥1 and π ∈ P(k), we define the quantity w(π), that
will be called the refined γ -weight of π as follows.11 Suppose that π has m blocks and
label them B1, . . . , Bm in such a way that the smallest element from Bi is smaller than
the smallest element from Bj (hence, also smaller than all other elements from Bj ),
whenever i < j . Then define

w(π) := W (π) · κ|B1|
m∏

i=2
a|Bi |.

From the formula of W (π) in Definition 3.9, we can give an expanded formula for
the refined γ -weight w(π) of the set partition π = B1 � · · · � Bm . Recall that the values
p(i), q(i), 1 ≤ i ≤ m, are defined by

p(i) := #{ j ∈ {1, . . . , |Bi | − 1} | {bij + 1, . . . , bij+1 − 1} ∩ Bt �= ∅,
for some block Bt with t < i},

q(i) := |Bi | − 1− p(i).

In particular, p(1) = 0, q(1) = |B1| − 1. The quantity p(i) can be computed by the
graphical procedure described in Sect. 3.2.

Define the weight w(Bi ) of the block Bi with respect to π by

w(Bi ) :=
{

(γ + 1)|B1|−1 · κ|B1|, if i = 1,
p(i)! · (γ + p(i) + 1)q(i) · a|Bi |, if i ≥ 2.

(6.2)

For example, if i ≥ 2 and Bi is a singleton, then p(i) = q(i) = 0 and w(Bi ) = a1.
The refined γ -weight of the set partition π = B1 � · · · � Bm then equals

w(π) =
m∏

i=1
w(Bi )

= (
(γ + 1)|B1|−1 · κ|B1|

) ·
m∏

i=2

(
p(i)! · (γ + p(i) + 1)q(i) · a|Bi |

)
. (6.3)

Observe that under the identifications ai 	→ κi , for all i , we have

w(π)|ai 	→κi = W (π)

m∏

i=1
κ|Bi |.

This is why we call w(π) the refined γ -weight of π .
We show the refined γ -weights for the same examples of set partitions given in Sect.

3.2. The set partition {1, 2, 5, 7} � {3, 4, 6} ∈ P(7) graphically shown in Fig. 1 has
refined γ -weight

w(π) = (γ + 1)(γ + 2)2(γ + 3) · κ4a3.
11 We omit the dependence on γ and on the sequences a1, a2, . . . and κ1, κ2, . . . from the notation w(π).
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For the set partition {1, 4} � {2, 6} � {3, 5, 7} ∈ P(7) shown in Fig. 2, the refined
γ -weight is

w(π) = 2(γ + 1) · κ2a2a3.
As a final example, the set partition {1, 3, 4, 5, 6} � {2, 7} ∈P(7) shown in Fig. 3 has
refined γ -weight

w(π) = (γ + 1)(γ + 2)(γ + 3)(γ + 4) · κ5a2.

Theorem 6.2. Set

g(z) =
∞∑

l=1
κl z

l−1, a(z) =
∞∑

l=1
al z

l−1.

Then we have

[z0](∂ + ∗a + γ d)k−1(g(z)) =
∑

π=B1�···�Bm∈P(k)

w(π). (6.4)

On the left side, we have the constant term of a power series. On the right side, the sum
ranges over set partitions of [k], and the refined γ -weight w(π) is the one introduced in
Definition 6.1.

Note that this result implies Theorem 3.10: indeed, we apply Theorem 6.2 and set
ai = κi . In the rest of this section we prove Theorem 6.2.

6.2. Preliminary lemmas.

Lemma 6.3. Let x, y ∈ Z≥0 be arbitrary, and let z be any complex number. Then

(y + 1)
x∑

i=1
(z + i)y = (z + x)y+1 − (z)y+1. (6.5)

Proof. The proof is induction on x . If x = 0, then both sides of (6.5) vanish. The
difference of the left-hand sides of (6.5) at x = t and x = t − 1 is (y + 1)(z + t)y . The
difference of the right-hand sides of (6.5) is the same:

(z + t)y+1 − (z + t − 1)y+1 = (z + t)y
(
z + t + y − (z + t − 1)

) = (z + t)y · (y + 1).

��
For a sequence of 0s and 1s, a descent is defined as a substring 10 in this sequence. Let

des(ζ ) denote the number of descents in a 0-1 sequence ζ . For instance, des(1100) = 1
and des(0101010) = 3.

Lemma 6.4. For any two integers N ≥ 1 and 0 ≤ M ≤ N and any γ ∈ R, we have
∑

ζ=(ζ1,...,ζN )∈{0,1}N
∑N

i=1 ζi=M

des(ζ )! · (γ + des(ζ ) + 1)M−des(ζ ) = (γ + 1 + N − M)M . (6.6)
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Proof. Let K (N , M, d)denote the total number of sequences ζ ∈ {0, 1}N with
∑N

i=1 ζi =
M and des(ζ ) = d. With this notation, we would like to prove that:

M∑

d=0
K (N , M, d) · d! · (γ + d + 1)M−d = (γ + 1 + N − M)M , N ≥ 1, 0 ≤ M ≤ N .

(6.7)

Our proof is induction on N . If N = 1, then both sides of (6.7) are 1 at M = 0 and both
sides are (γ + 1) at M = 1. For the induction step, assume that (6.7) holds for all values
≤ N , and let us prove it for N + 1, and an arbitrary 0 ≤ M ≤ N + 1. We notice that the
statement is straightforward at M = 0. If M > 0, then we use the following recurrence
for K (N , M, d), which is obtained by considering the position of the right-most 1 in a
sequence ζ :

K (N + 1, M, d) = K (N , M − 1, d) +
N−M+1∑

p=1
K (N − p, M − 1, d − 1). (6.8)

If d = M , then the first term in (6.8) in not needed; If d = 0, then the second term in
(6.8) is not needed. Hence, the left-hand side of (6.7) for N replaced with N + 1 can be
rewritten using (6.8) as

M∑

d=0
K (N + 1, M, d) · d! · (γ + d + 1)M−d

=
M−1∑

d=0
K (N , M − 1, d) · d! · (γ + d + 1)M−d

+
M∑

d=1

N−M+1∑

p=1
K (N − p, M − 1, d − 1) · d! · (γ + d + 1)M−d . (6.9)

For the first sum in the right-hand side of (6.9), we use d! · (γ + d + 1)M−d = d! · (γ +
d + 1)M−1−d · (γ + M) and induction assumption to evaluate it as

(γ + 2 + N − M)M−1 · (γ + M). (6.10)

For the second sum in the right-hand side of (6.9) we change the order of summation
and evaluate the sum over d for fixed p using the induction assumption and identity
(valid for d > 0)

d! · (γ + d + 1)M−d = (d − 1)! · (γ + d)M−d · (γ + M)− (d − 1)! · (γ + 1 + d)M−d · γ.

Hence, the pth term evaluates to

(γ + 2 + N − p − M)M−1 · (γ + M)− (γ + 3 + N − p − M)M−1 · γ. (6.11)

Combining (6.10) with (6.11), we transform (6.9) to
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(γ + M)

N−M+1∑

p=0
(γ + 2 + N − p − M)M−1 − γ

N−M+1∑

p=1
(γ + 3 + N − p − M)M−1

= M
N−M∑

p=0
(γ + 2 + N − p − M)M−1 + (γ + M) · (γ + 1)M−1.

We compute the last sum using Lemma 6.3, resulting in

(γ + 2 + N − M)M − (γ + 1)M + (γ + M) · (γ + 1)M−1 = (γ + 2 + N − M)M .

��

6.3. Proof of Theorem 6.2. The proof is by induction on k.
Step 1. For the base cases, let us consider k = 1 and k = 2.
Case k = 1. Clearly, [z0]g(z) = [z0](κ1 + κ2z + . . . ) = κ1. On the other hand, there

is exactly one set partition of [1], namely π = {1} with B1 = {1}. For this partition,
p(1) = q(1) = 0, so it follows that w(π) = κ1, as needed.

Case k = 2. Here, [z0](∂ + ∗a + γ d)g(z) = [z0](g′(z) + g(z)a(z) + γ dg(z)) =
κ2 + κ1a1 + γ κ2 = κ1a1 + (γ + 1)κ2. On the other hand, there are two set partitions of
[2], namely π1 = {1} � {2} with B1 = {1}, B2 = {2}, and π2 = {1, 2} with B1 = {1, 2}.
For π1, p(1) = p(2) = q(1) = q(2) = 0, so w(π1) = κ1a1. For π2, p(1) = 0 and
q(1) = 1, so w(π2) = (γ + 1)κ2. Therefore, w(π1) + w(π2) = κ1a1 + (γ + 1)κ2.

Step 2. Suppose that the statement of the theorem is true for certain k ≥ 2. For the
induction step, we prove the statement for k + 1, i.e. we aim to obtain the formula for
[z0](∂ + ∗a + γ d)k(g(z)).

Let b1, b2, b3, . . . be the quantities defined by

(∂ + ∗a + γ d)(g(z)) = b1 + b2z + b3z
2 + · · · .

From the definition of the operators ∂ , ∗a , and d, we have

bn =
n∑

j=1
κn+1− j a j + (γ + n)κn+1, n ∈ Z≥1. (6.12)

Next, use the induction hypothesis to obtain the combinatorial formula:

[z0](∂ + ∗a + γ d)k(g(z)) = [z0](∂ + ∗a + γ d)k−1(b1 + b2z + b3z
2 + . . . )

=
∑

π̃=B̃1�···�B̃m∈P(k)

w̃(π̃), (6.13)

where w̃(π̃) is given in the theorem (see (6.3)), but instead of the κi ’s, we should use
the bi ’s:

w̃(π̃) =
(
(γ + 1)|B̃1|−1 · b|B̃1|

)
·

m∏

i=2

(
p(i)! · (γ + p(i) + 1)q(i) · a|B̃i |

)
. (6.14)
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From (6.12), this equals

w̃(π̃) =
|B̃1|∑

j=1

(
(γ + 1)|B̃1|−1 · κ|B̃1|+1− j a j

)
·

m∏

i=2

(
p(i)! · (γ + p(i) + 1)q(i) · a|B̃i |

)

+
(
(γ + 1)|B̃1|−1 · (γ + |B̃1|)κ|B̃1|+1

)
·

m∏

i=2

(
p(i)! · (γ + p(i) + 1)q(i) · a|B̃i |

)
.

(6.15)

Our next goal is to obtain a different combinatorial expression for (6.13), (6.15)—we
should get the right-hand side of (6.4) for k + 1, namely a formula that involves set
partitions of [k + 1].

Step 3. Given a set partition π of [k + 1] = {1, 2, 3, . . . , k + 1}, consider the set
partition π̃ of {1, 3, 4, . . . , k + 1} that is obtained from π by taking the union of the
blocks that contain 1 and 2, and then removing 2. If π̃ is obtained from π in this fashion,
we say that π maps to π̃ and denote this relation by π → π̃ . Observe that if 1 and 2
belong to the same block of π , then π and π̃ have the same number of blocks. On the
other hand, if 1 and 2 belong to different blocks of π , then π̃ has one block fewer than
π . For instance, for k = 2 we have 5 set partitions of {1, 2, 3} which are mapped to two
set partitions of {1, 3}:

{1} � {2, 3} → {1, 3}, {1, 3} � {2} → {1, 3}, {1, 2, 3} → {1, 3},
{1} � {2} � {3} → {1} � {3}, {1, 2} � {3} → {1} � {3}.

For a set partition π̃ of {1, 3, 4, . . . , k + 1} we define the numbers p(i), q(i) and
the weight w̃(π̃) by identifying {1, 3, 4, . . . , k + 1} with {1, 2, . . . , k} in a monotone
way and using the previous formula (6.14). Note that essentially nothing changes in the
definition, as the way we compute the numbers p(i), q(i) and the weight w̃(·) depends
only on the order of the elements of the set that we are partitioning rather than the labels
of these elements. Hence, we use the same w̃(π̃) notation no matter whether π̃ is a
partition of {1, 3, 4, . . . , k + 1} or π̃ is a partition of {1, 2, . . . , k}.

Our goal now is to prove that for each set partition π̃ of {1, 3, 4, . . . , k + 1} we have
an identity:

∑

π∈P(k+1)
π→π̃

w(π)
?= w̃(π̃). (6.16)

The last equation together with (6.13) implies the induction step. We fix π̃ and let
its blocks be B̃1, . . . , B̃m ordered, as before, by their minimal elements, so that B̃1
contains 1.We calculate the sum (6.16) by splitting the terms into several subsets. Define
T ⊆ P(k + 1) as the subset of those set partitions π , mapped to π̃ , for which 1 and 2
belong to the same block of π . Next, for any r ∈ {1, 2, . . . , |B̃1|}, define Tr ⊆P(k +1)
as the subset of those set partitions π , mapped to π̃ , for which 1 and 2 belong to distinct
blocks of π and the block where 2 belongs is of size r . The sets T and T1, . . . , T|B̃1| are
all disjoint; they depend on π̃ , but we omit this dependence from the notations. With
these notations the desired identity (6.16) is rewritten

∑

π∈T∪T1∪T2∪···∪T|B̃1|
w(π)

?= w̃(π̃). (6.17)
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In step 4 below, we prove that
∑

π∈T w(π) is equal to the second line of (6.15). In
steps 5 and 6, we prove that for any r ∈ {1, 2, . . . , |B̃1|} the sum ∑

π∈Tr w(π) is equal
to the j = r summand in (6.15). After these steps are done, the identity (6.17) would
follow and thus the proof would be complete.

Step 4. In this step we calculate
∑

π∈T w(π). Recall that T contains all set partitions
π of [k + 1] that map to π̃ and such that 1 and 2 belong to the same block of π . In
fact, for a given π̃ with blocks B̃1, . . . B̃m , there is only one set partition in T : it is
π = B1 � · · · � Bm , where B1 = B̃1 ∪ {2} and Bh = B̃h , h = 2, 3, . . . ,m. Since 1
and 2 are adjacent in the ordering of [k + 1] and they belong to the same block of π ,
it is clear that the weight of Bi , i ≥ 2, in the computation of w(π) is the same as the
weight of B̃i in the computation of w̃(π̃). The weight of B1 in the computation of w(π)

is (γ + 1)|B1|−1 · κ|B1| = (γ + 1)|B̃1| · κ|B̃1|+1. As a result,

w(π) =
(
(γ + 1)|B̃1| · κ|B̃1|+1

)
·

m∏

i=2

(
p(i)! · (γ + p(i) + 1)q(i) · a|B̃i |

)
.

This is exactly the second line of (6.15), as desired.
Step 5. In this step we calculate

∑
π∈Tr w(π), 1 ≤ r ≤ |B̃1|, in the case when π̃

is a one-block set partition, π̃ = B̃1 = {1, 3, 4, . . . , k + 1} and |B̃1| = k. Hence, set
partitionsπ in Tr have two blocksπ = B1�B2, 1 ∈ B1, 2 ∈ B2 and |B2| = r . Therefore,
|B1| = k + 1− r .

We can identify elements of Tr with 0–1 sequences ζ = (ζ1, ζ2, . . . , ζk−1) of length
k − 1 and with

∑k−1
i=1 ζi = k − r through:

B1(ζ ) = {1} ∪ {i + 2 | ζi = 1}, B2(ζ ) = {2} ∪ {i + 2 | ζi = 0}.
Inwords, the positionswhere ζi = 1 encode the elements of B1 from the set {3, 4, . . . , k+
1}. With this notation, we rewrite

∑

π∈Tr
w(π) =

∑

ζ∈{0,1}k−1
∑k−1

i=1 ζi=k−r

w
(
B1(ζ ) � B2(ζ )

)
.

Let us compute w
(
B1(ζ ) � B2(ζ )

)
. By definition (6.2), the weight of block B1 is

w(B1) = (γ + 1)k−r κk−r+1.

Further, note that in the notations of Lemma 6.4, p(2) = des(ζ ): Indeed, in the arc
diagrams (as in Figs. 1, 2, 3) a roof of the block B2 with no legs intersecting it corresponds
to a substring 00 in ζ , whereas a roof with m ≥ 1 legs intersecting it corresponds to a
substring 011 · · · 110 (with m ones), and this substring gives exactly one descent in ζ .
Hence, by definition (6.2), we have

w(B2) = des(ζ )!(γ + des(ζ ) + 1)r−des(ζ )−1ar .

We obtain
∑

π∈Tr
w(π) =

∑

ζ∈{0,1}k−1
∑k−1

i=1 ζi=k−r

(γ + 1)k−r κk−r+1 · des(ζ )! (γ + des(ζ ) + 1)r−des(ζ )−1 ar
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1 2 3 41 2 3 41 2 3 4 5 65 65 6

roof=3roof=2roof=1

Fig. 4. Perfect matchings of [6] with three possible values of roof(π)

= (γ + 1)k−r κk−r+1 ar
∑

ζ∈{0,1}k−1
∑k−1

i=1 ζi=k−r

des(ζ )! (γ + des(ζ ) + 1)k−r−des(ζ ) · (γ + 1)r−1
(γ + 1)k−r

= (γ + 1)r−1 κk−r+1ar (γ + r)k−r = (γ + 1)k−1κk−r+1ar , (6.18)

where we used Lemma 6.4 with N = k − 1 and M = k − r for the equality between
the second and the third lines of (6.18). Since |B̃1| = k and there are no B̃h with h > 1,
the third line in (6.18) matches the j = r term in (6.15), as desired (Fig. 4).

Step 6. We now extend the computation of Step 5 and calculate
∑

π∈Tr w(π), 1 ≤
r ≤ |B̃1|, for arbitrary π̃ = B̃1 � · · · � B̃m . By definition of Tr each set partition π ∈ Tr
has m + 1 blocks B1, . . . , Bm+1 and we have 1 ∈ B1, 2 ∈ B2, |B2| = r , and Bi = B̃i−1,
3 ≤ i ≤ m +1. The key observation for this step is that for i ≥ 3 the weight of the block
Bi , w(Bi ), is the same as the weight of the block B̃i−1, w̃(B̃i−1): this is because the
blocks Bi and B̃i coincide as sets and the legs intersecting their roofs in the arc diagrams
also coincide. Hence, we have

w(π) = w(B1)w(B2)

m∏

i=2

(
p(i)! · (γ + p(i) + 1)q(i) · a|B̃i |

)

It remains to sum the last formula over all possible choices of B1 and B2. Since B1∪B2 =
B̃1 ∪ {2} is fixed, this is the same computation as in Step 5, but with k replaced by |B̃1|.
As a result, we get

∑

π∈Tr
w(π) = (γ + 1)|B̃1|−1κ|B̃1|−r+1ar

m∏

i=2

(
p(i)! · (γ + p(i) + 1)q(i) · a|B̃i |

)
,

which matches the j = r term in (6.15), as desired.

7. From Moments to γ -Cumulants

Let {mk}k≥1 and {κl}l≥1 be real sequences related by {κl}l≥1 = T γ
m→κ({mk}k≥1). In this

section, we prove Theorem 3.11, namely the following identity:

exp

( ∞∑

l=1

κl yl

l

)
?= [z0]

( ∞∑

n=0

(yz)n

(γ )n

)

exp

(

γ

∞∑

k=1

mk

kzk

)

. (7.1)

The central idea of our proof is to apply Theorem 3.8 to the measure μN which is the
Dirac delta-mass at a single N -tuple (a(N )

1 , . . . , a(N )
N ). The Bessel generating function of
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μN is the multivariate Bessel function B
(a(N )

1 ,...,a(N )
N )

(x1, . . . , xN ; θ), which allows us to

use the known formulas for B(a1,...,aN )(y, 0N−1; θ) and get the asymptotic expressions
for the partial derivatives of the logarithm of the BGF at 0. We remark that it would be
interesting to find a more direct combinatorial proof, explaining how (7.1) matches the
expressions of Theorem 3.10.

As our proof of Theorem 3.11 is based on the asymptotic analysis of B(a1,...,aN )

(y, 0N−1; θ), we start by collecting formulas for this function. Assume, as usual, that
a1 ≤ a2 ≤ · · · ≤ aN are real and y ∈ C. There are at least three different ways to think
about B(a1,...,aN )(y, 0N−1; θ):

1. The Taylor series expansion for B(a1,...,aN )(y, 0N−1; θ) (which is a limit of the bino-
mial formula for Jack polynomials of [OO97]) reads

B(a1,...,aN )(y, 0
N−1; θ) =

∞∑

k=0

Q(k)(a1, . . . , aN ; θ)

(θN )k
yk, (7.2)

where Q(k)(a1, . . . , aN ; θ) is the value of the N -variable Jack symmetric polynomial
(with normalization as for Q-functions in [M98, Chapter VI, Section 10] or [OO97])
parameterized by one-row partition (k) at the point (a1, . . . , aN ). The expansion (7.2)
is a particular case of [OO97, (4.2)]; that article uses the same parameter θ for the
Jack polynomials, but it is worth mentioning that some other authors (e.g., [S89] or
[M98, Section VI.10]) use α = θ−1 instead.

2. The contour integral representation for B(a1,...,aN )(y, 0N−1; θ) claims that for any
complex y with �y > 0 we have

B(a1,...,aN )(y, 0
N−1; θ) = 
(θN )

yθN−1
1

2π i

∫

C∞
exp(yz)

N∏

j=1
(z − a j )

−θdz, (7.3)

where the infinite contour C∞ in this formula is positively oriented and is formed by
the segment [M−r i, M+r i] and the horizontal lines [M+r i,−∞+r i), [M−r i,−∞−
r i), for real numbers M > aN and r > 0. The proof of (7.3) can be found in [Cu19,
Theorem 5.1] and the same article contains a complementary integral representation
for �y < 0.

3. A stochastic representation for B(a1,...,aN )(y, 0N−1; θ) reads

B(a1,...,aN )(y, 0
N−1; θ) = E

[

exp

(

y
N∑

i=1
aiηi

)]

, (7.4)

where (η1, . . . , ηN ) is aDirichlet-distributed randomvectorwith all parameters equal
to θ . The proof of (7.4) can be found in [AN19, Proposition 5.1], although in some
forms this statement was known before, see, e.g., [OV96, Remark 8.3].

Either of the above three approaches can be used to establish a formula for the
generating function of derivatives of B(a1,...,aN )(y, 0N−1; θ) at 0:

Proposition 7.1. For any θ > 0, N ∈ Z>0, y ∈ C, and a1 ≤ a2 ≤ · · · ≤ aN we have
the expansion

B(a1,...,aN )(y, 0
N−1; θ) =

∞∑

k=0

ck
(θN )k

yk, (7.5)
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where the numbers ck are found from the following Taylor series expansion:

∞∑

k=0
ckz

k =
N∏

i=1
(1− ai z)

−θ . (7.6)

The series (7.5) is uniformly convergent over y in compact subsets of C.

Proof. According to (7.2), the coefficients ck in (7.5) are computed as ck = Q(k)(a1, . . . ,
aN ; θ). The generating function for the one-row Jack polynomials is well-known, see
[M98, Section VI.10, top formula on page 378] or [S89, (9)]. We have:

∞∑

k=0
Q(k)(a1, . . . , aN ; θ)zk =

N∏

i=1
(1− ai z)

−θ ,

which proves (7.6). Finally, uniform convergence of (7.5) follows either from the fact that
we deal with a Taylor series expansion of an entire function, or from bounds ck < Crk

for some C > 0, r > 0, which can be extracted from (7.6). ��
In view of Theorem 3.8, the desired identity (7.1) of Theorem 3.11 becomes the limit

as N →∞, θN → γ of Theorem 7.1, as we now explain.

Proof of Theorem 3.11. Step 1.Wefirst show that the formulas (3.7) and (3.8) are equiv-
alent. Indeed, (3.7) says that the coefficient of yn in exp

(∑∞
l=1

κl
l y

l
)
can be computed

as the constant term of

zn

(γ )n
exp

(

γ

∞∑

k=1

mk

k
z−k

)

.

On the other hand, (3.8) says that the same coefficient can be computed as 1
(γ )n

times
the coefficient of zn in

exp

(

γ

∞∑

k=1

mk

k
zk

)

.

Clearly, the latter and the former are two ways to compute the same number.
Step 2.Next, let us assume thatm1,m2,m3,… aremoments of a compactly supported

probability measure μ, i.e., there exists r > 0 and a probability measure μ supported
inside [−r, r ], such that

mk =
∫ r

−r
xkμ(dx), k = 1, 2, . . . . (7.7)

As it is true for any probability measure, μ can be approximated by discrete measures
with atoms ofweight 1/N as N →∞, andwe can choose thesemeasures to be supported
inside [−r, r ]. Let us fix such an approximation for μ, that is, we choose real numbers
−r ≤ a(N )

1 ≤ a(N )
2 ≤ · · · ≤ a(N )

N ≤ r , such that

lim
N→∞

1

N

N∑

i=1
δ
a(N )
i
= μ. (Weak convergence of measures.)
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In particular, this implies

lim
N→∞

1

N

N∑

i=1
(a(N )

i )k = mk, k = 1, 2, . . . .

Let μN be the Dirac delta-mass at the point (a(N )
1 , . . . , a(N )

N )—this is a probability
measure on R

N . Then the measures μN satisfy the Law of Large Numbers in the sense
of Definition 3.1 with sequence mk given by (7.7). The BGF of the measure μN is
B

(a(N )
1 ,...,a(N )

N )
(x1, . . . , xN ; θ). Hence, Theorem 3.8 yields that

lim
N→∞, θ→0

θN→γ

∂ l

∂yl
ln B

(a(N )
1 ,...,a(N )

N )
(y, 0N−1; θ)

∣
∣
∣
y=0 = (l − 1)! · κl , (7.8)

where {κl}l≥1 = T γ
m→κ({mk}k≥1).

On the other hand, note that the formulas (7.5) and (7.6) have a limit in the regime
N →∞, θ → 0, θN → γ , which reads:

lim
N→∞, θ→0

θN→γ

B
(a(N )

1 ,...,a(N )
N )

(y, 0N−1; θ) =
∞∑

k=0

ck
(γ )k

yk, (7.9)

where the numbers ck are found from the following Taylor series expansion:

∞∑

k=0
ck z

k = lim
N→∞, θ→0

θN→γ

N∏

i=1
(1− a(N )

i z)−θ = lim
N→∞, θ→0

θN→γ

exp

[

−θ

N∑

i=1
ln

(
1− a(N )

i z
)
]

= lim
N→∞, θ→0

θN→γ

exp

[

θN
∞∑

k=1

zk

k

1

N

N∑

i=1
(a(N )

i )k

]

= exp

[

γ

∞∑

k=1

mkzk

k

]

.

(7.10)

Because |a(N )
i | ≤ r for all 1 ≤ i ≤ N , for any ε > 0 the convergence in (7.10) is uniform

over |z| ≤ r−1− ε. We claim that the convergence in (7.9) is uniform over y in compact
subsets of C. Indeed, the term-by-term convergence of (7.5) to (7.9) is evident from
(7.10), while a tail bound on the series can be obtained from a uniform N -independent
bound on the coefficients ck = c(N )

k in (7.5), (7.6) of the form |c(N )
k | ≤ C · r−k for

C > 0, which follows from the Cauchy integral formula applied to (7.6).
Comparing (7.8) with (7.9) and noting that uniform convergence of analytic functions

implies convergence of their derivatives, we conclude that

exp

( ∞∑

l=1

κl

l
yl

)

=
∞∑

k=0

ck
(γ )k

yk . (7.11)

The last identity together with (7.10) give (3.8).
Step 3. It remains to study the case when {mk}k≥1 is an arbitrary sequence of real

numbers, rather than a sequence of moments of a compactly supported probability mea-
sure μ as in (7.7). Note that the relation {κl}l≥1 = T γ

m→κ({mk}k≥1) is equivalent to
saying that for certain polynomials Ql , we have

κl = Ql(m1,m2, . . . ,ml), l = 1, 2, . . . .
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On the other hand, (3.7) of Theorem 3.11 is equivalent to saying that for certain poly-
nomials Q̃l , we have

κl = Q̃l(m1,m2, . . . ,ml), l = 1, 2, . . . .

Hence, in order to prove Theorem 3.11, we need to show that the polynomials Ql and
Q̃l coincide for each l = 1, 2, . . . . Note that two polynomials in l variables coincide if
and only if they coincide as functions on a non-empty open set D ⊂ R

l , and this D can
be chosen in an arbitrary way. Fix l and define:

D :=
{(

1
l

l∑

i=1
di ,

1
l

l∑

i=1
(di )

2, . . . , 1
l

l∑

i=1
(di )

l

) ∣
∣
∣
∣ d1 < d2 < · · · < dl

}

⊂ R
l .

The set D is an image of an open set {(d1, . . . , dl) ⊂ R
l | d1 < · · · < dl} under a

smooth map with non-vanishing Jacobian (equal to l−l
∏

i< j (di − d j )). Hence, D is

open. By Step 2 the polynomials Ql and Q̃l coincide as functions on D, because each
element in D is a moment sequence of the discrete probability measure with atoms 1

l at

points d1, . . . , dl . Therefore, polynomials Ql and Q̃l coincide. ��

8. Limits of the Maps Tγ
κ→m and Tγ

m→κ as γ → 0 and γ → ∞
In this section we investigate the behavior of the γ -cumulants and γ -convolution as
γ → 0 and γ →∞. We will see that in the former case the conventional cumulants and
conventional convolution appear, while in the latter case we link to the free probability
counterparts.

8.1. γ → 0 limit. Let us recall the definition of the classical cumulants.

Definition 8.1. Given a sequence of moments {mk}k≥1 we define the corresponding
cumulants {cl}l≥1 = T̃m→c({mk}k≥1) through the identity for the generating functions:

C(z) = ln(M(z)), where M(z) := 1 +
∞∑

k=1

mk

k! z
k, C(z) :=

∞∑

l=1

cl
l! z

l . (8.1)

In the opposite direction, given a sequence of cumulants {cl}l≥1, we define the cor-
responding sequence of moments {mk}k≥1 = T̃c→m({cl}l≥1) through a combinatorial
formula:

mk :=
∑

π=B1�···�Bm∈P(k)

m∏

i=1
c|Bi |, k = 1, 2, . . . . (8.2)

The two definitions (8.1) and (8.2) are well-known to be equivalent and the maps T̃m→c

and T̃c→m are inverse to each other, see, e.g., [MS17, Sections 1.1–1.2].

Theorem 8.2. Given a sequence of numbers {mk}k≥1, let
{κ0

l }l≥1 = lim
γ→0

T γ
m→κ({mk}k≥1), {cl}l≥1 = T̃m→c({mk}k≥1).

Then for each l = 1, 2, . . . , we have κ0
l = 1

(l−1)!cl .
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Remark 8.3. The second relation implies T̃c→m({cl}l≥1) = {mk}k≥1. The first onemeans
that if we let T γ

m→κ({mk}k≥1) =: {κγ

l }l≥1 (the κ
γ

l ’s depend on γ ), then limγ→0 κ
γ

l =
κ0
l = 1

(l−1)!cl , l ≥ 1. As T γ
κ→m is the inverse of T γ

m→κ , then {mk}k≥1 = T γ
κ→m({κγ

l }l≥1).
Observe that T γ

κ→m({κγ

l }l≥1) is a sequence where each entry is a polynomial (the one
from Theorem 3.10) in the variables κ

γ

l , l ≥ 1, and the coefficients of these polynomials
have limits as γ → 0, thus {mk}k≥1 = limγ→0 T

γ
κ→m({κγ

l }l≥1) = limγ→0 T
γ
κ→m

({ 1
(l−1)!cl}l≥1). Hence we have two equations for {mk}k≥1:

T̃c→m({cl}l≥1) = {mk}k≥1, lim
γ→0

T γ
κ→m({ 1

(l−1)!cl}l≥1) = {mk}k≥1.
In the same fashion, one can show that these two relations imply the ones in the theorem.
Hence the theorem is equivalent to the statement that these last two definitions of {mk}k≥1
coincide.

Proof of Theorem 8.2. We use the description of the map T γ
m→κ of Theorem 3.10 and

send γ → 0 in the weight W (π) of (3.4). Note that

lim
γ→0

[
p(i)!(γ + p(i) + 1)q(i)

] = (p(i) + q(i))!
According to definitions of Sect. 3.2, p(i)+q(i)+1 = |Bi |, i.e., the size of the i th block
in π . Hence, the γ → 0 limit of Theorem 3.10 gives

mk =
∑

π=B1�···�Bm∈P(k)

m∏

i=1

[
(|Bi | − 1)! κ0|Bi |

]
, k = 1, 2, . . . . (8.3)

Comparing with (8.2) and noting that the relations (8.3) uniquely determine {κ0
l }l≥1, we

conclude that κ0
l = 1

(l−1)!cl . ��
As a corollary, we obtain the γ → 0 behavior of the γ -convolution of Theorem 1.5.

Corollary 8.4. Take two sequences of real numbers {ma
k}k≥1 and {mb

k }k≥1. Define
{m̃k}k≥1 := lim

γ→0

[
{ma

k}k≥1 �γ {mb
k }k≥1

]
.

Then with the agreement ma
0 = mb

0 = 1, we have

m̃k =
k∑

s=0

(
k

s

)

ma
sm

b
k−s, k = 1, 2, . . . . (8.4)

Remark 8.5. Suppose that we are given two independent random variables a and b, such
that

ma
k = Eak, mb

k = Ebk, k = 1, 2, . . . .

Then the formula (8.4) says that m̃k = E(a + b)k .

Proof of Corollary 8.4. By (1.11) we have for each γ > 0

T γ
m→κ({ma

k}k≥1 �γ {mb
k }k≥1) = T γ

m→κ({ma
k}k≥1) + T γ

m→κ({mb
k }k≥1).

Taking the limit γ → 0 and using Theorem 8.2, we get

T̃m→c
({m̃k}k≥1

) = T̃m→c
({ma

k}k≥1
)
+ T̃m→c

({mb
k }k≥1

)
.

Taking into account (8.1), the last identity is equivalent to (8.4). ��
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8.2. γ →∞ limit. Let us recall the definition of the free cumulants.
A set partition π ∈ P(k) is said to be crossing if there exist two distinct blocks

B, B ′ ∈ π and integers 1 ≤ x < y < z < w ≤ k such that x, z ∈ B and y, w ∈ B ′. A
set partition π ∈P(k) is said to be a non-crossing set partition if it is not crossing. In
the notations of Sect. 3.2, the non-crossing set partitions are those which have p(i) = 0
for all i ; in other words, there should be no crossings of roofs and legs. We denote
the collection of all non-crossing set partitions of [k] by NC(k). For instance, out the
seven partitions of [4] with two blocks, mentioned in Sect. 3.2, the following six are the
non-crossing ones:

{1} � {2, 3, 4}, {1, 3, 4} � {2}, {1, 2, 4} � {3}, {1, 2, 3} � {4},
{1, 2} � {3, 4}, {1, 4} � {2, 3}.

Definition 8.6. Given a sequence of moments {mk}k≥1 we define the corresponding free
cumulants {rl}l≥1 = T̃∞m→r ({mk}k≥1) through the identity for the generating functions:

G
(
R(z)+ z−1

) = z, where G(z) := z−1 +
∞∑

k=1

mk

zk+1
, R(z) :=

∞∑

l=1
rl z

l−1. (8.5)

In the opposite direction, given a sequence of free cumulants {rl}l≥1, we define the
corresponding sequence ofmoments {mk}k≥1 = T̃∞r→m({rl}l≥1) through a combinatorial
formula:

mk :=
∑

π=B1�···�Bm∈NC(k)

m∏

i=1
r|Bi |, k = 1, 2, . . . . (8.6)

The relation G
(
R(z) + z−1

) = z can be rewritten as R(z) = G(−1)(z)− z−1 and R(z)
defined in this way is called the Voiculescu R-transform. The equivalence between (8.5)
and (8.6) is explained in [MS17, Sect. 2.4].

Theorem 8.7. Given a sequence of numbers {mk}k≥1 define
{κγ

l }l≥1 = T γ
m→κ({mk}k≥1), rl = lim

γ→∞ γ l−1κγ

l .

Then we have {rl}l≥1 = T̃∞m→r ({mk}k≥1).
Remark 8.8. Just like in Remark 8.3, the theorem can be equivalently stated by saying
that the following two definitions

{mk}k≥1 = lim
γ→∞ T γ

κ→m({γ 1−lrl}l≥1), {mk}k≥1 = T̃∞r→m({rl}l≥1),

of the sequence {mk}k≥1 coincide.
Proof of Theorem 8.7. We use the reformulation of Remark 8.8 together with the de-
scription of the map T γ

κ→m of Theorem 3.10 and send γ →∞ in the weight W (π) of
(3.4). Note that

lim
γ→∞

[
γ−p(i)−q(i) p(i)!(γ + p(i) + 1)q(i)

] =
{
1, if p(i) = 0,
0, otherwise.
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According to the definitions of Sect. 3.2, p(i) + q(i) + 1 = |Bi |, so γ 1−|Bi |r|Bi | =
γ−p(i)−q(i)r|Bi |. Hence, the γ →∞ limit of Theorem 3.10 gives

mk = lim
γ→∞

∑

π=B1�···�Bm∈P(k)

m∏

i=1

[
γ−p(i)−q(i) p(i)!(γ + p(i) + 1)q(i)r|Bi |

]

=
∑

π=B1�···�Bm∈NC(k)

m∏

i=1
r|Bi |, k = 1, 2, . . . . (8.7)

This is the same expression as (8.6). ��
As a corollary, we obtain the γ →∞ behavior of the γ -convolution of Theorem 1.5.

Corollary 8.9. Take two sequences of real numbers {ma
k}k≥1 and {mb

k }k≥1. Define

{m̃k}k≥1 := lim
γ→∞

[
{ma

k}k≥1 �γ {mb
k }k≥1

]
.

Then the sequence {m̃k}k≥1 is uniquely fixed by the identity

T̃∞m→r

({m̃k}k≥1
) = T̃∞m→r

({ma
k}k≥1

)
+ T̃∞m→r

({mb
k }k≥1

)
(8.8)

Remark 8.10. Suppose that we are given two random variables a and b, such that

ma
k = Eak, mb

k = Ebk, k = 1, 2, . . . .

Then the formula (8.8) says that m̃k are the moments of the free convolution of a and b.

Proof of Corollary 8.9. By (1.11) we have for each γ > 0

T γ
m→κ

({ma
k}k≥1 �γ {mb

k }k≥1
) = T γ

m→κ

({ma
k}k≥1

)
+ T γ

m→κ

({mb
k }k≥1

)
.

Taking the limit γ →∞ and using Theorem 8.7, we get (8.8). ��
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9. Appendix: Law of Large Numbers for Fixed Temperature

The aim of this “Appendix” is to probe the possibility of a version of Theorem 3.8 in
which θ > 0 is fixed and is not changing with N . The following claim is an analogue of
one direction of Theorem 3.8.
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Claim 9.1 (LLN for finite temperature). Let {μN }N≥1 be a sequence of exponentially de-
cayingprobabilitymeasures on tuples a1 ≤ · · · ≤ aN .For each N, let GN ;θ (x1, . . . , xN ) :
= Gθ (x1, . . . , xN ;μN ) be the BGF of μN . Assume that the sequence {GN ;θ }N satisfies
the following conditions:

(a) lim
N→∞

1

N
· ∂ l

∂xli
ln (GN ;θ )

∣
∣
∣
∣
∣
x1=···=xN=0

= (l − 1)! · cl , for all l ∈ Z≥1.

(b) lim
N→∞

1

N
· ∂

∂xi1
· · · ∂

∂xir
ln (GN ;θ )

∣
∣
∣
∣
x1=···=xN=0

= 0, for all i1, . . . , ir ∈ Z≥1 such

that the set {i1, . . . , ir } contains at least two distinct indices.
Then the sequence {μN }N≥1 satisfies the following LLN (compare to Definition 3.1):
there exist real numbers {mk}k≥1 such that for any s = 1, 2, . . . and any k1, . . . , ks ∈
Z≥1, we have

lim
N→∞EμN

s∏

i=1

(
1

N

N∑

i=1

(ai
N

)ki
)

=
s∏

i=1
mki .

If this occurs, {cl}l≥1 and {mk}k≥1 are related by either

mk =
∑

π∈NC(k)

∏

B∈π

(
θ |B|−1c|B|

)
, k = 1, 2, . . . ,

or, equivalently,

mk = 1

k + 1
· [z−1]

⎛

⎝

(

z−1 +
∞∑

l=1
θ l−1cl zl−1

)k+1
⎞

⎠, k ∈ Z≥1.

We do not present a proof of the claim, but probably one can prove it with the same
techniques that we have used in Sect. 5. At θ = 1, another approach is by a degeneration
of [BuG15, Theorem 5.1], see also [MN18]. This claim would prove the one-sided
implication

conditions (a) and (b) (fixed θ version of LLN-appropriateness) �⇒ LLN-satisfaction.

Based on our Theorem 3.8, on [BuG19, Theorem 2.6] (which studies the CLT at fixed
θ = 1), and on the classical theorem that relates the weak convergence of measures to
the convergence of their characteristic functions, the reader may be inclined to believe
that the reverse implication is also true and that this kind of “if and only if” results are
always expected.

However, this turns out to bewrong. The naive analogue of Theorem3.8 does not hold
for fixed θ : the “expected if and only if statement" is false. Here is a counter-example.

Let us consider a sequence of probability measures μN such that a random μN -
distributed vector a1 ≥ · · · ≥ aN has a1 = · · · = aN almost surely and this common
value a is distributed according to a Gaussian measure of mean 0 and variance N . In
this case, the random variable

pNk =
1

N

N∑

i=1

(ai
N

)k =
( a

N

)k
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is distributed as the k-th power of a Gaussian random variable of mean 0 and variance
1/N . Consequently, the sequence {μN }N satisfies a LLN, and allmk’s are equal to zero.
On the other hand, by using B(a,...,a)(x1, . . . , xN ; θ) = exp(a

∑N
i=1 xi ), it follows that

the BGF of μN equals

GN ;θ (x1, . . . , xN )=
∫ ∞

−∞
e−a2/(2N )

√
2πN

B(a,...,a)(x1, . . . , xN ; θ)da= exp

⎛

⎝N

2

(
N∑

i=1
xi

)2 ⎞

⎠ .

The sequence {GN ;θ }N of BGFs then satisfies

lim
N→∞

1

N
· ∂2

∂x1∂x2
ln(GN ;θ )

∣
∣
∣
∣
x1=···=xN=0

= 1,

therefore contradicting condition (b) from Claim 9.1.
A more refined question is whether some “if and only if for LLN” statement holds, if

one modifies somehow the conditions (a) and (b) of Claim 9.1. Based on small calcula-
tions (obtained when trying to reverse-engineer the proof of Theorem 3.8), it is plausible
that the answer is yes.

Indeed, based on Proposition 2.11, we must study the limits of the expressions

N−|λ|−�(λ) ·
⎡

⎣
�(λ)∏

i=1
Pλi

⎤

⎦GN ;θ , (9.1)

where λ ranges over the set of all partitions of a given size k. We have performed
calculations for k = 2, 3; they indicate that the conditions on second-order derivatives
in (a) and (b) from Claim 9.1 should be replaced by:

• lim
N→∞

1

N

{
∂2

∂x21
− ∂2

∂x1∂x2

}

ln(GN ;θ )
∣
∣
∣
∣
∣
x1=···=xN=0

= θ−1 · c2,

• lim
N→∞

1

N 2

∂2 ln(GN ;θ )
∂x1∂x2

∣
∣
∣
∣
x1=···=xN=0

= 0,

and the conditions on third-order derivatives should be replaced by:

• lim
N→∞

1

N

{
1

2
· ∂3

∂x31
− 3

2
· ∂3

∂x21∂x2
+

∂3

∂x1∂x2∂x3

}

ln(GN ;θ )
∣
∣
∣
∣
∣
x1=···=xN=0

= θ−2 · c3,

• lim
N→∞

1

N 2

{
∂3

∂x21∂x2
− ∂3

∂x1∂x2∂x3

}

ln(GN ;θ )
∣
∣
∣
∣
∣
x1=···=xN=0

= 0,

• lim
N→∞

1

N 3

∂3 ln(GN ;θ )
∂x1∂x2∂x3

∣
∣
∣
∣
x1=···=xN=0

= 0.

These relations are much more involved than conditions (a) and (b) from Claim 9.1,
or than the conditions from Definition 3.3. What should be the correct “if and only if”
relations for k > 3? This is an interesting open question for future research.



Matrix Addition and the Dunkl Transform at High Temperature 793

References

[A20] Ahn, A.: Airy Point Process via Supersymmetric Lifts. arXiv:2009.06839
[AB19] Akemann, G., Byun, S.-S.: The high temperature crossover for general 2D Coulomb gases. J.

Stat. Phys. 175(6), 1043–1065 (2019)
[ABG12] Allez, R., Bouchaud, J.-P., Guionnet, A.: Invariant Beta ensembles and the Gauss–Wigner

crossover. Phys. Rev. Lett. 109(9), 094–102 (2012)
[ABMV13] Allez, R., Bouchaud, J.-P., Majumdar, S.N., Vivo, P.: Invariant β-Wishart ensembles, crossover

densities and asymptotic corrections to the Marcenko–Pastur law. J. Phys. AMath. Theor. 46(1),
015001 (2013)

[AD14] Allez, R., Dumaz, L.: From Sine kernel to Poisson statistics. Electron. J. Probab. 19(114), 1–25
(2014). arXiv:1407.5402

[A91] Anderson, G.W.: A Short Proof of Selberg’s Generalized Beta Formula. In ForumMathematicum
3(3), 415418 (1991)

[AHV20] Andraus, S., Hermann, K., Voit, M.: Limit theorems and soft edge of freezing random ma-
trix models via dual orthogonal polynomials, to appear in Journal of Mathematical Physics.
arXiv:2009.01418

[A17] Anker, J.-P.: An introduction to Dunkl theory and its analytic aspects. Analytic, Algebraic and
Geometric Aspects of Differential Equations. Birkhäuser, Cham, pp. 3–58 (2017)

[AP18] Arizmendi, O., Perales, D.: Cumulants for finite free convolution. J. Comb. Theory Ser. A 155,
244–266 (2018)

[AW84] Askey, R., Wimp, J.: Associated Laguerre and Hermite polynomials. Proc. R. Soc. Edinb. Sect.
A Math. 96(1–2), 15–37 (1984)

[AN19] Assiotis, T., Najnudel, J.: The boundary of the orbital beta process. arXiv:1905.08684
[BAG97] Ben Arous, G., Guionnet, A.: Large deviations for Wigner’s law and Voiculescu’s non-

commutative entropy. Probab. Theory Relat. Fields 108, 517–542 (1997)
[BP15] Benaych-Georges, F., Péché, S.: Poisson statistics for matrix ensembles at large temperature. J.

Stat. Phys. 161(3), 633–656 (2015)
[BV95] Bercovici, H., Voiculescu, D.: Superconvergence to the central limit and failure of the Cramér

theorem for free random variables. Probab. Theory Relat. Fields 102, 215–222 (1995)
[BoG15] Borodin, A., Gorin, V.: General β-Jacobi Corners Process and the Gaussian Free Field. Commun.

Pure Appl. Math. 68(10), 1774–1844 (2015)
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