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Abstract. We study global fluctuations for singular values of M -fold products of several right-unitarily
invariant N ×N random matrix ensembles. As N →∞, we show the fluctuations of their height functions

converge to an explicit Gaussian field, which is log-correlated for M fixed and has a white noise component
for M → ∞ jointly with N . Our technique centers on the study of the multivariate Bessel generating

functions of these spectral measures, for which we prove a central limit theorem for global fluctuations via

certain conditions on the generating functions. We apply our approach to a number of ensembles, including
square roots of Wishart, Jacobi, and unitarily invariant positive definite matrices with fixed spectrum, using

a detailed asymptotic analysis of multivariate Bessel functions to verify the necessary conditions.
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1. Introduction

1.1. Overview of the results. Let Y 1
N , . . . , Y

M
N be i.i.d. N ×N random matrices which are right-unitarily

invariant, and let YN := Y 1
N · · ·YMN be their product. The (squared) singular values µN1 ≥ · · · ≥ µNN > 0 of YN

occur classically in the study of ergodic theory of non-commutative random walks, and the corresponding
Lyapunov exponents have a limit as M → ∞ by Oseledec’s multiplicative ergodic theorem (see [Ose68,
Rag79]). These Lyapunov exponents for various ensembles of matrices have been the object of extensive
study in the dynamical systems literature, beginning with the pioneering result of Furstenberg-Kesten in
[FK60] for matrices with positive entries. In an applied context, singular values for similar models have
appeared in the study of disordered systems in statistical physics as described in [CPV93], in the study of
polymers as in [CMR17], and in the study of dynamical isometry for deep neural networks as the Jacobians
of randomly initialized networks (see [SMG14, PSG17, PSG18, CPS18, XBSD+18, TWJ+18, LQ18]).

The goal of this work is to study the global fluctuations of the squared singular values µN . The distribution
of µN depends only on the distribution of Xi

N := (Y iN )∗Y iN , and we study it for a variety of different
distributions for Xi

N , including Wishart matrices, Jacobi matrices, and unitarily invariant positive definite
matrices with fixed spectrum. In each of these cases, we study the normalized log-spectrum

λNi :=
1

M
log µNi

via the height function

HN (t) := #{λNi ≤ t}.
We study limit shapes and fluctuations for the height function in two limit regimes, one where N → ∞
with M fixed, and one where N,M → ∞ simultaneously. Note that in the main text we will use a slightly
different notation for the log-spectrum and height function for M fixed which removes the normalization by
M , but we keep this uniform notation in the introduction for clarity of exposition.

When M is fixed, results from free probability of Voiculescu and Nica-Speicher in [Voi87, NS97] imply
that the empirical measure dλN of λNi converges to a deterministic measure dλ∞, which implies that HN (t)
concentrates around a deterministic limit shape, a result we refer to as a law of large numbers. In Theorems
4.8, 4.12, and 4.13 and Corollary 4.9, we show that the fluctuations of the height function around its mean
converge to explicit Gaussian fields. In Corollary 4.11, we show that these fields are log-correlated under a
technical condition on the smoothness of the limit shape. Namely, this means that for polynomials f, g, we
have

lim
N→∞

Cov

(ˆ
(HN (t)− E[HN (t)])f(t)dt,

ˆ
(HN (s)− E[HN (s)])g(s)ds

)
=

ˆ ˆ
K(t, s)f(t)g(s)dtds

for an explicit covariance kernel K(t, s) which satisfies

K(t, s) = − 1

2π2
log |t− s|+O(1)

for |t− s| → 0.
When M,N → ∞ simultaneously, the λNi are the Lyapunov exponents studied by Newman and Isopi-

Newman in [New86a, New86b, IN92] and mentioned by Deift in [Dei17]. Again, their empirical measure
converges to the deterministic measure

− e−z

S′µ̃(S−1
µ̃ (e−z))

1[− log Sµ̃(−1),− log Sµ̃(0)]dz,

where Sµ̃ is the limiting S-transform of the spectral measure of (Y iN )∗Y iN ; we give a more detailed treatment
in Sections 4.4 and 4.5. This yields concentration of the height function around a deterministic limit shape.
In Theorems 4.14, 4.16, and 4.17, we show that the rescaled fluctuations of the height function around its
mean

M1/2
(
HN (t)− E[HN (t)]

)
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again converge to explicit Gaussian fields. However, in these cases, we find that the field has a white noise
component, meaning that for |t− s| → 0 the covariance satisfies

K(t, s) = δ(t− s) +O(1),

where δ denotes the Dirac delta function. In particular, as M →∞, we see a transition from a log-correlated
Gaussian field to a Gaussian field with a white noise component. For this result, the relative growth rates of
N and M are not important; in particular, we observe the same white noise component both for M growing
to infinity much faster than N and much slower than N . This behavior is very different from that seen in
recent work of Akemann-Burda-Kieburg and Liu-Wang-Wang in [ABK18, LWW18], where the local limit
for the singular values of the products of Ginibre matrices depends on the ratio M/N .

1.2. Comparison with fluctuations for sums of random matrices. We may naturally compare our
results to analogous results for sums of random matrices. For i = 1, . . . ,M , let AiN = UiAU

∗
i be N × N

matrices with Ui i.i.d. Haar unitary and A deterministic diagonal with spectrum µN . Define

Xadd
N,M := A1

N + · · ·+AMN

and the height function of the spectrum λN,M of Xadd
N,M by HN,M (t) := #{λN,Mi ≤ t}. If M is finite and

fixed and the empirical measures of µN converge to a measure dµ, results from free probability show that
HN,M (t) converges as N →∞ to a deterministic limit shape. It is further known that the random variables

{HN,M (t)− E[HN,M (t)]}t∈R
converge to an explicit log-correlated Gaussian field given by Collins-Mingo-Śniady-Speicher in [CMSS07]
and Pastur-Vasilchuk in [PV07].

On the other hand, if we take M →∞, then we have the convergence

1

M
Xadd
N,M →

1

N

( N∑

i=1

µNi

)
· Id

of the average 1
MXadd

N,M of the matrices AiN to a deterministic matrix. In contrast to the multiplicative case,
this averaging retains only the first moment of the empirical measure of the original spectrum. Furthermore,
by the ordinary central limit theorem, as M →∞ with N fixed, the random matrix

1√
M

(
Xadd
N,M − E[Xadd

N,M ]
)

converges in distribution to a Gaussian random matrix which we verify in Appendix A to have distribution
√√√√ N

(N − 1)(N + 1)
·
[

1

N

N∑

i=1

(µNi )2 − 1

N2

( N∑

i=1

µNi

)2
]
·GUEN,Tr=0,

where GUEN,Tr=0
d
= X − Tr(X) · IdN for X

d
= GUEN being an N × N matrix drawn from the Gaussian

Unitary Ensemble. The results of Johansson in [Joh98] on the GUE then suggest that as N → ∞ slowly
compared with M , fluctuations of the corresponding height function remain a log-correlated Gaussian field.

One may ask why white noise shows up for M →∞ in the multiplicative setting but not in the additive
setting. One intuitive explanation comes from comparing the decompositions

Xadd
N,M = E[Xadd

N,M ] +
(
Xadd
N,M − E[Xadd

N,M ]
)

logXmult
N,M = E[logXmult

N,M ] +
(

logXmult
N,M − E[logXmult

N,M ]
)

in the additive and multiplicative settings, where Xmult
N,M := (Y 1

N · · ·YMN )∗(Y 1
N · · ·YMN ).

In the additive setting, note that E[Xadd
N,M ] is a constant multiple of the identity, and therefore the btNcth

eigenvalue of Xadd
N,M admits the approximate representation

λadd
btNc ∼MC1 +

√
MC2 · γbtNc

for constants C1 and C2, where γi is the ith eigenvalue of 1√
N

GUEN,Tr=0. In particular, all fluctuations of

the height function come from fluctuations of the height function for Xadd
N,M − E[Xadd

N,M ].
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In contrast, in the multiplicative setting, E[logXmult
N,M ] has non-trivial spectrum, and the ordinary central

limit theorem does not directly apply to logXmult
N,M − E[logXmult

N,M ]. Together, these two effects imply the
analysis of the additive case does not apply in the multiplicative setting. It would be interesting to find other
geometric qualitative arguments explaining the appearance of the white noise component in the products
without relying on the exact formulas that we use. We will not pursue this direction here, only mentioning
that the viewpoint of Reddy in [Red16] for fixed N seems relevant for such a potential development.

Another heuristic explanation for the appearance of the white noise and for the difference between additive
and multiplicative cases can be obtained by comparing our model to Dyson Brownian Motion (DBM) started
from a deterministic initial condition1. In this approach, we should treat the number of terms or factors
as inverse time, t = M−1. For addition, such an identification is possible because of the invariance of the

Brownian motion with respect to the time inversion B1/t
d
= t−1Bt, t ≥ 0. For multiplication, this is more

speculative. However, for the special case when the factors are drawn from the square Ginibre ensemble (i.e.
with i.i.d. Gaussian entries), one can compare the contour integral formulas for the correlation kernel for
products given by Akemann-Kieburg-Wei and Kuijlaars-Zhang in [AKW13, KZ14] with the formulas given
by Brézin-Hikami in [BH96, BH97] for the β = 2 Dyson Brownian Motion started from deterministic initial
condition and notice their striking similarity upon making the identification t = M−1. In addition, in this
case Akemann-Burda-Kieburg found in [ABK18] that when N,M → ∞ with N/M limiting to a value in
(0,∞), the local statistics for products of square Ginibre matrices coincide with those of Dyson Brownian
motion started from an evenly spaced initial condition as studied by Johansson in [Joh04].

For general products of matrices, this suggests that we should start the DBM from the initial condition
given by the Lyapunov exponents. The transition between white noise (small t, corresponding to M →∞)
and log-correlated (finite t, corresponding to finite M) statistics was studied in detail for β = 2 DBM by
Duits–Johansson in [DJ18], for general β DBM by Huang-Landon in [HL16], and for a finite-temperature
version of the GUE ensemble by Johansson-Lambert in [JL18]. In contrast, for the sums, the initial condition
for the DBM is a diagonal matrix with all equal eigenvalues; hence, the global fluctuations are the same as
those of the GUE, and we see log-correlated structure for the local statistics at all positive times. It would
be extremely interesting to find a conceptual explanation for this analogy between products of matrices and
Dyson Brownian Motion.

1.3. Central limit theorems for multivariate Bessel generating functions. Our technique is based
on the study of multivariate Bessel generating functions for log-spectral measures, which are continuous
versions of the Schur generating function defined and studied by Bufetov-Gorin in [BG15b, BG18a, BG18b].
Recall that for sets of variables a = (a1, . . . , aN ) and b = (b1, . . . , bN ), the multivariate Bessel function is
defined by

B(a, b) := ∆(ρ)
det(eaibj )Ni,j=1

∆(a)∆(b)
,

where ρ = (N − 1, . . . , 0) and ∆(a) :=
∏

1≤i<j≤N (ai − aj) denotes the Vandermonde determinant. For an

N -tuple χN = (χN,1 ≥ · · · ≥ χN,N ), the multivariate Bessel generating function of a measure dµN (x) on
N -tuples x = (x1 ≥ · · · ≥ xN ) with respect to χN is defined by

φχ,N (s) :=

ˆ B(s, x)

B(χN , x)
dµN (x).

We say that the measure dµN is χ-smooth if the defining integral of φχ,N (s) converges absolutely and
uniformly on a neighborhood of [χN,N , χ1,N ]N . For a sequence of N -tuples χN ∈ {x ∈ RN | x1 ≥ · · · ≥ xN}
for which 1

N

∑N
i=1 δχN/N → dχ for a measure dχ, we define a family of CLT-appropriate measures for χN

by the following condition, which governs the behavior of their multivariate Bessel generating functions near
s = χN . For a subset I ⊂ {1, . . . , N}, define

φIχ,N (s) := φχ,N (s)|sj=χN,j ,j /∈I ,
where we note that φIχ,N (s) is a function of (si)i∈I alone. For a function f(s) on CN and some r ∈ CN , we

will adopt the notation that ∂rif(r) = ∂
∂si
f(s)

∣∣∣
s=r

.

1We thank Maurice Duits for communicating this point of view to us.
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Definition 2.3. We say that the measures dµN are LLN-appropriate for χN if they are χN -smooth and
there exist a compact set Vχ ⊂ R and a holomorphic function Ψ on an open complex neighborhood U of Vχ
such that χN,i/N ∈ Vχ for all N and for each fixed integer k > 0, uniformly in I with |I| = k, i ∈ I, and

rI ∈ U |I|, we have

lim
N→∞

∣∣∣∣
1

N
∂ri [log φIχ,N (rN)]−Ψ(ri)

∣∣∣∣ = 0.

Definition 2.4. We say that measures dµN are CLT-appropriate for χN if they are LLN-appropriate for
χN with respect to some function Ψ and sets Vχ ⊂ R with neighborhood U and there exists a holomorphic

function Λ on U2 such that for each fixed integer k > 0, uniformly in I with |I| = k, rI ∈ U |I|, and distinct
i, j ∈ I, we have

lim
N→∞

∣∣∂ri∂rj [log φIχ,N (rN)]− Λ(ri, rj)
∣∣ = 0.

Our first technical tools are Theorems 2.5 and 2.6 giving a law of large numbers and central limit theorem
for the moments pk :=

´
xkdµ of CLT-appropriate measures. Define the Cauchy transform of dχ by

Ξ(u) :=

ˆ
1

u− xdχ(x).

Theorem 2.5 (Law of large numbers). If the measures dµN are LLN-appropriate for χN , then we have the
following convergence in probability

lim
N→∞

1

N
pk(x) = lim

N→∞

1

N
E[pk(x)] = pk :=

1

k + 1

˛ (
Ξ(u) + Ψ(u)

)k+1 du

2πi
,

where the u-contour encloses Vχ and lies within U . In addition, the random measures 1
N

∑N
i=1 δxi with x

distributed according to dµN converge in probability to a deterministic compactly supported measure dµ
with

´
xkdµ(x) = pk.

Theorem 2.6. If the measures dµN are CLT-appropriate for χN , then the collection of random variables

{pk(x)− E[pk(x)]}k∈N
converges in the sense of moments to the Gaussian vector with zero mean and covariance

lim
N→∞

Cov
(
pk(x), pl(x)

)
= Covk,l :=

˛ ˛ (
Ξ(u) + Ψ(u)

)l(
Ξ(w) + Ψ(w)

)k

(
1

(u− w)2
+ Λ(w, u)

)
dw

2πi

du

2πi
,

where the u and w-contours enclose Vχ and lie within U , and the u-contour is contained inside the w-contour.

Theorems 2.5 and 2.6 are parallel to results of [BG18a] for Schur generating functions. However, their
proofs are significantly different. In [BG18a], the Schur functions are normalized by their evaluation at
χN = (1, . . . , 1), while we allow general N -tuples χN ; in particular, for matrix products, we will choose
χN = ρ. Due to this feature, adapting the proofs requires several new ideas. In particular, our analysis
hinges on the asymptotics of derivatives of log φχ,N (s) in at most two variables si, sj evaluated at the point
s = χN . In our setting, such derivatives acquire a dependence on the choice of indices i, j from the fact that
χN,i may be non-constant, which did not exist in the setting of [BG18a]. Handling this in the asymptotics
gives rise to the integrals along contours surrounding Vχ in Theorem 2.6.

We derive a similar statement in Theorem 2.15 for the case where the form of the multivariate Bessel
function changes with N . Let M,N → ∞ simultaneously, and suppose there exists a sequence of measures
dλ′N with multivariate Bessel generating function φχ,N (s)M . Let dλN be the pushfoward of dλ′N under the
map λ′ 7→ 1

M λ′. We obtain a similar law of large numbers and central limit theorem for the moments of
dλN , though we require a different scaling.

Theorem 2.14. If dµN is LLN-appropriate for χN , then if x is distributed according to dλN , in probability
we have

lim
N→∞

1

N
pk(x) = lim

N→∞

1

N
E[pk(x)] = p′k :=

˛
Ξ(u)Ψ(u)k

du

2πi
,
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where the u-contour encloses Vχ and lies within U . In addition, the random measures 1
N

∑N
i=1 δxi with x

distributed according to dλN converge in probability to a deterministic compactly supported measure dλ
with

´
xkdλ(x) = p′k.

Theorem 2.15. If the measures dµN are CLT-appropriate for χN , then if x is distributed according to dλN ,
the collection of random variables

{M1/2(pk(x)− E[pk(x)])}k∈N
converges in the sense of moments to the Gaussian vector with zero mean and covariance

lim
N→∞

Cov
(
M1/2pk(x),M1/2pl(x)

)

= kl

˛ ˛
Ξ(u)Ξ(w)Ψ(u)k−1Ψ(w)l−1Λ(u,w)

du

2πi

dw

2πi
+ kl

˛
Ξ(u)Ψ(u)k+l−2Ψ′(u)

du

2πi
,

where the u and w-contours enclose Vχ and lies within U , and the u-contour is contained inside the w-contour.

1.4. Asymptotics of multivariate Bessel generating functions for matrix products. To apply The-
orems 2.6 and 2.15 to products of random matrices, we choose χN = ρ = (N − 1, . . . , 0) as the N -tuples
for our multivariate Bessel generating functions. For a positive definite matrix X, denote by φX(s) the
multivariate Bessel generating function of its log-spectral measure for the N -tuple ρ. Here, it is the log-
spectral measure instead of the spectral measure itself which will behave nicely with respect to multivariate
Bessel generating functions; moreover, considering the log-spectral measure is necessary in our later study
of Lyapunov exponents.

We then use the key property shown in Lemma 4.2 that if X1 = Y ∗1 Y1 and X2 = Y ∗2 Y2 are unitarily
invariant random matrices, then the multivariate Bessel generating function for X3 = (Y1Y2)∗(Y1Y2) is given
by

φX3
(s) = φX1

(s)φX2
(s).

We conclude that the multivariate Bessel generating function of the log-spectral measure for XN :=
(Y 1
N · · ·YMN )∗(Y 1

N · · ·YMN ) is given by

φN (s) = ψX(s)M ,

where ψX(s) is the generating function of the log-spectral measure of X1
N := (Y 1

N )∗Y 1
N .

Our second key step is an asymptotic analysis in Theorems 3.9 and 3.4 of the ratio B(s,λ)
B(ρ,λ) near s = ρ, which

allow us to check in Theorem 4.5 that the measures we study are CLT-appropriate for ρ. This analysis hinges

on the following new integral representation of this ratio at s = µa,b := (a,N − 1, . . . , b̂, . . . , 0) motivated by

the main integral formula in [GP15], where b̂ means that b is omitted from the expression.

Theorem 3.2. For any a ∈ C and b ∈ {N − 1, . . . , 0}, we have that

B(µa,b, λ)

B(ρ, λ)
= (−1)N−b+1 Γ(N − b)Γ(b+ 1)Γ(a−N + 1)(a− b)

Γ(a+ 1)

˛
{eλi}

dz

2πi

˛
{0,z}

dw

2πi
· z

aw−b−1

z − w ·
N∏

i=1

w − eλi
z − eλi ,

where the z-contour encloses the poles at eλi and avoids the negative real axis and the w-contour encloses
both 0 and the z-contour.

In the previous works [GP15, Cue18a, Cue18b, Cue18c] of Gorin-Panova and Cuenca, representations of
normalized symmetric polynomials as single contour integrals were used for the asymptotic analysis. We were
not able to find such a representation for the normalized version of the multivariate Bessel functions that we
need in this text. Nevertheless, it turns out that we can increase the dimension of the integration cycle and
instead use a double contour integral, which remains well-suited for asymptotic analysis. We also remark
that our double contour integral in Theorem 3.2 has certain similarities with Okounkov’s representation of
the correlation kernel for the Schur measure in [Oko01, Theorem 2].

1.5. Multivariate Bessel generating functions and the Cholesky decomposition. When applied to
the log-spectral measure of a positive definite Hermitian unitarily invariant random matrix X, the multi-
variate Bessel generating function for ρ has an interpretation in terms of the Cholesky decomposition of X.
Recall that the Cholesky decomposition of a positive definite Hermitian matrix X is a factorization X = R∗R
of X into the product of an upper triangular matrix R and its conjugate transpose. In Proposition B.3 we
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relate the multivariate Bessel generating function φX(s) for the log-spectral measure of X to the Mellin
transform of the diagonal elements of R via

(1.1) φX(s) = E

[
N∏

k=1

R
2(sk−ρk)
kk

]
.

This is a translation of [KK16b, Lemma 5.3] of Kieburg-Kosters to our language, and we view it as an
analogue of the fact that the distribution of any unitarily-invariant random matrix X is determined by the
joint distribution of the diagonal entries (Xkk)1≤k≤N which was recently applied by Matsumoto-Novak in
[MN18] to the study of sums of random matrices, among other things, and which is implicit in the works
[OV96, Gor14] of Olshanski-Vershik and Gorin.

We may apply this connection to give an intuitive explanation for the multiplicative property of multivari-
ate Bessel generating functions over products of matrices. If X1 = Y ∗1 Y1 and X2 = Y ∗2 Y2 are independent
unitarily invariant random matrices with Cholesky decompositions X1 = (R1)∗R1 and X2 = (R2)∗R2, then
for X3 = (Y1Y2)∗Y1Y2 with Cholesky decomposition X3 = (R3)∗R3, we give in Proposition B.2 a direct
geometric argument that

R3
kk

d
= R1

kk ·R2
kk.

Combined with (1.1), this gives another proof that φX3
(s) = φX1

(s)φX2
(s).

We also apply this result to give a geometric interpretation of Voiculescu’s S-transform. Let dλ be a
compactly supported measure on (0,∞), and let λN be N -tuples whose empirical measures converge weakly
to dλ. Then we have the following expression for the S-transform of dλ in terms of the limiting Cholesky
decompositions of unitarily invariant random matrices with fixed spectra λN .

Corollary B.4. Let XN be the N × N unitarily invariant Hermitian random matrix with spectrum λN .
For t ∈ [0, 1], the log-S-transform of the measure dλ is given by

− logSdλ(t− 1) = lim
N→∞

E
[
2 logRbtNc,btNc

]
,

where XN = R∗R is the Cholesky decomposition of XN .

1.6. Relation to the literature. Our results relate to several different lines of work in the literature. In
many cases, we are able to prove more general results than those previously known in the same settings,
though some of the papers we mention are focused on different applications. We now summarize these
connections, beginning with relations to previous results in the random matrix theory literature.

• Global fluctuations for sums and products of finitely many unitarily-invariant random matrices with
fixed spectrum were previously studied in some cases using techniques from the Stieltjes transform,
free probability, and Schwinger-Dyson equations. For sums, a central limit for global fluctuations
was proven using Stieltjes transform techniques in the works [PV07, PS11] of Pastur-Vasilchuk and
Pastur-Shcherbina and follows from the theory of second-order freeness in free probability (see the

papers [MS06, MSS07, CMSS07] of Mingo-Speicher, Mingo-Śniady-Speicher, and Collins-Mingo-

Śniady-Speicher) as described in [MS17, Chapter 5]. A limiting case of our methods recovers the
case of sums of random matrices; this approach was followed by Bufetov-Gorin in [BG18a, Section
9.4] and shown to recover the results of [PS11].

For products, a central limit theorem was shown using Stieltjes transform techniques for the
product of two unitary matrices with fixed spectrum by Vasilchuk in [Vas16]. For products of positive
definite matrices, second-order freeness yields a CLT without an expression for the covariance via
the results of Collins-Mingo-Śniady-Speicher in [CMSS07, Theorem 7.9 and Theorem 8.2] and with
non-explicit combinatorial formula for the covariance via the results of Arizmendi-Mingo in [AM18].
In [GN15], Guionnet-Novak show that all polynomial linear statistics are asymptotically Gaussian
using the Schwinger-Dyson equations, though no explicit formula for the covariance is given and the
same techniques do not extend to the log-spectrum. Finally, the recent paper [CO18] of Coston-
O’Rourke gives a CLT for linear statistics of eigenvalues of products of Wigner matrices. From
this perspective, our Theorem 4.8 yields the first explicit formula for the covariance of the CLT
for products of positive definite matrices. Simultaneously, this is the first result showing that this
covariance grows logarithmically on short scales.
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• Global fluctuations for some classes of matrix models amenable to our techniques have been studied
extensively in the literature. For Wigner, Wishart, and Jacobi ensembles, it was shown in the general
β setting in the works [DP12, Jia13, Bor14a, Bor14b, BG15a, DP18] of Dumitriu-Paquette, Jiang,
Borodin, and Borodin-Gorin that the multilevel eigenvalue structure of these ensembles has Gaussian
free field fluctuations. For separable covariance matrices, namely matrices of the form AXB with
A,B deterministic and X rectangular Ginibre, a CLT for global fluctuations was shown by Bai-Li-Pan
in [BLP16] via Stieltjes transform techniques. Our Theorems 4.12 and 4.13 recover the single level
versions of these results. Finally, for a product of finitely many complex Ginibre matrices, the paper
[KZ14] of Kuijlaars-Zhang interprets the process of singular values as a biorthogonal ensemble with
explicit recurrence relation, which satisfies a global CLT by the results of Breuer-Duits in [BD17].
• In the setting of the M -fold product of N × N random matrices, the law of large numbers for

Lyapunov exponents as M → ∞ and then N → ∞ was originally studied by Newman and Isopi-
Newman in [New86a, New86b, IN92]. It was then obtained in a free probability context by Kargin
and Tucci in [Kar08, Tuc10]. Our techniques recover these law of large numbers results.

In the more recent works [For13, ABK14] of Forrester and Akemann-Burda-Kieburg, a LLN and
CLT were shown for square Ginibre ensembles with fixed N and M → ∞, and Forrester studied
in [For15] their asymptotics as N → ∞. In [Red16], Reddy showed a general LLN and CLT for
Lyapunov exponents of unitarily invariant ensembles at fixed N . Finally, in [KK16b], Kieburg-
Kosters gave a different proof for a subset of these ensembles which they call polynomial ensembles
of derivative type (which corresponds to cases where the multivariate Bessel generating function is
multiplicative). However, none of these papers studies the CLT in our regime, where M,N → ∞
simultaneously.
• Local statistics of Lyapunov exponents for products of square Ginibre matrices are studied for
M,N → ∞ simultaneously by Akemann-Burda-Kieburg and Liu-Wang-Wang in [ABK18] and
[LWW18]. The local limits are shown to have picket fence statistics when M/N → ∞, sine ker-
nel statistics when M/N → 0, and an interpolation between the two in the intermediate regime
when M ∼ N . In particular, their results imply that the limits N → ∞ and M → ∞ do not com-
mute on the local scale for Ginibre matrices, as earlier predicted heuristically by the same authors
in [ABK14, Section 5].

Their methods rely an expression for the process of squared singular values as a determinantal
point process with explicit correlation kernel, and we believe this expression may be modified to
obtain similar results for rectangular Ginibre matrices. When compared to our Theorem 4.17, this
yields a transition between the sine kernel on local scales and a Gaussian process with white noise
on the global scale.
• In the study of dynamical isometry for deep neural networks, singular values of products of many

i.i.d. copies of large random matrices appear as Jacobians of newly initialized networks in the work
of many researchers in the papers [SMG14, PSG17, PSG18, CPS18, XBSD+18, TWJ+18, LQ18],
which study different network architectures which lead to singular values closely clustered around
1. We mention also the recent paper [HN18] of Hanin-Nica, which proves Gaussianity for the first
exponential moment of the Lyapunov exponents for a specific family of matrix products originating
in the study of deep neural networks. While these works consider orthogonally-invariant or general
real matrix ensembles (as opposed to unitarily-invariant complex matrix ensembles), it is believed
that the structure of fluctuations is similar in both cases, allowing us to make predictions for the
behavior of fluctuations in this setting.

Our technique via multivariate Bessel generating functions also has many relations to the literature, which
we now discuss.

• The idea that products of unitarily-invariant random matrices are related to products of the corre-
sponding multivariate Bessel functions dates back to at least Macdonald and Zinn-Justin in [Mac95,
Section VII.4] and [ZJ99], where it was used to give an heuristic proof of the multiplicativity of
Voiculescu’s S-transform. Our work may be viewed as a rigorous realization and generalization of
this approach. It rests on the analytic continuation of the key functional equation for characters
of glN used in Lemma 4.2, which holds for any compact group and whose analytic continuation
was studied by Berezin-Gelfand in [BG56] and Helgason in [Hel84]. We mention also the recent
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work [BGS18] of Borodin-Gorin-Strahov, where the eigenvalues of products of Jacobi ensembles
were shown to form a continuous limit of a Schur process with certain specializations.

When applied to log-spectral measures of unitarily invariant random matrix ensembles, our multi-
variate Bessel generating functions correspond after a change of variables to the spherical transform
as surveyed in [Hel84]. The spherical transform is used by Kieburg-Kosters in [KK16a, KK16b]
to derive correlation kernels for products of random matrices drawn from so-called polynomial en-
sembles and to obtain a CLT for Lyapunov exponents of fixed size matrices when the polynomial
ensembles are of derivative type. In our language, this is an analogue of Theorem 2.15 in the special
case where N is fixed, M → ∞, and the multivariate Bessel generating function is multiplicative
and hence Λ(u,w) = 0. In the general β setting, the paper [GM17] of Gorin-Marcus uses the fact
that such spherical transforms are scaling limits of discrete versions originating from the theory of
Macdonald symmetric functions.
• Our main technical tools Theorems 2.6 and 2.15 are in the spirit of the previous works [BG15b,

BG18a, BG18b, Hua18] of Bufetov-Gorin and Huang which together established similar results on
law of large numbers and central limit theorems for measures whose Schur/Jack generating functions
admit nice expansions near the point (1, 1, . . . , 1). Our theorems may be interpreted as a partial
generalization of the (continuous limit of) the Schur case of these results to expansions near arbitrary
N -tuples χ, although this introduces significant complications in the proofs. In particular, the log-
derivatives of the multivariate Bessel generating function evaluated at this point may depend on the
variables in which the derivatives were taken, which was not true for evaluation of Schur functions
at (1, 1, . . . , 1). Accounting for this in the computation of moments and covariance in Theorems 2.6
and 2.15 leads to the integrals along contours around the support Vχ of dχ in their statements.

We mention also the series of papers [BL17, Li18a, Li18b] by Boutillier-Li and Li which
give analogues of these results for expansions of Schur generating functions near a point
(x1, . . . , xn, x1, . . . , xn, . . . , x1, . . . , xn) with periodic coordinates, though we note that those papers
obtain asymptotics of Schur generating functions using different techniques.
• The integral formula (3.2) in Theorem 3.2 for evaluations of multivariate Bessel functions near ρ

and its Schur analogue (3.11) were inspired by the alternate proof of [GP15, Theorem 3.6] discussed
in the remark immediately after its statement. The Schur version of this formula is also used by
Cuenca-Gorin in [CG18, Theorem 3.4] to study the q-analogue of the Gelfand-Tsetlin branching
graph.

1.7. Organization of the paper. The remainder of this paper is organized as follows. In Section 2, we
introduce the multivariate Bessel generating functions and prove our main technical results, Theorems 2.6
and 2.15, which give central limit theorems for global fluctuations of measures with nice multivariate Bessel
generating functions. In Section 3, we give a new contour integral formula for certain multivariate Bessel
functions in Theorem 3.2 and use it to analyze their asymptotics in Theorems 3.9 and 3.4. In Section 4,
we apply the results of the previous two sections to prove our main results, Theorems 4.8, 4.14, 4.16, and
4.17 on the convergence of height functions to Gaussian random fields. Finally, in Section 5, we present
an extension of our technique to obtain a 2-D Gaussian field from products of different numbers of random
matrices in Theorem 5.1. For the convenience of the reader, all definitions and notations will be given again
in the following sections.

Acknowledgments. We would like to thank Andrew Ahn, Alexei Borodin, Maurice Duits, Octavio Ariz-
mendi Echegaray, Alice Guionnet, Victor Kleptsyn, James Mingo, Roland Speicher, and Alex Zhai for useful
discussions. Both authors were supported by the NSF grants DMS-1664619 and DMS-1664650. V. G. was
partially supported by the NEC Corporation Fund for Research in Computers and Communications and by
the Sloan Research Fellowship. Y. S. was supported by a Junior Fellow award from the Simons Foundation
and NSF Grant DMS-1701654/2039183. The authors also thank the organizers of the Park City Mathemat-
ics Institute research program on Random Matrix Theory and the MATRIX workshop “Non-Equilibrium
Systems and Special Functions,” where part of this work was completed.

2. Central limit theorem via multivariate Bessel generating functions

2.1. Multivariate Bessel generating functions. For a set of variables a = (a1, . . . , aN ), we denote the
Vandermonde determinant by ∆(a) :=

∏
1≤i<j≤N (ai − aj). For sets of complex variables a = (a1, . . . , aN )
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and b = (b1, . . . , bN ) with all {ai} and {bi} distinct, the multivariate Bessel function is given by

(2.1) B(a, b) := ∆(ρ)
det(eaibj )Ni,j=1

∆(a)∆(b)
,

where ρ = (N − 1, . . . , 0), and it admits analytic continuation to all values of a and b. For a probability
measure dµN on WN := {(x1, . . . , xN ) ∈ RN | x1 ≥ · · · ≥ xN} and an N -tuple χ ∈ WN , define its
multivariate Bessel generating function φχ,N (s) := φχ,N (s1, . . . , sN ) by

(2.2) φχ,N (s) :=

ˆ B(s, x)

B(χ, x)
dµN (x).

Definition 2.1. We say that a measure dµN is χ-smooth if the defining integral of φχ,N (s) converges
absolutely and uniformly on a complex neighborhood of [χN , χ1]N .

Remark. In our applications in later sections, we will take χ = ρ. For convenience, in those applications
we will omit the χ’s in the notation and write simply φN (s) and smooth instead of φρ,N (s) and ρ-smooth.

Define the operators

(2.3) Dk := ∆(s)−1 ◦
N∑

i=1

∂ksi ◦∆(s)

and the moments pk(x) := xk1 + · · ·+xkN . We show now that repeated applications of the operators Dk yield
mixed moments of a smooth measure.

Lemma 2.2. For any k1, . . . , kl ≥ 1, if dµN is χ-smooth and x is dµN -distributed, then E[pk1(x) · · · pkl(x)]
is finite and equals

E[pk1(x) · · · pkl(x)] = Dk1 · · ·Dklφχ,N (χ).

Proof. Choose δ > 0 small so that for s in a neighborhood of [χN , χ1]N , the defining integral of φχ,N is
convergent at s + δε for all 2N choices of vector ε with entries in {±1}. We therefore see that on this
neighborhood we have

∑

εi∈{±1}

∆(s+ δε)φχ,N (s+ δε) =

ˆ
∆(χ)

det(eχixj )Ni,j=1

∑

εi∈{±1}

∑

σ∈SN

(−1)σ
N∏

i=1

esixσ(i)+δεixσ(i)dµN (x)

=

ˆ
∆(χ)

det(eχixj )Ni,j=1

N∏

i=1

[2 cosh(δxi)]
∑

σ∈SN

(−1)σ
N∏

i=1

esixσ(i)dµN (x)

= ∆(s)

ˆ N∏

i=1

[2 cosh(δxi)]
B(s, x)

B(χ, x)
dµN (x).

Notice now that ∑

εi∈{±1}

∆(s+ δε)φχ,N (s+ δε)

vanishes at si = sj , meaning that

(2.4)
∑

εi∈{±1}

∆(s+ δε)

∆(s)
φχ,N (s+ δε) =

ˆ N∏

i=1

[2 cosh(δxi)]
B(s, x)

B(χ, x)
dµN (x)

admits an analytic continuation to and converges absolutely on a neighborhood of [χN , χ1]N for some δ > 0.

Notice now that |pk1(x) · · · pkl(x)| <∏N
i=1 2 cosh(δxi) outside of a compact set, which implies that

∣∣∣∣pk1(x) · · · pkl(x)
B(s, x)

B(χ, x)

∣∣∣∣ <
∣∣∣∣∣
N∏

i=1

[2 cosh(δxi)]
B(s, x)

B(χ, x)

∣∣∣∣∣

outside of a compact set. Therefore, the absolute convergence of (2.4) together with the eigenrelation

DkB(s, x) = pk(x)B(s, x)
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implies by dominated convergence that for s in some neighborhood of [χN , χ1]N , we have

Dk1 · · ·Dklφχ,N (s) =

ˆ
pk1(x) · · · pkl(x)

B(s, x)

B(χ, x)
dµN (x),

Plugging in s = χ then yields

E[pk1(x) · · · pkl(x)] =

ˆ
pk1(x) · · · pkl(x)dµN = Dk1 · · ·Dklφχ,N (χ). �

2.2. Statement of the results. Let χN ∈ WN be a sequence of N -tuples such that we have the weak
convergence of measures

1

N

N∑

i=1

δχN,i/N → dχ

for some compactly supported measure dχ on R. Let φχ,N (s) := φχ,N (s1, . . . , sN ) be the multivariate Bessel
generating function of a sequence of smooth measures dµN . We now define conditions on φχ,N (s) which
imply a limit shape and Gaussian fluctuations for these measures. For a subset I ⊂ {1, . . . , N}, define
sI := (si)i∈I and

φIχ,N (s) := φχ,N (s)|sj=χj ,j /∈I ,
where we note that φIχ,N (s) is a function of sI alone. For a function f(s) on CN and some r ∈ CN , we will

adopt the notation that ∂rif(r) = ∂
∂si
f(s)

∣∣∣
s=r

.

Definition 2.3. We say that the measures dµN are LLN-appropriate for χN if they are χN -smooth and
there exist a compact set Vχ ⊂ R and a holomorphic function Ψ on an open complex neighborhood U of Vχ
such that χN,i/N ∈ Vχ for all N and for each fixed integer k > 0, uniformly in I with |I| = k, i ∈ I, and

rI ∈ U |I|, we have

lim
N→∞

∣∣∣∣
1

N
∂ri [log φIχ,N (rN)]−Ψ(ri)

∣∣∣∣ = 0.

Definition 2.4. We say that measures dµN are CLT-appropriate for χN if they are LLN-appropriate for
χN with respect to some function Ψ and sets Vχ ⊂ R with neighborhood U and there exists a holomorphic

function Λ on U2 such that for each fixed integer k > 0, uniformly in I with |I| = k, rI ∈ U |I|, and distinct
i, j ∈ I, we have

lim
N→∞

∣∣∂ri∂rj [log φIχ,N (rN)]− Λ(ri, rj)
∣∣ = 0.

Define the Cauchy transform of the measure dχ by

(2.5) Ξ(u) :=

ˆ
1

u− xdχ(x)

as a holomorphic function on C \ Vχ.

Theorem 2.5 (Law of large numbers). If the measures dµN are LLN-appropriate for χN , then we have the
following convergence in probability

(2.6) lim
N→∞

1

N
pk(x) = lim

N→∞

1

N
E[pk(x)] = pk :=

1

k + 1

˛ (
Ξ(u) + Ψ(u)

)k+1 du

2πi
,

where the u-contour encloses Vχ and lies within U . In addition, the random measures 1
N

∑N
i=1 δxi with x

distributed according to dµN converge in probability to a deterministic compactly supported measure dµ
with

´
xkdµ(x) = pk.

Theorem 2.6 (Central limit theorem). If the measures dµN are CLT-appropriate for χN , then the collection
of random variables

{pk(x)− E[pk(x)]}k∈N
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converges in the sense of moments to the Gaussian vector with zero mean and covariance

(2.7) lim
N→∞

Cov
(
pk(x), pl(x)

)
= Covk,l :=

˛ ˛ (
Ξ(u) + Ψ(u)

)l(
Ξ(w) + Ψ(w)

)k

(
1

(u− w)2
+ Λ(w, u)

)
dw

2πi

du

2πi
,

where the u and w-contours enclose Vχ and lie within U , and the u-contour is contained inside the w-contour.

Remark. In Theorems 2.5 and 2.6, the coordinates of χN are allowed to repeat. In particular, we may
choose χN = (0, . . . , 0), in which case they are a continuous version of the results of [BG15b, BG18a] and
are closely related to the results of [MN18].

In our applications, we will use the following computation of Ξ(u) for dχ(x) = 1[0,1]dx.

Lemma 2.7. If dχ(x) = 1[0,1]dx, we have that Ξ(u) = log(u/(u− 1)) on C \ [0, 1].

Proof. By direct computation of
´ 1

0
1

u−xdx. �

2.3. The symmetrization procedure on analytic functions. In what follows, we will make extensive
use of the following properties of symmetrizations of analytic functions.

Definition 2.8. Let f(sI) be a function in variables (si)i∈I . For K = {k1, . . . , kl} ⊂ I, we define its
symmetrization over (sk)k∈K by

Sym
K

f(sI) :=
1

l!

∑

σ∈Sl

f
(

(sσi )i∈I

)
,

where for σ ∈ Sl, we define

sσi =

{
si i /∈ K
skσ(m)

i = km
.

Lemma 2.9. If f(sI) is an analytic function of sI on U |I| for a complex domain U ⊂ C, for any A ⊂ I and
i ∈ I \A, the symmetrization over K := {i} ∪A given by

Sym
K

[∏

a∈A

1

si − sa
f(sI)

]

is an analytic function of sI on U |I|. Further, if ft(s
I) for t = 1, 2, . . . are a sequence of analytic functions

uniformly converging to 0 on U |I|, then the sequence of functions

Sym
K

[∏

a∈A

1

si − sa
ft(s

I)

]

converges to 0 uniformly on compact subsets of U |I|.

Proof. Denote by g(sI) the symmetrized function, which is meromorphic in sI on U |I|. Notice that the poles
of g(sI) are contained within the hyperplanes {sI ∈ U |I| | sk1 = sk2} for k1, k2 ∈ K. The complement of the
set

V := {sI ∈ U |I| | sk1 = sk2 , sk distinct and not equal to sk1 for k /∈ {k1, k2}}
in the union of these hyperplanes has codimension 2. Because the set of poles is either empty or has
codimension 1 by Riemann’s second extension theorem (see [GR84, Theorem 7.1.2]), it suffices for us to
check that the poles of g(sI) avoid V . For any rI ∈ V with rk1 = rk2 = z, we see that g(sI) is evidently
holomorphic near rI in the variables (si)i∈I\{k1,k2}. Notice now that we may rewrite g(sI) as

(2.8) g(sI) = Sym
K


 1

sk1 − sk2
1

sk1 − si
∏

k∈K\{i,k1,k2}

1

sk1 − sk
f(τ(sI))




=
1

2
Sym
K


 1

sk1 − sk2


 ∏

k∈K\{k1,k2}

1

sk1 − sk
f(τ(sI))−

∏

k∈K\{k1,k2}

1

sk2 − sk
f(τ ′(sI))




 ,
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where τ exchanges si with sk1 and τ ′ exchanges si with sk2 . Notice that
∏

k∈K\{k1,k2}

1

sk1 − sk
f(τ(sI)) and

∏

k∈K\{k1,k2}

1

sk2 − sk
f(τ ′(sI))

are both analytic near sI = rI and are given by exchanging sk1 with sk2 , which implies that the argument
of the symmetrization in (2.8) and hence g(sI) are analytic in sk1 and sk2 near rI . Thus g(sI) is analytic in
all variables near rI , completing the proof of the first claim.

For the second claim, for any compact subset V ′ ⊂ U |I|, choose |K| nested contours (γk)k∈K contained in
U and containing the coordinate projections of V ′. Notice that for any partition K = {i} tA, the function∏
a∈A

1
ui−ua is uniformly bounded for (uk)k∈K with uk ∈ γk. Denoting by gt(s

I) the symmetrized function

corresponding to ft(s
I), this implies that gt → 0 uniformly on {s ∈ U | sk ∈ γk}. Applying the Cauchy

integral formula |K| times with the |K| nested contours (γk)k∈K then implies that gt converges to 0 uniformly
on V ′, as desired. �

2.4. A graphical calculus. The purpose of this section is to produce an expansion for m ≤ n of

Dkm · · ·Dknφχ,N (s)

φχ,N (s)

into the sum of terms. Each term will be associated with a forest tagged with some combinatorial data,
where many terms can have the same index. The proofs of Theorems 2.5 and Theorem 2.6 will identify
terms associated to specific forests as leading order, allowing us to only compute the values of those terms.
In what follows, we specify this expansion precisely via an inductive construction in m.

In what follows, for each m ∈ {1, . . . , n}, we will define certain type m terms appearing in our expansion
by downwards induction on m. Such type m terms will be associated with a rooted forest F on the vertex
set {m, . . . , n} with either single or bold edges along with an assignment to each tree T in F of a set of
indices KT ⊆ {1, . . . , N}, a LLN weight WT,L ≥ 0 and a CLT weight WT,C ≥ 0. Let Fm,n be the set of such
forests with associated data. This association will have the property that if F = T1 t · · · t Tl ∈ Fm,n is a
division of the forest into trees, then the term takes the form

X1 · · ·Xl,

where each Xi is associated with Ti. We now proceed to define the notion of a type m term.
Call sets of indices A1, . . . , An ⊆ {1, . . . , N}, indices j1, . . . , jn ∈ {1, . . . , N}, and (possibly-empty) vectors

of non-negative integers B1, . . . , Bn and C = (c1, . . . , cn−1) a good label if ji /∈ Ai, Bi = (bi1, . . . , b
i
li

) with

bij > 0, cn = 0, and ki = |Ai|+
∑
j b
i
j + ci. We define a type n term to be an expression of the form

Sym
{jn}∪An

[ ∏

a∈An

1

sjn − sa

]
[∂
bn1
jn

log φχ,N (s)] · · · [∂b
n
ln
jn

log φχ,N (s)]

where An, jn, Bn come from a good label. We associate to this type n term the forest in Fn,n consisting of
the single vertex tree T rooted at n with index set KT := {jn}∪An and LLN and CLT weights WL = WC =∑
i(b

n
i − 1) + |An|. It consists of a single multiplicand associated to T .

For m < n, we define type m terms by downwards induction on m. Let X1 · · ·Xl be a type m + 1 term
corresponding to some good label and associated with a forest F ∈ Fm+1,n consisting of trees T1, . . . , Tl
associated to X1, . . . , Xl, respectively. For some c1m, . . . , c

l
m ≥ 0 such that c1m + · · · + clm = cm and where

Ai, ji, Bi, ci come from the same good label as the type m+ 1 term, define

(2.9) K ′T := {jm} ∪Am ∪
⋃

i:cim>0

KTi .

We define a type m term to be an expression of the form

(2.10)


 ∏

i:cim=0

Xi


 · Sym

K′T



[ ∏

a∈Am

1

sjm − sa

]
 ∏

i:cim>0

∂
cim
jm

[Xi]


 [∂

bm1
jm

log φχ,N (s)] · · · [∂b
m
lm
jm

log φχ,N (s)]


 .

We associate this term to the forest F ′ ∈ Fm,n consisting of {Ti | cim = 0} and a new tree T with root at m
with edges to the root of each tree in {Ti | cim > 0}. Let the edge between m and the root of Ti with cim > 0
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be single if jm /∈ KTi and bold otherwise. Assign to T the index set K ′T and LLN and CLT weight given by

W ′L := |Am|+
∑

i

(bmi − 1) + cm +
∑

∂jm applied to Xi

WTi,L

W ′C := |Am|+
∑

i

(bmi − 1) + cm +
∑

∂jm applied to Xi

(WTi,C + 1jm /∈KTi ).

Finally, associate Ti to Xi and T to the multiplicand

Sym
K′T



[ ∏

a∈Am

1

sjm − sa

]
 ∏

i:cim>0

∂
cim
jm

[Xi]


 [∂

bm1
jm

log φχ,N (s)] · · · [∂b
m
lm
jm

log φχ,N (s)]


 .

In Proposition 2.10, we show that these terms are sufficiently rich to expand the action of our differential
operators in. Lemma 2.11 and Corollary 2.12 then prove properties of this expansion.

Proposition 2.10. The quantity

Dkm · · ·Dknφχ,N (s)

φχ,N (s)

is a linear combination with coefficients independent of N of type-m terms, where the number of terms
associated to any F ∈ Fm,n is independent of N .

Remark. Before giving a proof, for the reader’s convenience we illustrate Proposition 2.10 explicitly for
n = 2. Direct computation shows that

(2.11)
Dk1Dk2φχ,N (s)

φχ,N (s)
=

1

φχ,N (s)

N∑

j1,j2=1

∑

A1⊂{1,...,N}
j1 /∈A1

∑

A2⊂{1,...,N}
j2 /∈A2

(
k1

|A1|

)(
k2

|A2|

)[ ∏

a∈A1

1

sj1 − sa

]

∂k1−|A1|
sj1

[
φχ,N (s)

1

φχ,N (s)

[ ∏

a∈A2

1

sj2 − sa

]
∂k2−|A2|
sj2

φχ,N (s)

]
.

Proposition 2.10 associates the symmetrized summands of this expression to forests on {1, 2}. Terms where

∂
k1−|A1|
sj1

is applied only to the first factor φχ,N (s) on the second line of (2.11) correspond to the forest
consisting of two 1-vertex trees T1 = {1} and T2 = {2} with KT1

= {j1} ∪ A1 and KT2
= {j2} ∪ A2. The

remaining terms correspond to the forest consisting of the single tree T = {1, 2} rooted at 1, where the edge
from 1 to 2 is single if j1 /∈ {j2} ∪A2 and bold if j1 ∈ {j2} ∪A2. In this case, KT = {j1} ∪ {j2} ∪A1 ∪A2.

If k1 = k2 = 1, and F ∈ F1,2 is the forest {{1}, {2}} with given KT1 ,KT2 , there are |KT1 | · |KT2 |
possibilities for j1, j2, A1, A2. Neither the number of terms in the expansion (2.11) associated to this data
nor the coefficients of those terms depend on N . However, we remark that KT1

and KT2
can range over

subsets of {1, . . . , N} of size at most 1, meaning the number of possible choices for F does depend on N .

Proof of Proposition 2.10. We proceed by downwards induction on m. For m = n, by the identity of
differential operators

(2.12) ∆(s)−1∂knsi ∆(s) =

kn∑

h=0

(
kn
h

) ∑

An⊂{1,...,N}
|An|=h,i/∈An

[ ∏

a∈An

1

si − sa

]
∂kn−hsi ,

we conclude that

Dknφχ,N (s) = ∆(s)−1
N∑

i=1

∂knsi ∆(s)φχ,N (s)

=
N∑

i=1

∑

An⊂{1,...,N}
i/∈An

(
kn
|An|

)[ ∏

a∈An

1

si − sa

]
∂kn−|An|si φχ,N (s).
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Because Dknφχ,N (s) is symmetric in s, we may replace the summand of this double summation by its
symmetrization over {sj | j ∈ {i} ∪ An} multiplied by a constant independent of N . Consequently, by the
Leibnitz rule and the identity

∂sjφχ,N (s) = [∂sj log φχ,N (s)]φχ,N (s),

this symmetrized summand is exactly a linear combination of terms of type n with coefficients independent
of N . Since kn = |An| +

∑
j b
n
j by construction, the number of such terms associated with a fixed choice

of index set KT = {jn} ∪ An and LLN and CLT weights WL = WC is a function of kn and therefore also
independent of N .

Suppose now that the claim is true for some m+ 1 ≤ n. It suffices to check that for any type m+ 1 term
X1 · · ·Xl, the expression

Dkm [X1 · · ·Xlφχ,N (s)]

φχ,N (s)

is a linear combination of type m terms. By (2.12), we find that

Dkm [X1 · · ·Xlφχ,N (s)] =
N∑

i=1

∑

Am⊂{1,...,N}
i/∈Am

(
km
|Am|

)[ ∏

a∈Am

1

si − sa

]
∂km−|Am|si [X1 · · ·Xlφχ,N (s)].

Applying the Leibnitz rule to distribute the derivative and symmetrizing over {si | i ∈ K ′T } with K ′T from
(2.9) the portion of the resulting summand which excludes terms Xi whose si derivative are not taken, we
obtain a decomposition into a linear combination of type m terms. By the inductive hypothesis, the number
of type m + 1 terms X1 · · ·Xl associated to F ∈ Fm+1,n is independent of N and their coefficients are
independent of N . In addition, if a type m term is associated to F ′ ∈ Fm,n, it comes from a type m+1 term
F ′ ∈ Fm+1,n via the procedure just described, and the number of possible choices of F ′ is independent of N .
Since the coefficients and number of type m terms associated to F by the procedure above are independent of
N , we conclude that the resulting overall decomposition into type m terms again has coefficients independent
of N and number of terms associated to F ∈ Fm,n independent of N , completing the induction. �

Lemma 2.11. If a term X1 · · ·Xl corresponds to a forest with trees {T1, . . . , Tl} and index sets KT1
, . . . ,KTl ,

then letting

XI
t (s) := Xt(s)|sj=χj ,j /∈I , t ∈ {1, . . . , l},

for

I = KT1
∪ · · · ∪KTl ,

each XI
t (s) with t ∈ {1, . . . , l} satisfies

(a) XI
t (s) is symmetric in {si}i∈KTt ;

(b) XI
t (rN) is analytic in rI ;

(c) if dµN is LLN-appropriate for χN , NWTt,LXI
t (rN) converges as N → ∞ to an analytic function of

rI on U |I|;
(d) if dµN is CLT-appropriate for χN , NWTt,CXI

t (rN) converges as N → ∞ to an analytic function of
rI on U |I|;

(e) if dµN is CLT-appropriate for χN and i ∈ I \KTt , N
WTt,C+1∂riX

I
t (rN) converges as N →∞ to an

analytic function of rI on U |I|;
(f) the number of appearances of log φIχ,N (s) in XI

t (s) is given by
∑
i∈Tt ki −WTt,L.

Proof. We consider the expansion of

Dkm · · ·Dknφχ,N (s)

φχ,N (s)

into terms indexed by forests on {m, . . . , n} and apply downward induction on m from n to 1. For m = n,
we consider terms of the form

XI
t (s) = Sym

{jn}∪An

[ ∏

a∈An

1

sjn − sa

]
[∂
bn1
jn

log φIχ,N (s)] · · · [∂b
n
ln
jn

log φIχ,N (s)].
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Claims (a) and (b) follow from the definition and an application of Lemma 2.9. For (c) and (d), we see that

NWTt,CXI
t (rN) = NWTt,LXI

t (rN)

= Sym
{jn}∪An

[ ∏

a∈An

1

rjn − ra

]
[N−1∂

bn1
rjn log φIχ,N (rN)] · · · [N−1∂

bnln
rjn log φIχ,N (rN)].

By Definition 2.3, we see that 1
N ∂ri log φIχ,N (rN) converges to an analytic function of rI , so (c) and (d) both

follow from Lemma 2.9. For (e), because i /∈ KTt , we see that ∂ri and SymKTt
commute, meaning that

NWTt,C+1∂riX
I
t (rN) = Sym

{jn}∪An

[ ∏

a∈An

1

rjn − ra

]
N∂ri

(
[N−1∂

bn1
rjn log φIχ,N (rN)] · · · [N−1∂

bnln
rjn log φIχ,N (rN)]

)
,

where the final term converges to an analytic function of rI by Definition 2.4. By the same reasoning as for
(c) and (d), we obtain (e). Finally, Claim (f) follows from the fact that

#{appearances of log φIχ,N (s)} = ln = kn − |An| −
∑

i

(bni − 1) = kn −WT,L.

For the inductive step, Claims (a) and (b) follow for the same reasons. For (c), we see that NWTt,LXI
t (rN)

takes the form

NWTt,LXI
t (rN) = Sym

KTt

[ ∏

a∈Am

1

rjm − ra

[
[NWi1,L∂

c1m
rjmY

I
i1(rN)] · · · [NWik,L∂

ckm
rjmY

I
ik

(rN)]
]

[∂
bm1
rjm log φIχ,N (rN)] · · · [∂b

m
lm
rjm log φIχ,N (rN)]

]
,

where Yi are terms with weights Wi,L appearing in the expansion of
Dkm+1

···Dknφχ,N (s)

φχ,N (s) and cim > 0 are such

that c1m + · · · + ckm = cm. Claim (c) then follows by the inductive hypothesis, Definition 2.3, and the same
argument as in the base case. For (d), we notice that

NWTt,CXI
t (rN) = Sym

KTt

[ ∏

a∈Am

1

rjm − ra

[
[N

Wi1,C
+1jm/∈Ki1 ∂

c1m
rjmY

I
i1(rN)] · · · [NWik,C

+1jm/∈Kin ∂
ckm
rjmY

I
ik

(rN)]
]

[∂
bm1
rjm log φIχ,N (rN)] · · · [∂b

m
lm
rjm log φIχ,N (rN)]

]
.

By the inductive hypothesis and the fact that CLT-appropriate measures are LLN-appropriate in Definition

2.4, all terms after SymKTt

[∏
a∈Am

1
rjm−ra

]
converge to an analytic function in rI , hence so does the final

term upon application of Lemma 2.9. For (e), if i /∈ KTt , we notice that ∂ri and SymKTt
commute and we

obtain

NWTt,C+1∂riX
I
t (rN) = Sym

KTt

[ ∏

a∈Am

1

rjm − ra
N∂ri

(
[N

Wi1,C
+1jm/∈Ki1 ∂

c1m
rjmY

I
i1(rN)] · · ·

[N
Wik,C

+1jm/∈Kin ∂
ckm
rjmY

I
ik

(rN)][∂
bm1
rjm log φIχ,N (rN)] · · · [∂b

m
lm
rjm log φIχ,N (rN)]

)]
.

By a combination of the inductive hypothesis and Definition 2.4, we see that all terms after

SymKTt

[∏
a∈Am

1
rjm−ra

]
converge to an analytic function in rI , so Claim (e) follows from Lemma 2.9.

Finally, Claim (f) now follows from our recursive definition of the LLN weight and the fact that km =

|Am|+
∑lm
i=1 b

m
i + cm. �

Corollary 2.12. If a term X1 · · ·Xl corresponds to a forest with trees {T1, . . . , Tl} and index sets
KT1

, . . . ,KTl , then for t ∈ {1, . . . , l}, XI
t (s) satisfies

(a) if dµN is LLN-appropriate for χN , uniformly in sI/N in a neighborhood of V
|I|
χ , m1, . . . ,mk ≥ 0,

and i1, . . . , ik ∈ KTt , we have that

∂m1
si1
· · · ∂mksikX

I
t (s) = O

(
N−WTt,L−

∑
j mj

)
;
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(b) if dµN is CLT-appropriate for χN , uniformly in sI/N in a neighborhood of V
|I|
χ , m1, . . . ,mk ≥ 0,

and i1, . . . , ik ∈ KTt , we have that

∂m1
si1
· · · ∂mksikX

I
t (s) = O

(
N
−WTt,C−

∑
j mj−1{mj > 0 for some ij /∈ KTt}

)
.

Proof. Claim (a) follows from Lemma 2.11(c), and Claim (b) follows from Lemma 2.11(d) and (e). �

2.5. Proof of Theorem 2.5. Define the expressions

ẽa,i(s) := a!ea

( 1

si − s?

)
?6=i

and ẽa(u, s) := a!ea

( 1

u− s?

)
,

where ea denotes the ath elementary symmetric polynomial, and (s1, . . . , sN ) is either a collection of variables
or numbers with si 6= sj for any j 6= i.

Lemma 2.13. For u ∈ C \ Vχ, we have that

N−aẽa(u, χN/N) = Ξ(u)a +O(N−1).

Proof. Define the normalized power sums by

p̃k(u, s) :=
1

N

N∑

i=1

1

(u− si)k
.

Viewing p̃k(u, χN/N) as a Riemann sum, we find that

(2.13) p̃k(u, χN/N) =

ˆ ∞
−∞

1

(u− x)k
dχ(x) +O(N−1) =

{
Ξ(u) k = 1

O(1) k > 1
+O(N−1).

Now, by [Mac95, Example I.2.8], we have the determinant formula expressing elementary symmetric poly-
nomials in terms of power sums

ea =
1

a!

∣∣∣∣∣∣∣∣∣∣∣

p1 1 0 · · · 0
p2 p1 2 · · · 0
...

...
. . .

...
pa−1 pa−2 · · · a− 1
pa pa−1 · · · p1

∣∣∣∣∣∣∣∣∣∣∣

.

If we apply this formula to compute ẽa(u, χN/N), each factor of pk has order N by (2.13). Therefore, the
leading order contribution must come from the product of the diagonal entries, implying that

N−aẽa(u, χN/N) = p̃1(u, χN/N)a(1 +O(N−1)) = Ξ(u)a +O(N−1). �

We are now ready to prove the law of large numbers. By Lemma 2.2, we have that

1

N
E[pk(x)] =

1

N

Dkφχ,N (χN )

φχ,N (χN )
.

Applying the graphical calculus of the previous section and noting the additional prefactor of N−1, this is a
linear combination of the evaluation at s = χN of terms of the form

N−|A1|−1 Sym
{j1}∪A1

[ ∏

a∈A1

1

sj1 − sa

]
[∂
b11
j1

log φχ,N (s)] · · · [∂b
1
l
jn

log φχ,N (s)],

where j1 /∈ A1, b1h > 0, and |A1| +
∑
h b

1
h = k. Such a term corresponds to 1-vertex tree with index

set K = {j1} ∪ A1 and LLN weight |A1| +
∑
h(b1h − 1), meaning by Corollary 2.11(c) that it has order

O(N−|A1|−
∑
h(b1h−1)−1); there are O(N |A1|+1) such terms, meaning that their sum has order O(N−

∑
h(b1h−1)).

As a result, the terms with leading order contribution are those with b1h = 1, implying that

1

N
E[pk(x)] =

1

N

k∑

b=0

(
k

b

)
N b−k

N∑

j=1

ẽk−b,j(r)[N
−1∂rj log φχ,N (rN)]b

∣∣∣
r=χN/N

+O(N−1).
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Notice now that
N∑

j=1

ẽk−b,j(r)[N
−1∂rj log φχ,N (rN)]b

∣∣∣
r=χN/N

is a linear combination with coefficients independent of N of O(Nk−b+1) terms of the form

Sym
{j}∪A

[∏

a∈A

1

rj − ra

]
[N−1∂rj log φIχ,N (rN)]b

∣∣∣
r=χN/N

for j /∈ A, |A| = k − b, and I = {j} ∪A. By LLN-appropriateness we see that

[N−1∂rj log φIχ,N (rN)]b = Ψ(rj)
b + o(1),

uniformly on U |I| for an open neighborhood U ⊃ Vχ. By Lemma 2.9, this implies that

Sym
{j}∪A

[∏

a∈A

1

rj − ra

](
[N−1∂rj log φIχ,N (rN)]b −Ψ(rj)

b
)∣∣∣
r=χN/N

= o(1)

uniformly on compact subsets of U |I|. This implies that

1

N

k∑

b=0

(
k

b

)
N b−k

N∑

j=1

ẽk−b,j(r)
(

[N−1∂rj log φχ,N (rN)]b −Ψ(rj)
b
)∣∣∣
r=χN/N

=
1

N

k∑

b=0

(
k

b

)
N b−k · o(Nk−b+1) = o(1).

We conclude that

1

N
E[pk(x)] =

1

N

k∑

b=0

N b−k
(
k

b

) N∑

j=1

ẽk−b,j(r)
(

Ψ(r)b + o(1)
)∣∣∣
r=χN/N

=
1

N

k∑

b=0

(
k

b

) ˛
du

2πi
N b−k ẽk−b+1(u, χN/N)

k − b+ 1
Ψ(u)b + o(1),

where the u-contour encloses Vχ and lies within U . By Lemma 2.13, we find that

1

N
E[pk(x)] =

k∑

b=0

(
k

b

) ˛
du

2πi

Ξ(u)k−b+1

k − b+ 1
Ψ(u)b + o(1)

=
1

k + 1

k∑

b=0

(
k + 1

b

) ˛
du

2πi
Ξ(u)k−b+1Ψ(u)b + o(1)

=
1

k + 1

˛
du

2πi

(
Ξ(u) + Ψ(u)

)k+1

+ o(1).

It remains to check that limN→∞
1
N2 Cov(pk(x), pk(x)) = 0. For this, define

CN,k,l(s) :=
DkDlφχ,N (s)

φχ,N (s)
− Dlφχ,N (s)

φχ,N (s)

Dlφχ,N (s)

φχ,N (s)
(2.14)

=
k∑

a=0

b∑

l=0

(
k

a

)(
l

b

) a∑

c=1

N∑

i=1

(
a

c

)
ẽk−a,i(s)∂

c
si



N∑

j=1

ẽl−b,j(s)
∂bsjφχ,N (s)

φχ,N (s)


 ∂

a−c
si φχ,N (s)

φχ,N (s)

and notice by Lemma 2.2 that

1

N2
Cov(pk(x), pk(x)) =

1

N2
CN,k,k(χN ).
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Choose indices i, j and sets A1, A2 with i /∈ A1 and j /∈ A2. Defining K1 := {i} ∪ {j} ∪ A1 ∪ A2 and
K2 := {j} ∪ A2, we notice that CN,k,k(χN ) is a linear combination of the evaluation at χN of terms of the
form

(2.15) N−|A1|−|A2| Sym
K1

[ ∏

∗∈A1

1

si/N − s∗/N

]
t′∏

h=1

[∂
b′h
si log φK1

χ,N (s)]

∂csi

[
Sym
K2

[ ∏

∗∈A2

1

sj/N − s∗/N

]
t∏

h=1

[∂bhsj log φK1

χ,N (s)]

]

for different choices of i, j, A1, A2 and c, bh, b
′
h > 0 with |A1|+ c+

∑
h b
′
h = k, |A2|+

∑
h bh = l, and c ≥ 1.

Such terms are again linear combinations of the terms associated to the forest on {1, 2} consisting of a
2-vertex tree with index set K1 and LLN weight

|A1|+ |A2|+
∑

h

(b′h − 1) +
∑

h

(bh − 1) + c,

so by Lemma 2.11(c), they have order

O
(
N−|A1|−|A2|−

∑
h(b′h−1)−

∑
h(bh−1)−c

)
.

There are O(N |A1|+|A2|+1+1i/∈K2 ) such terms, meaning that their sum has order

O
(
N−

∑
h(b′h−1)−

∑
h(bh−1)+(1−c)+1i/∈K2

)
,

hence the terms with leading order contribution to CN,k,k(χN ) are those with b′h = 1, bh = 1, c = 1, and
i /∈ K2. We conclude that CN,k,k(χN ) = O(N), hence

1

N2
Cov(pk(x), pk(x)) =

1

N2
CN,k,k(χN ) = O(N−1),

which concludes the proof that limN→∞
1
N pk(x) = limN→∞ E[pk(x)] in probability. This immediately implies

the corresponding convergence of empirical measures.

2.6. Proof of Theorem 2.6. We prove Theorem 2.6 in two steps. We first prove that Cov(pk(x), pl(x))
has the claimed value and then show that all higher cumulants vanish.

2.6.1. Computing the covariance. Notice that Cov(pk(x), pl(x)) = CN,k,l(χN ), where we recall the definition
of CN,k,l(s) from (2.14). Applying the expansion from the previous section into terms of the form (2.15), we
see that CN,k,l(χN ) is a linear combination of terms associated to the forest on {1, 2} consisting of a 2-vertex
tree with index sets K1 = {i} ∪A1 ∪ {j} ∪A2 and K2 = {j} ∪A2 and CLT weight

|A1|+ |A2|+
∑

h

(b′h − 1) +
∑

h

(bh − 1) + c+ 1i/∈K2
,

so by Lemma 2.11(d), they have order

O
(
N−|A1|−|A2|−

∑
h(b′h−1)−

∑
h(bh−1)−c−1i/∈K2

)
.

There are O(N |A1|+|A2|+1+1i/∈K2 ) such terms, meaning that their sum has order

O(N−
∑
h(b′h−1)−

∑
h(bh−1)+(1−c)).

Thus, the leading order terms in CN,k,l(χN ) are those with b′h = 1, bh = 1, and c = 1. To compute the
covariance, we analyze these terms more precisely. Setting I = K1, define

∆I,j
N (r) :=

1

N
∂rj log φIχ,N (rN)−Ψ(rj)

so that from Definition 2.4 we have

∂mrj∆
I,j
N (r) = o(1), m ≥ 0(2.16)

∂ri∆
I,j
N (r) =

1

N
F (1,1)(ri, rj) + o(N−1), i 6= j.
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With this notation, the terms with b′h = 1, bh = 1, and c = 1 take the form

N−|A1|−|A2|−1 Sym
K1

[ ∏

a∈A1

1

ri − ra
∂ri

[
Sym
K2

∏

a∈A2

1

rj − ra
[N−1∂rj log φIχ,N (rN)]l−|A2|

]
[N−1∂ri log φIχ,N (rN)]k−|A1|−1

]

= N−|A1|−|A2|−1 Sym
K1

[ ∏

a∈A1

1

ri − ra
∂ri

[
Sym
K2

∏

a∈A2

1

rj − ra

(
Ψ(rj) + ∆I,j

N (r)
)l−|A2|

](
Ψ(ri) + ∆I,i

N (r)
)k−|A1|−1

]

= N−|A1|−|A2|−1

l−|A2|∑

m=0

Sym
K1

[ ∏

a∈A1

1

ri − ra
∂ri
[
fmj,A2

(r)
] (

Ψ(ri) + ∆I,i
N (r)

)k−|A1|−1
]

for some i /∈ A1 and j /∈ A2 and fmj,A2
(r) defined for 0 ≤ m ≤ l − |A2| by

fmj,A2
(r) := Sym

K2

∏

a∈A2

1

rj − ra

(
l − |A2|
m

)
Ψ(rj)

l−|A2|−m∆I,j
N (r)m.

We study the asymptotics of each summand separately. We see that each fmj,A2
(r) converges as N → ∞ to

an analytic function of rI , which is 0 unless m = 0. Therefore, if i ∈ K2 and m > 0 the summand

N−|A1|−|A2|−1 Sym
K1

[ ∏

a∈A1

1

ri − ra
∂ri
[
fmj,A2

(r)
] (

Ψ(ri) + ∆I,i
N (r)

)k−|A1|−1
]

has analytic limit of order o(N−|A1|−|A2|−1) by Lemma 2.9. Similarly if m = 0, for g > 0, the terms

(2.17) N−|A1|−|A2|−1 Sym
K1

[ ∏

a∈A1

1

ri − ra
∂ri
[
f0
j,A2

(r)
](k − |A1| − 1

g

)
Ψ(ri)

k−|A1|−1−g∆I,i
N (r)g

]

resulting from the binomial expansion of
(

Ψ(ri) + ∆I,i
N (r)

)k−|A1|−1

have analytic limit of order

o(N−|A1|−|A2|−1) by Lemma 2.9. There are O(N |K2|) = O(N |A1|+|A2|+1) of each of these type of terms,
so the resulting terms do not contribute to the limit unless m = 0 and g = 0.

Now, if i /∈ K2, for m ≥ 1 we have that

∂rif
m
j,A2

(r) =
1

N
Sym
K2

∏

a∈A2

1

rj − ra

(
l − |A2|
m

)
Ψ(rj)

l−|A2|−mm∆I,j
N (r)m−1F (1,1)(ri, rj) + o(N−1),

meaning that N∂rif
m
j,A2

(r) converges as N → ∞ to an analytic function of rI which is 0 unless m = 1.

Therefore, if i /∈ K1, for m > 1 the summand

N−|A1|−|A2|−1 Sym
K1

[ ∏

a∈A1

1

ri − ra
∂ri
[
fmj,A2

(r)
] (

Ψ(ri) + ∆I,i
N (r)

)k−|A1|−1
]

has analytic limit of order o(N−|A1|−|A2|−2) by Lemma 2.9. Similarly, if m = 1, for g > 0 the terms

(2.18) N−|A1|−|A2|−1 Sym
K1

[ ∏

a∈A1

1

ri − ra
∂ri
[
fmj,A2

(r)
](k − |A1| − 1

g

)
Ψ(ri)

k−|A1|−1−g∆I,i
N (r)g

]

have analytic limit of order o(N−|A1|−|A2|−2) by Lemma 2.9. Since there are O(N |K2|) = O(N |A1|+|A2|+2)
such terms, their total contribution is o(1) unless m = 1 and g = 0.

We conclude that the leading order terms in CN,k,l(χN ) correspond to those with m = 0, g = 0, and
i ∈ K2 in (2.17) or m = 1, g = 0, and i /∈ K2 in (2.18), with their coefficients given by their coefficients in
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the direct expansions X1(χN/N) and X2(χN/N) for

X1(r) =
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

) N∑

i=1

aNa−k+b−l−1ẽk−a,i(r)∂ri



N∑

j=1

ẽl−b,j(r)Ψ(rj)
b


Ψ(ri)

a−1

X2(r) =
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

) N∑

i=1

aNa−k+b−l−2ẽk−a,i(r)
∑

j 6=i

∑

A2:i,j /∈A2

|A2|=l−b

(l − b)!
∏

a∈A2

1

rj − ra
bΨ(rj)

b−1F (1,1)(ri, rj)Ψ(ri)
a−1,

where X1(χN/N) corresponds to the terms with m = 0, and X2(χN/N) corresponds to the terms with
m = 1. Defining χ̂N := χN/N , we see that

X1(χ̂N ) =
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
aNa−k+b−l−1

N∑

i=1

ẽk−a,i(r)∂ri

[˛
du

2πi

ẽl−b+1(u, r)

l − b+ 1
Ψ(u)b

]
Ψ(ri)

a−1

∣∣∣∣
r=χ̂N

=
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
aNa−k+b−l−1

N∑

i=1

ẽk−a,i(r)

˛
du

2πi

l−b∑

p=0

(−1)p(l − b)p
(u− ri)p+2

ẽl−b−p(u, r)Ψ(u)bΨ(ri)
a−1

∣∣∣∣∣
r=χ̂N

=
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
aNa−k+b−l−1

˛ ˛
dw

2πi

du

2πi

ẽk−a+1(w, χ̂N )

k − a+ 1

l−b∑

p=0

(−1)p(l − b)p
(u− w)p+2

ẽl−b−p(u, χ̂N )Ψ(u)bΨ(w)a−1,

where both the u and w-contours enclose Vχ and lie in U , and the u-contour is contained inside the w-contour.
Applying Lemma 2.13 yields

X1(χ̂N ) =
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
aN−p

˛ ˛
dw

2πi

du

2πi

Ξ(w)k−a+1

k − a+ 1

l−b∑

p=0

(−1)p(l − b)p
(u− w)p+2

Ξ(u)l−b−pΨ(u)bΨ(w)a−1 +O(N−1)

=
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
a

˛ ˛
dw

2πi

du

2πi

Ξ(w)k−a+1

k − a+ 1
Ξ(u)l−b

Ψ(u)bΨ(w)a−1

(u− w)2
+O(N−1).

Finally, adding a (vanishing) term with a = k + 1 in the second from last equality, we obtain

X1(χ̂N ) =
k+1∑

a=1

l∑

b=0

(
k

a− 1

)(
l

b

) ˛ ˛
dw

2πi

du

2πi
Ξ(w)k−a+1Ξ(u)l−b

Ψ(u)bΨ(w)a−1

(u− w)2
+O(N−1)

=

˛ ˛
dw

2πi

du

2πi

(
Ξ(w) + Ψ(w)

)k(
Ξ(u) + Ψ(u)

)l 1

(u− w)2
+O(N−1),

where both the u and w-contours enclose Vχ and lie in U , and the u-contour is contained inside the w-contour.
Notice now that

X2(χ̂N ) =
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

) N∑

i=1

abNa−k+b−l−2ẽk−a,i(r)

˛
du

2πi
(l − b)!el−b+1

( 1

u− r∗

)
∗6=i

Ψ(u)b−1F (1,1)(ri, u)Ψ(ri)
a−1

∣∣∣∣
r=χ̂N

=
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

) N∑

i=1

abNa−k+b−l−2ẽk−a,i(r)

˛
du

2πi

l−b+1∑

p=0

(−1)p
(l − b+ 1)p

(l − b+ 1)(u− ri)p
ẽl−b+1−p(u, r)Ψ(u)b−1F (1,1)(ri, u)Ψ(ri)

a−1

∣∣∣∣∣
r=χ̂N/N

=
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
abNa−k+b−l−2

l−b+1∑

p=0

(−1)p

˛ ˛
du

2πi

dw

2πi

ẽk−a+1(w, χ̂N )

k − a+ 1

(l − b+ 1)p
(l − b+ 1)(u− w)p

ẽl−b+1−p(u, χ̂N )Ψ(u)b−1F (1,1)(w, u)Ψ(w)a−1,
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where both the u and w-contours enclose Vχ and lie in U , and the u-contour is contained inside the w-contour.
Applying Lemma 2.13, we find that

X2(χ̂N ) =
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
abN−p

l−b+1∑

p=0

(−1)p
˛ ˛

du

2πi

dw

2πi

Ξ(w)k−a+1

k − a+ 1

(l − b+ 1)p
(l − b+ 1)(u− w)p

Ξ(u)l−b+1−pΨ(u)b−1F (1,1)(w, u)Ψ(w)a−1 +O(N−1)

=
k∑

a=0

l∑

b=0

(
k

a

)(
l

b

)
ab

˛ ˛
du

2πi

dw

2πi

Ξ(w)k−a+1

k − a+ 1

Ξ(u)l−b+1

l − b+ 1
Ψ(u)b−1F (1,1)(w, u)Ψ(w)a−1 +O(N−1),

where both the u and w-contours enclose Vχ and lie in U , and the u-contour is contained inside the w-contour.
Adding (identically zero) terms with a = k + 1 and b = l + 1 in the last equality, we find that

X2(χ̂N ) =
k+1∑

a=1

l+1∑

b=1

(
k

a− 1

)(
l

b− 1

) ˛ ˛
du

2πi

dw

2πi
Ξ(w)k−a+1Ξ(u)l−b+1Ψ(u)b−1F (1,1)(w, u)Ψ(w)a−1 +O(N−1)

=

˛ ˛ (
Ξ(w) + Ψ(w)

)k(
Ξ(u) + Ψ(u)

)l
F (1,1)(w, u)

du

2πi

dw

2πi
+O(N−1),

where both the u and w-contours enclose Vχ and lie in U , and the u-contour is contained inside the w-contour.
Putting these computations together, we find the covariance to be

Cov(pk(x), pl(x)) = X1(χ̂N ) +X2(χ̂N ) +O(N−1)

=

˛ ˛
dw

2πi

du

2πi

(
Ξ(u) + Ψ(u)

)l(
Ξ(w) + Ψ(w)

)k( 1

(u− w)2
+ F (1,1)(w, u)

)
+O(N−1),

where both the u and w-contours enclose Vχ and lie in U with the u-contour contained inside the w-contour.

2.6.2. Establishing Gaussianity. For any k1, . . . , kn, define the cumulant by

Kk1,...,kn :=
∑

U1t···tUt={1,...,N}

(−1)t−1(t− 1)!
t∏

i=1

E


∏

j∈Ui

pkj (x)


 .

We now check that Kk1,...,kn = o(1) for n ≥ 3. By an analogue of [BG18b, Lemma 3.10], the only terms in
Kk1,...,kn with non-zero contribution correspond to a forest composed of a single tree and hence t = 1 and
U1 = {1, . . . , N}. We now check that these terms are o(1). By construction, if a forest has a single tree, its
index set is

K = {j1} ∪ · · · ∪ {jn} ∪A1 ∪ · · · ∪ An
and it has CLT weight

n∑

m=1

|Am|+
∑

i,m

(bmi − 1) +
∑

m

cm + #{single edges in T},

where we notice that ∑

m

cm ≥ #{edges in T}.

On the other hand, the size of the index set is at most

1 +
n∑

m=1

|Am|+ #{single edges in T}.

By Lemma 2.11(d), the total contribution of these O(N1+
∑n
m=1 |Am|+#{single edges in T}) terms has order

O
(
N#{1−

∑
i,m(bmi −1)−

∑
m cm}

)
,

where we notice that
1−

∑

i,m

(bmi − 1)−
∑

m

cm ≤ 1−#{edges in T} ≤ 2− n.

This implies that the total contribution to the cumulant is O(N2−n), which vanishes as desired for n ≥ 3.
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2.7. Central limit theorems for growing measures. In this section, we adapt our theorems to a case
where the measures grow in a specific manner. Choose M = ω(1), where we recall that f = ω(g) if
limN→∞ f/g = ∞, so that M,N → ∞ simultaneously. As before, let dµN be a sequence of measures with
multivariate Bessel generating function φχ,N (s). Suppose that there exist a sequence of smooth measures
dλ′N with multivariate Bessel generating function φχ,N (s)M , and let dλN be the pushforward of dλ′N under
the map λ′ 7→ 1

M λ′. In this setting, we have the following extensions of Theorem 2.5 and Theorem 2.6.

Theorem 2.14. If dµN is LLN-appropriate for χN , then if x is distributed according to dλN , we have the
following convergence in probability

lim
N→∞

1

N
pk(x) = lim

N→∞

1

N
E[pk(x)] = p′k :=

˛
Ξ(u)Ψ(u)k

du

2πi
,

where the u-contour encloses Vχ and lies within U . In addition, the random measures 1
N

∑N
i=1 δxi with x

distributed according to dλN converge in probability to a deterministic compactly supported measure dλ
with

´
xkdλ(x) = p′k.

Proof. Define Φχ,N (s) := φχ,N (s)M . As in our previous analysis, we have that

E[pk1(x) · · · pkn(x)] = M−k1−···−kn
Dk1 · · ·DknΦχ,N (χN )

Φχ,N (χN )
,

which may be written as a linear combination of terms encoded by the graphical calculus of Section 2.4.
The coefficients of this linear combination are independent of N and are monomials in M . By Lemma
2.11(f), the exponent in M is bounded above by −WL, where WL is the LLN weight of the term. Since
M = ω(1), the leading order terms in our situation are the subset of the leading order terms of the case
M = 1 corresponding to the terms whose coefficient has the maximal power of M . In particular, this implies
by the proof of Theorem 2.5 that

1

N
E[pk(x)] =

M−k

k + 1

˛ (
Ξ(u) +MΨ(u)

)k+1 du

2πi
+O(N−1)

=

˛
Ξ(u)Ψ(u)k

du

2πi
+O(M−1 +N−1),

where the contour encloses Vχ and lies within a neighborhood U of Vχ, and we notice that˛
Ψ(u)k+1 du

2πi

vanishes because Ψ is holomorphic on U . Similarly, we have from the proof of Theorem 2.5 that
1
N2 Cov

(
pk(x), pk(x)

)
= O(N−1), which yields the desired. �

Theorem 2.15. If the measures dµN are CLT-appropriate for χN , then if x is distributed according to dλN ,
the collection of random variables

{M1/2(pk(x)− E[pk(x)])}k∈N
converges in the sense of moments to the Gaussian vector with zero mean and covariance

lim
N→∞

Cov
(
M1/2pk(x),M1/2pl(x)

)

= kl

˛ ˛
Ξ(u)Ξ(w)Ψ(u)k−1Ψ(w)l−1F (1,1)(u,w)

du

2πi

dw

2πi
+ kl

˛
Ξ(u)Ψ(u)k+l−2Ψ′(u)

du

2πi
,

where the u and w-contours enclose Vχ and lie within U , and the u-contour is contained inside the w-contour.

Proof. As in the proof of Theorem 2.6, we analyze for n ≥ 2 the terms which appear in the expansion of the
cumulant Kk1,...,kn of pk1(x), . . . , pkn(x) as encoded in the graphical calculus of Section 2.4. In particular,
each term with non-zero contribution corresponds to a single tree T on n vertices; such terms have LLN
weight

(2.19) WL =
n∑

m=1

|Am|+
n∑

m=1

∑

i

(bmi − 1) +
n∑

m=1

cm ≥ #{edges in T} = n− 1.
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By Lemma 2.11(f), this implies that the exponent of M in each term with non-zero contribution to an nth

mixed cumulant is at most 1− n.
We now analyze the covariance and the higher cumulants separately. For the higher cumulants,

by the proof of Theorem 2.6 and what we just showed, any nth cumulant of {pk(x)} has order at
most O(N2−nM1−n), meaning that any nth cumulant of {M1/2(pk(x) − E[pk(x)])} has order at most
O(N2−nM1−n/2) = o(1) for n ≥ 3.

For the covariance, we again analyze terms in the expansion as in the proof of Theorem 2.6. Notice that
the coefficients of each term are simply multiplied by a power of M equal to the number of appearances of a
(derivative) of log φIχ,N (s) which appears in it. As we just argued, this power is non-positive, which means
that any leading order term in this expansion comes from a leading order term in the case M = 1 and that
all other terms have order at most O(N−1). This implies that

(2.20) Cov
(
M1/2pk(x),M1/2pl(x)

)
= M−k−l+1

˛ ˛ (
Ξ(u) +MΨ(u)

)l

(
Ξ(w) +MΨ(w)

)k( 1

(u− w)2
+MF (1,1)(w, u)

)
dw

2πi

du

2πi
+O(N−1),

where the u and w-contours enclose Vχ and lie in U , and the u-contour is contained inside the w-contour.
Observe now that for 1 ≤ a ≤ l and 1 ≤ b ≤ k we have˛ ˛

Ψ(u)lΨ(w)kF (1,1)(w, u)
dw

2πi

du

2πi
= 0

˛ ˛
Ξ(u)aΨ(u)l−aΨ(w)kF (1,1)(w, u)

dw

2πi

du

2πi
= 0

˛ ˛
Ξ(w)bΨ(u)lΨ(w)k−bF (1,1)(w, u)

dw

2πi

du

2πi
= 0

˛ ˛
Ψ(u)lΨ(w)k

1

(u− w)2

dw

2πi

du

2πi
= 0

˛ ˛
Ξ(w)Ψ(u)lΨ(w)k−1 1

(u− w)2

du

2πi

dw

2πi
= 0,

where the first, third, fourth, and fifth integrals vanish because the integrand is holomorphic inside the
u-contour, and the second integral vanishes because the integrand is holomorphic inside the w-contour. We
conclude that

Cov
(
M1/2pk(x),M1/2pl(x)

)
= kl

˛ ˛
Ξ(u)Ξ(w)Ψ(u)l−1Ψ(w)k−1F (1,1)(w, u)

du

2πi

dw

2πi

+ l

˛ ˛
Ξ(u)Ψ(u)l−1Ψ(w)k

1

(u− w)2

du

2πi

dw

2πi
+O(N−1).

Computing the w-integral as the residue at w = u in the second integral yields the claim. �

3. Asymptotics of multivariate Bessel functions

3.1. Statement of the results. Recall that ρ = (N − 1, . . . , 0). In this section, we study the asymptotics
of the normalized multivariate Bessel function

B(µ, λ)

B(ρ, λ)

when µ deviates from ρ in only k coordinates. In this case, we may parametrize µ as

(3.1) µ :=
(
a1, a2, . . . , ak, N − 1, . . . , b̂1, . . . , b̂2, . . . , b̂k, . . . , 0

)
.

for some a1, . . . , ak and b1 > · · · > bk ∈ {0, . . . , N − 1}, where b̂i denotes that the coordinate bi is missing.
We obtain asymptotics for these µ from asymptotics for

µa,b :=
(
a,N − 1, . . . , b̂, . . . , 0

)
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differing from ρ in a single coordinate. Our first two results of this section relate these two cases and give a
new contour integral expression (3.2) for the normalized multivariate Bessel function when µ = µa,b which
will be crucial to our asymptotic analysis.

Proposition 3.1. For two k-tuples a1, . . . , ak ∈ C and b1 > · · · > bk ∈ {0, . . . , N − 1}, we have that

B(µ, λ)

B(ρ, λ)
= (−1)

k(k−1)
2

∏
m 6=l(am − bl)

∆(am)∆(bm)
det

(
ai − bi
ai − bj

B(µai,bj , λ)

B(ρ, λ)

)k

i,j=1

.

Theorem 3.2. For any a ∈ C \ {N − 1, . . . , 0} and b ∈ {N − 1, . . . , 0}, we have that

(3.2)
B(µa,b, λ)

B(ρ, λ)
= (−1)N−b+1 Γ(N − b)Γ(b+ 1)Γ(a−N + 1)(a− b)

Γ(a+ 1)
˛
{eλi}

dz

2πi

˛
{0,z}

dw

2πi
· z

aw−b−1

z − w ·
N∏

i=1

w − eλi
z − eλi ,

where the z-contour encloses the poles at eλi and avoids the negative real axis and the w-contour encloses
both 0 and the z-contour.

Remark. Proposition 3.1 and Theorem 3.2 are parallel to [GP15, Theorem 3.7] and [GP15, Theorem
3.8]. We note that Proposition 3.1 does not involve differentiation and thus takes a simpler form than
[GP15, Theorem 3.7]; in particular checking that the expression of Proposition 3.1 equals 1 when µ = ρ
is straightforward, while the corresponding check in [GP15, Theorem 3.7] is rather delicate. On the other
hand, Theorem 3.2 is more complicated than [GP15, Theorem 3.8], as a single contour integral is replaced
by a double contour integral.

The final result of this section, Theorem 3.4 gives asymptotics under certain asymptotic assumptions on
λ in the case where finitely many bi are perturbed. We first specify these asymptotic assumptions. For a
sequence λ1, λ2, . . . where λN has length N , define dρN and dρ̃N by

dρN :=
1

N

N∑

i=1

δλNi dρ̃N :=
1

N

N∑

i=1

δ
eλ
N
i
.

as the empirical measure of λN and its pushforward under the exponential map. We make the following
assumption on dρN .

Assumption 3.3. The measures dρN have support contained within a fixed finite interval I and converge
weakly to a compactly supported measure dρ.

For b̃1 > · · · > b̃k ∈ 1
NZ with b̃iN ∈ {0, . . . , N − 1}, define the N -tuple

(3.3) µã1,...,ãk ;̃b1,...,̃bk
:=
(
ã1N, ã2N, . . . , ãkN,N − 1, . . . ,

̂̃
b1N, . . . ,

̂̃
b2N, . . . ,

̂̃
bkN, . . . , 0

)
.

We will study the N →∞ asymptotics of the quantity

B̃N (ã1, . . . , ãk; b̃1, . . . , b̃k) :=
B(µã1,...,ãk ;̃b1,...,̃bk

, λN )

B(ρ, λN )
.

Our answer will be expressed in terms of the moment generating function of the exponential moments and
its S-transform, defined by

Mρ̃N (z) :=

ˆ
exz

1− exz dρN (x) Sρ̃N (z) :=
1 + z

z
M−1
ρ̃N

(z),

where by M−1
ρ̃N

we mean the functional inverse of Mρ̃N as a (uniformly convergent) power series in z. We

also consider their limiting versions defined by

Mρ̃(z) :=

ˆ
exz

1− exz dρ(x) Sρ̃(z) :=
1 + z

z
M−1
ρ̃ (z).
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Some analytic properties of Mρ̃N (z), Mρ̃(z), Sρ̃N (z), and Sρ̃(z) are discussed in Lemma 3.10 below. Define
finally the function

(3.4) Ψ̃ρN (c) := c logSρ̃N (c− 1) +

ˆ
log
(

(1− c)(−M−1
ρ̃N

(c− 1)−1 + es)
)
dρN (s),

which is holomorphic on a neighborhood of [0, 1] by Lemmas 3.10 and 3.11 and the fact that

Ψ̃ρN (c) = c logSρ̃N (c− 1) +

ˆ
log
(
cSρ̃N (c− 1)−1 + (1− c)es

)
dρN (s).

Theorem 3.4. If λN satisfies Assumption 3.3, for b̃1 > · · · > b̃k ∈ 1
NZ with b̃iN ∈ {0, . . . , N − 1}, as a

function of ã1, . . . , ãk, the quantity B̃N (ã1, . . . , ãk; b̃1, . . . , b̃k) admits a holomorphic extension to an open

neighborhood Uk of [0, 1]k such that uniformly on compact subsets and uniformly in b̃1, . . . , b̃k we have

B̃N (ã1, . . . , ãk; b̃1, . . . , b̃k) =

∏
m 6=l(ãm − b̃l)
∆(ã)∆(̃b)

∆(M−1
ρ̃N

(ãi − 1))∆(M−1
ρ̃N

(̃bi − 1))
∏
i,j [M

−1
ρ̃N

(ãi − 1)−M−1
ρ̃N

(̃bj − 1)]

k∏

i=1


 (ãi − b̃i)√

M ′ρ̃N (M−1
ρ̃N

(ãi − 1))M ′ρ̃N (M−1
ρ̃N

(̃bi − 1))

√
Sρ̃N (̃bi − 1)eNΨ̃ρN (̃bi)

√
Sρ̃N (ãi − 1)eNΨ̃ρN (ãi)


 [1 + o(1)].

Lemma 3.5. The expression

∏
m 6=l(ãm − b̃l)
∆(ã)∆(̃b)

∆(M−1
ρ̃N

(ãi − 1))∆(M−1
ρ̃N

(̃bi − 1))
∏
i,j [M

−1
ρ̃N

(ãi − 1)−M−1
ρ̃N

(̃bj − 1)]

k∏

i=1


 (ãi − b̃i)√

M ′ρ̃N (M−1
ρ̃N

(ãi − 1))M ′ρ̃N (M−1
ρ̃N

(̃bi − 1))

√
Sρ̃N (̃bi − 1)eNΨ̃ρN (̃bi)

√
Sρ̃N (ãi − 1)eNΨ̃ρN (ãi)




in Theorem 3.4 is holomorphic in ãi, . . . , ãk on an open complex neighborhood Uk of [0, 1]k.

Proof. Note that ∏
m 6=l(ãm − b̃l)
∆(ã)∆(̃b)

∆(M−1
ρ̃N

(ã− 1))∆(M−1
ρ̃N

(̃b− 1))
∏
i6=j(M

−1
ρ̃N

(ãi − 1)−M−1
ρ̃N

(̃bj − 1))

has no poles in codimension 1 as a function of ã1, . . . , ãk, b̃1, . . . , b̃k on U2k, hence is holomorphic by Rie-
mann’s second extension theorem (see [GR84, Theorem 7.1.2]). In addition, by Lemma 3.10, M−1

ρ̃N
(u− 1) is

meromorphic on a neighborhood U ⊃ [0, 1] uniformly in N and avoids 0 and ∞ aside from a simple zero at
1 and a simple pole at 0. Noting that M−1

ρ̃N
(u− 1) ∈ [0,−∞) for u ∈ [0, 1] and that

(3.5) M ′ρ̃N (M−1
ρ̃N

(u− 1)) =

ˆ
es

(1− esM−1
ρ̃N

(u− 1))2
dρN (s),

on a neighborhood of U2 the function

(a− b)2

(M−1
ρ̃N

(a− 1)−M−1
ρ̃N

(b− 1))2M ′ρ̃N (M−1
ρ̃N

(a− 1))M ′ρ̃N (M−1
ρ̃N

(b− 1))

has no zeros and has poles contained in the union of hyperplanes {a = b}∪{a = 0}∪{a = 1}∪{b = 0}∪{b = 1}.
By (3.5), we may easily check that it has no poles in codimension 1 and hence no poles on all of U2. Similarly,
Sρ̃N (u− 1) is holomorphic and non-vanishing on some U . Therefore, for a small enough neighborhood U of
[0, 1], we may choose branches of the functions

a− b
M−1
ρ̃N

(a− 1)−M−1
ρ̃N

(b− 1)

1√
M ′ρ̃N (M−1

ρ̃N
(a− 1))M ′ρ̃N (M−1

ρ̃N
(b− 1))

and
√
Sρ̃N (u− 1) so that they are holomorphic on U2 and U , respectively. Combining these with the fact

that Ψ̃ρ̃N (u) is holomorphic shows that the expression is holomorphic on Uk, as needed. �

The remainder of this section is devoted to the proofs of Proposition 3.1, Theorem 3.2, and Theorem 3.4.
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3.2. Multivariate Bessel functions and hook Schur functions. In this section we derive some prop-
erties of multivariate Bessel functions through their connection to certain symmetric functions called Schur
functions. Recall that a signature µ = (µ1, . . . , µN ) is an N -tuple of integers such that µ1 ≥ · · · ≥ µN . For
such a signature, we may define the Schur function sµ(x) by

(3.6) sµ(x) :=
det(x

µj+N−j
i )Ni,j=1∏

1≤i<j≤N (xi − xj)
as a function on x1, . . . , xN . By the Weyl character formula, it is the character of the representation of U(N)
with highest weight µ. Recalling that ρ = (N − 1, . . . , 0), if µ − ρ is a signature, the multivariate Bessel
function may be expressed in terms of Schur functions as

(3.7) B(µ, λ) =
∆(eλ)∆(ρ)

∆(λ)∆(µ)
sµ−ρ(e

λ).

We will consider cases where µ− ρ is a partition, meaning that µN − ρN ≥ 0.
For a Young diagram of a partition λ with k boxes on its main diagonal, we may represent λ in Frobenius

notation

λ = (α1, . . . , αk | β1, . . . , βk),

where αi = λi − i, βi = λ′i − i, and λ′ denotes the dual (transposed) partition to λ. If a1 −N + 1 > · · · >
ak −N + k > N , then for the µ defined in (3.1) we see that

µ− ρ = (a1 −N + 1, a2 −N + 2, . . . , ak −N + k, k, . . . , k, k − 1, . . . , k − 1, . . . , 1, . . . , 1, 0, . . . , 0),

where k appears N − b1− 1 times and k− i appears bi− bi+1− 1 times. In Frobenius notation, we have that

µ− ρ =
(
a1 −N, . . . , ak −N | N − 1− bk, . . . , N − 1− b1

)
.

The following lemma expresses a Schur function corresponding to a partition with k hooks in terms of
individual hook Schur functions sα|β(x), which will allow us to prove Proposition 3.1.

Lemma 3.6 ([Mac95, Example I.3.9]). If λ = (α1, . . . , αk | β1, . . . , βk) in Frobenius notation, we have that

sλ(x) = det(sαi|βj (x))ki,j=1,

where

sα|β(x) =

β∑

i=0

(−1)ihα+1+i(x)eβ−i(x),

where hk(x) and ek(x) denote the complete homogeneous and elementary symmetric polynomial, respectively.

In order to convert Lemma 3.6 into a similar formula for multivariate Bessel functions, we require the
following version of Carlson’s Theorem from [Car14] as stated in [Pil05]. This result allows us to show that
identities of analytic functions which hold on certain specializations hold everywhere.

Theorem 3.7 (Carlson’s Theorem). Suppose f(z) is holomorphic in a neighborhood of {z ∈ C | <z ≥ 0}
and satisfies

(a) exponential growth, meaning f(z) = O(eC1|z|) for z ∈ C for some C1 > 0;
(b) exponential growth of order at most π along the imaginary axis, meaning f(iy) = O(eC2|y|) for y ∈ R

for some 0 < C2 < π.

If f(n) = 0 for all non-negative integers n, then f(z) = 0 identically.

Proof of Proposition 3.1. First, treating both sides of the desired equality as functions of a1−N+1, . . . , ak−
N + k, by considering the explicit definition (2.1), we see they satisfy both exponential growth conditions of
Carlson’s theorem separately in each variable. Applying Carlson’s theorem to the difference in each variable
sequentially, it suffices to check this for integer ai such that a1 − N + 1 > · · · > ak − N + k > N so that
µ− ρ is a partition. In this case, combining the relation (3.7) and Lemma 3.6, we see that

(3.8)
B(µ, λ)

B(ρ, λ)
=

∆(ρ)

∆(µ)
det
(
sai−N |N−1−bk+1−j (e

λ)
)k
i,j=1

.
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We see that

∆(ρ)

∆(µ)
=

∆(bm)

∆(am)

k∏

m=1

(−1)N−bm+m
∏

i/∈{b1,...,bk}

bm − i
am − i

=

∏
m 6=l(am − bl)

∆(bm)∆(am)

k∏

m=1

(−1)N−bm+1
∏

i6=bm

bm − i
am − i

.

Moving these factors into the determinant in (3.8) and noting that

B(µa,b, λ)

B(ρ, λ)
=

∆(ρ)

∆(µa,b)
sa−N |N−1−b(e

λ) = (−1)N−b+1
∏

i6=b

b− i
a− isa−N |N−1−b(e

λ),

we find that
B(µ, λ)

B(ρ, λ)
=

∏
m 6=l(am − bl)

∆(am)∆(bm)
det
( ai − bi
ai − bk+1−j

B(µai,bk+1−j , λ)

B(ρ, λ)

)k
i,j=1

,

which yields the result after applying the reindexing j 7→ k + 1− j. �

3.3. An integral formula for multivariate Bessel functions. In this section we prove Theorem 3.2
by combining index-variable duality for Schur functions and the following integral formula for hook Schur
functions.

Proposition 3.8. We have that

sα|β(x) =

˛
{0}

˛
{0}

dzdw

(2πi)2
(−1)βz−α−β−2w−N−1 1− wβ+1

1− w
N∏

i=1

w − xiz
1− xiz

,

where both contours are small circles around 0.

Proof. We recall that for H(x, z) :=
∏N
i=1(1− zxi)−1, we have that

hl(x) =
1

2πi

˛
{0}

H(x, z)

zl+1
dz.

We conclude by Lemma 3.6 that

sα|β(x) =

˛
{0}

dz

2πi

β∑

j=0

(−1)j
eβ−j(x)

zα+2+j
H(x, z)

=

˛
{0}

dz

2πi
H(x, z)z−α−β−2(−1)β

β∑

j=0

(−1)β−jeβ−jz
β−j ]

=

˛
{0}

˛
{0}

dzdw

(2πi)2
H(x, z)z−α−β−2(−1)β

N∏

i=1

(w − xiz)
(
w−N−1 + · · ·+ w−N−1+β

)

=

˛
{0}

˛
{0}

dzdw

(2πi)2
(−1)βz−α−β−2w−N−1 1− wβ+1

1− w
N∏

i=1

w − xiz
1− xiz

. �

We may now use Proposition 3.8 to prove Theorem 3.2.

Proof of Theorem 3.2. First, suppose that a ≥ N is a positive integer. By (3.7) and Proposition 3.8, we
have that

B(µa,b, λ)

B(ρ, λ)
= (−1)N−b−1

∏

i6=b

b− i
a− i sa−N |N−1−b(e

λ) = J(a, b)I(a, b),

with I(a, b) and J(a, b) defined by

I(a, b) :=

˛
{0}

˛
{0}

dz

2πi

dw

2πi
zb−a−1w−N−1 1− wN−b

1− w
N∏

i=1

w − eλiz
1− eλiz

J(a, b) :=
∏

i6=b

b− i
a− i ,

where both contours are small circles around 0. Note that the integrand has z-poles at 0 and e−λi and
w-poles at 0 and ∞. We deform the z-contour through infinity, so that it now encloses only e−λi instead
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of 0 and the sign changes. Simultaneously we deform the w-contour to be a very large circle around the
origin and reverse its direction so it now encloses the pole at ∞ rather than 0. Split now the double contour
integral into two according to 1 − wN−b = (1) + (−wN−b). On the new deformed w-contour, the first part
vanishes, as there is no longer a pole at ∞. Together, these manipulations yield

I(a, b) = −
˛
{e−λi}

dz

2πi

˛
{∞}

dw

2πi
z−a+b−1w−b−1 1

1− w
N∏

i=1

w − eλiz
1− eλiz .

Let us make the change of variables

z̃ =
1

z
, w̃ =

w

z
; z =

1

z̃
, w =

w̃

z̃
.

We get for positive integer a ≥ N that

(3.9) I(a, b) =

˛
{eλi}

dz̃

2πi(z̃)2

˛
{∞}

dw̃

2πi(z̃)
z̃a−b+1+b+1w̃−b−1 1

1− w̃
z̃

N∏

i=1

w̃
z̃ − eλi/z̃
1− eλi/z̃ = I ′(a, b)

for

I ′(a, b) =

˛
{eλi}

dz̃

2πi

˛
{0}

dw̃

2πi
· z̃

aw̃−b−1

z̃ − w̃ ·
N∏

i=1

w̃ − eλi
z̃ − eλi ,

where the z̃-contour encloses the poles at eλi and avoids the negative real axis, the w̃-contour is a large
circle enclosing 0 and the z̃-contour, and we use one of the negative signs to switch the orientation of the
w̃-contour. In addition, we notice for positive integer a ≥ N that

J(a, b) =
∏

i6=b

b− i
a− i = J ′(a, b) := (−1)N−b+1 Γ(N − b)Γ(b+ 1)Γ(a−N + 1)(a− b)

Γ(a+ 1)
.

Therefore, denoting the right hand side of the desired by B(a, b) := J ′(a, b)I ′(a, b), we find that

(3.10)
B(µa,b, λ)

B(ρ, λ)
= B(a, b) for a ∈ {N,N + 1, . . .}.

We now complete the proof by checking the conditions of Carlson’s theorem.

As a function of a, the expression
B(µa,b,λ)
B(ρ,λ) is evidently analytic, of exponential type, and satisfies

∣∣∣∣
B(µN+iy,b, λ)

B(ρ, λ)

∣∣∣∣ < Ce|y| for y ∈ R

for some C > 0. On the other hand, notice that J ′(a, b) is evidently meromorphic in a with poles at
{N − 1, . . . , 0} \ {b} and that by contracting first the z̃-contour and then the w̃-contour that I ′(a, b) is
an analytic function in a of exponential type with I ′(N + iy, b) < Ce|y| for some C > 0. Further, for
a ∈ {N − 1, . . . , 0} \ {b}, by deforming the z̃ contour to ∞ we find that the non-residue term vanishes and
we have

I ′(a, b) =

˛
{0}

dw̃

2πi
w̃a−b−1 = 0.

This shows that I ′(a, b) has zeroes at a ∈ {N − 1, . . . , 0} \ {b} and hence B(a, b) is analytic. Finally, J(a, b)
is evidently of exponential type and satisfies J(N + iy, b) < Ce|y| for y ∈ R and some C > 0, meaning that
both functions satisfy the conditions of Carlson’s theorem as a function of a − N . We conclude that they
are identically equal, as desired. �

Remark. The definition (3.6) of Schur functions and the principal evaluation identity [Mac95, Example I.1]
imply the index-variable duality formula

sλ(qa)

sλ(qρ)
=
sa−ρ(q

λ+ρ)

sa−ρ(qρ)
.
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Using this and the method of proof of Theorem 3.2, we may also obtain the identity

(3.11)
sλ(1, q, . . . , qb−1, qa, qb+1, . . . , qN−1)

sλ(1, . . . , qN−1)
= q−(N−b−1)(N−b−2)/2

N−b−1∏

i=1

qN−1 − qN−i−1

qa − qN−i
b∏

i=1

qb − qi−1

qa − qi−1

× (−1)N−b−1

˛
{qλi+N−i}

dz

2πi

˛
{0}

dw

2πi
· z

aw−b−1

z − w ·
N∏

i=1

w − qλi+N−i
z − qλi+N−i ,

where the z-contour encloses qλi+N−i and avoids the negative real axis and the w-contour encloses the
z-contour and 0. This identity and its generalizations to other root systems are of key importance in [CG18].

3.4. Single variable asymptotics. The proof of Theorem 3.4 will proceed through the single variable case,
which gives asymptotics for the quantity

B̃N (ã, b̃) :=
B(µãN,̃bN , λ

N )

B(ρ, λN )
.

In this case, we will apply the method of steepest descent to derive the following specialization of Theorem
3.4 to a single variable.

Theorem 3.9. If λN satisfies Assumption 3.3, for b̃ ∈ {0, 1
N , . . . ,

N−1
N }, as a function of ã, the quantity

B̃N (ã, b̃) admits a holomorphic extension to an open neighborhood U of [0, 1] such that uniformly on compact

subsets of U and uniformly in b̃ we have

B̃N (ã, b̃) =
1

M−1
ρ̃N

(ã− 1)−M−1
ρ̃N

(̃b− 1)

ã− b̃√
M ′ρ̃N (M−1

ρ̃N
(ã− 1))M ′ρ̃N (M−1

ρ̃N
(̃b− 1))

√
Sρ̃N (̃b− 1)eNΨ̃ρN (̃b)

√
Sρ̃N (ã− 1)eNΨ̃ρN (ã)

[1+o(1)].

Remark. By Lemma 3.5, the expression

1

M−1
ρ̃N

(ã− 1)−M−1
ρ̃N

(̃b− 1)

ã− b̃√
M ′ρ̃N (M−1

ρ̃N
(ã− 1))M ′ρ̃N (M−1

ρ̃N
(̃b− 1))

√
Sρ̃N (̃b− 1)eNΨ̃ρN (̃b)

√
Sρ̃N (ã− 1)eNΨ̃ρN (ã)

in Theorem 3.9 is analytic in ã on a complex neighborhood of [0, 1].

To prove Theorem 3.9, we need a few asymptotic preliminaries.

Lemma 3.10 ([BV92, Proposition 3.1 and 3.3]). There is a neighborhood U ⊃ [0, 1] such that M−1
ρ̃N

(z − 1)

is well-defined, bijective, and meromorphic on U with unique pole at 1 and zero at 0 and Sρ̃N (z − 1) is

holomorphic with no zeros on U . Further, the functions M−1
ρ̃N

(z− 1) converge uniformly on compact subsets

of U \ {1} to M−1
ρ̃ (z − 1), and the functions Sρ̃N (z − 1) converge uniformly on compact subsets of U to

Sρ̃(z − 1).

Lemma 3.11. We have that Sρ̃N (z) > 0 for z ∈ [−1, 0] and that

Sρ̃N (0) =

[ˆ
esdρN (s)

]−1

and Sρ̃N (−1) =

ˆ
e−sdρN (s).

Proof. The first statement follows by [BV92, Proposition 3.1(3)] and the latter two are straightforward by
series expansion in the definition of Sρ̃N (u). �

Proof of Theorem 3.9. The argument is based on the steepest descent method, cf. [Erd56, Cop65]. We
deform the z- and w-contours in the double contour integral representation of Theorem 3.2 so that they
pass through the critical points the z and w parts of the integrand (multiplied by (z − w)). The leading
contribution to the asymptotics is then given by integrals over small neighborhoods of these critical points,
where we can consider Taylor expansions of the integrand. We now present the technical details. Define the
function

hx(y) := xy −
ˆ

log(ey − es)dρN (s)
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for which we have that

h′x(y) = x− 1−Mρ̃N (e−y)

h′′x(y) = e−yM ′ρ̃N (e−y)

h′′′x (y) = −e−yM ′ρ̃N (e−y)− e−2yM ′′ρ̃N (e−y).

In particular, for x ∈ U \ {0, 1}, by Lemma 3.10, hx(y) has critical points at − logM−1
ρ̃N

(x− 1) + 2πiZ. We

define
yx := − logM−1

ρ̃N
(x− 1)

to be the unique critical point of this form with =(yx) ∈ [0, 2π). Notice in particular that

h′′x(yx + t) =

ˆ
es+tM−1

ρ̃N
(x− 1)

(1− es+tM−1
ρ̃N

(x− 1))2
dρN (s)(3.12)

h′′′x (yx + t) =

ˆ [
es+tM−1

ρ̃N
(x− 1)(1 + es+tM−1

ρ̃N
(x− 1))

(1− es+tM−1
ρ̃N

(x− 1))3

]
dρN (s).(3.13)

For 1/2 > ε > 0, define the counterclockwise contour

Υε := {x− iε | x ∈ [0, 1]} ∪ {1 + ε exp(2πix) | x ∈ [−1/4, 1/4]}∪
{x+ iε | x ∈ [0, 1]} ∪ {ε exp(2πix) | x ∈ [1/4, 3/4]}

shown in Figure 3.1 which encloses [0, 1] and maintains a distance ε from it.

εε

Υε

0 1

Figure 3.1. The contour Υε

Plugging in the value of yx, we obtain the expressions

h′′x(yx) =
M−1
ρ̃N

(x− 1)

∂xM
−1
ρ̃N

(x− 1)
and h′′′x (yx) = [∂2

xM
−1
ρ̃N

(x−1)][∂xM
−1
ρ̃N

(x−1)]3[M−1
ρ̃N

(x−1)]2−
M−1
ρ̃N

(x− 1)

∂xM
−1
ρ̃N

(x− 1)

from which Lemma 3.10 implies that h′′x(yx) and h′′′x (yx) are meromorphic as functions of x. Furthermore,
for x ∈ [0, 1], by the expression (3.12) and the fact that M−1

ρ̃N
(x − 1) is non-positive, we see that h′′x(yx) is

differentiable in x and h′′x(yx) ≤ 0 with zeroes only at x ∈ {0, 1}. In addition, by the expression (3.13) we
see that h′′′x (yx) is differentiable and bounded on x ∈ [0, 1], with zeroes at x ∈ {0, 1}. By Lemma 3.10, all
of these properties hold uniformly in N for large enough N . We conclude that there exists C1, C

′
1, C

′′
1 > 0,

ε > 0, and τ > 0 so that for large enough N we have uniformly in N and b̃ by the fact that |h′′ã(yã)| is
bounded for ã ∈ [0, 1] that

(3.14) |h′′ã(yã)| ∈ [C−1
1 , C1] for all ã ∈ Υε

and by the boundedness of |h′′′ã (yã)| for ã ∈ [0, 1] that

(3.15) |h′′′ã (yã)| ≤ C1 for all ã ∈ Υε

and by the boundedness of |h′′
b̃
(yb̃)| for b̃ ∈ [0, 1] that

(3.16) h′′
b̃
(yb̃) ∈ [−C1,−C−1

1 ] for all b̃ ∈ [τ, 1− τ ]
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and by the fact that h′′
b̃
(yb̃) is non-positive on [0, 1] and has zeroes and is differentiable at b̃ ∈ {0, 1} that

(3.17) h′′
b̃
(yb̃) ≤ −C ′1b̃ for b̃ ∈ [0, τ ] h′′

b̃
(yb̃) ≤ −C ′1(1− b̃) for b̃ ∈ [1− τ, 1]

and by the boundedness of h′′′
b̃

(yb̃) for b̃ ∈ [0, 1] that

(3.18) |h′′′
b̃

(yb̃)| ≤ C1 for b̃ ∈ [τ, 1− τ ]

and by (3.13) and Lemma 3.10 that uniformly in |t| < τ , we have

(3.19) |h′′′
b̃

(yb̃ + t)| ≤ C ′′1 b̃ for b̃ ∈ [0, τ ] |h′′′
b̃

(yb̃ + t)| ≤ C ′′1 (1− b̃) for b̃ ∈ [1− τ, 1].

From now on, we fix this ε > 0. Define the domain Vε to be the interior of the region enclosed by Υε.

Notice that both B̃N (ã, b̃) and the claimed asymptotic expression are analytic in ã for each N by Lemma
3.5. Therefore, if we can show uniform convergence for ã ∈ Υε, then this will show that their differences
form a sequence of holomorphic functions on a neighborhood of Υε ∪ Vε which converge to 0 on Υε. By the
Cauchy integral formula, this would imply that the difference also converges to 0 on Vε. Thus, to prove the
desired statement for U = Vε, it suffices for us to prove it for ã ∈ Υε. For the rest of the proof, we will
therefore assume that ã ∈ Υε.

We now define

I(ã, b̃) :=

˛
{eλ

N
i }

dz

2πi

˛
{0}

dw

2πi

zãNw−b̃N−1

z − w
N∏

i=1

w − eλNi
z − eλNi

so that

B̃N (ã, b̃) = (−1)(1−b̃)N+1 Γ(N − b̃N)Γ(̃bN + 1)Γ(ãN −N + 1)(ã− b̃)N
Γ(ãN + 1)

I(ã, b̃)

by Theorem 3.2. Choose M > 1 so that max{es, e−s} < M for s ∈ I, where I is the interval from Assumption
3.3. Given this M , choose kN so that as N →∞ we have

(3.20) kN = ω(1) and MkN
k2
N

N
= o(N1/2).

We divide the analysis into several cases depending on the value of b̃, where we wish to obtain convergence

uniform in b̃ in each case.
Case 1: Suppose that kN/N < b̃ < 1− kN/N . Make the change of variables w = ew̃ and z = ez̃ so that

I(ã, b̃) =

˛
Γ′
ã

dz̃

2πi

˛
Σ′
b̃

dw̃

2πi

1

1− ew̃−z̃ exp
(
N(hã(z̃)− hb̃(w̃))

)
,

where the z̃-contour Γ′ã is a positively oriented contour around {λNi } and the w̃-contour Σ′
b̃

connects yb̃ to

yb̃ + 2πi while staying to the right of Γ′ã.
Case 1, Step 1. We deform Γ′ã and Σ′

b̃
to steepest descent contours. For Σ′

b̃
, notice that hb̃(y) has a unique

critical point at yb̃. In addition, because b̃ ∈ (0, 1), we see that yb̃ ∈ (−∞, 0) + πi and that

<hb̃(y) = b̃ · <[y]−
ˆ

log |ey − es|dρN (s),

which implies that on the vertical line segment passing through yb̃, <hb̃(y) is minimized at y ∈ yb̃ + 2πiZ.
Putting these facts together, we deform Σ′

b̃
to the line segment Σb̃ between yb̃ and yb̃ + 2πi so that the

resulting contour Σb̃ satisfies the following properties uniformly in N :

• Σb̃ lies within {<hb̃(y) > <hb̃(yb̃)} away from its endpoints, where we note that <hb̃(y) may be
infinite on Σb̃;
• for points on Σb̃, in constant-size neighborhood of yb̃ and yb̃ + 2πi, the value of <[hb̃(y)− hb̃(yb̃)] is

smaller on this neighborhood than its complement;
• Σb̃ has bounded length.

For Γ′ã, notice that hã(y) has a unique critical point at yã and that <hã(y) is harmonic away from I + 2πiZ.
Therefore, at least one of the components of {<hã(y) > <hã(yã)} has compact closure and contains either
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supp dρN or supp dρN + 2πi. In addition, for η > 0 to be determined later, we see by the weak convergence
of dρN to dρ that <hã(y) converges uniformly on compact subsets of

Dη := C \ {z | |z − w| > η for w ∈ I + 2πiZ}
to the function <h∞ã (y) for

h∞ã (y) := ãy −
ˆ

log(ey − es)dρ(s).

As a consequence, the intersection of the level set {<hã(y) = <hã(yã)} with Dη converges to a fixed contour.
Because yã ∈ Dη for small enough η, for small enough η > 0, there exists some small ν > 0 so that the

line through yã in the direction of [−h′′ã(yã)]−1/2 intersects {<hã(y) = <hã(yã)− ν} at least a fixed distance
away from yã for large enough N . Notice that the union of {<hã(y) = <hã(yã) − ν} and the line through
yã in the direction of [−h′′ã(yã)]−1/2 contains a loop which encloses either supp dρN or supp dρN + 2πi. We
deform Γ′ã to the closed contour Γã defined as the pieces of the contour forming this loop.

Notice that Γã ∩ Dη converges to a fixed contour, while Γã ∩ (C \ Dη) lies within a single connected
component of C \ Dη, hence has bounded length. We conclude that Γã satisfies the following properties
uniformly in N :

• in a constant size neighborhood of yã, Γã is a line segment in the direction of [−h′′ã(yã)]−1/2, and the
value of <[hã(yã)− hã(y)] is smaller on this neighborhood than its complement;
• Γã is a closed loop passing through yã which encloses supp dρN or supp dρN + 2πi;
• Γã lies within {<hã(y) < <hã(yã)} outside of yã and Dη;
• Γã has bounded length.

We illustrate the two contours Σb̃ and Γã in Figure 3.2. After these two constructions, we see that

• <hb̃(y) achieves a global minimum on Σb̃ at yb̃ and yb̃ + 2πi;
• <hã(y) achieves a global maximum on Γã at yã.

=z = 2πi

=z = 0

<hb̃(z) = hb̃(yb̃)

yb̃

yb̃ + 2πi

Σb̃

I

I + 2πi

=z = 2πi

=z = 0

yã

Γã

I

I + 2πi

<hã(z) = hã(yã)

Figure 3.2. Schematic configuration of the contours Σb̃ and Γã

In the course of the deformations described above, we may pick up some residues. Denoting these residues

by R(ã, b̃), we find that

I(ã, b̃) = I ′(ã, b̃) +R(ã, b̃)

for

I ′(ã, b̃) :=

˛
Γã

dz̃

2πi

˛
Σ
b̃

dw̃

2πi

1

1− ew̃−z̃ exp
(
N(hã(z̃)− hb̃(w̃))

)

R(ã, b̃) :=

˛
Ξ

dw̃

2πi
exp

(
N(ã− b̃)w̃

)
,

where Ξ is a closed contour which is either empty or has endpoints on Γã ∩Σb̃, and we adopt the convention
that exp(Nhb̃(w̃)) = 0 if <hb̃(w̃) = ∞. Note that the contours Γã,Σb̃,Ξ may depend on N , but in what
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follows, we will use only the properties specified above, which hold for all large enough N . Define δã =
δã(N) > 0 and δb̃ = δb̃(N) > 0 by

(3.21) δã = N−2/5 δb̃ = N−2/5|h′′
b̃
(yb̃)|−2/5

so that δb̃ = o(1) by (3.16), (3.17), and the fact that b̃ ∈ [kN/N, 1 − kN/N ]. For these choices, define the

decompositions Γã = Γ1
ã t Γ2

ã and Σb̃ = Σ1
b̃
t Σ2

b̃
for

Γ1
ã = B(yã, δã) ∩ Γã, Γ2

ã = Γã \ Γ1
ã, Σ1

b̃
= [B(yb̃, δb̃) ∪B(yb̃ + 2πi, δb̃)] ∩ Σb̃, Σ2

b̃
= Σb̃ \ Σ1

b̃
.

Since δ2
ã = o(1) and δ2

b̃
|h′′
b̃
(yb̃)| = o(1), for large enough N , we have uniformly in ã, b̃ that

<[hã(yã)− hã(y)] >
1

4
|h′′ã(yã)|δ2

ã for y ∈ Γ2
ã(3.22)

<[hb̃(y)− hb̃(yb̃)] >
1

4
|h′′
b̃
(yb̃)|δ2

b̃
for y ∈ Σ2

b̃
.(3.23)

We now analyze I ′(ã, b̃) and R(ã, b̃) separately.
Case 1, Step 2. We claim that

(3.24) I ′(ã, b̃) =
−i

1− eyb̃−yã
1

2πN
√
h′′ã(yã)h′′

b̃
(yb̃)

eN [hã(yã)−h
b̃
(y
b̃
)](1 + o(1)),

where we take the standard branch of the square root. Consider the decomposition

I ′(ã, b̃) = I1(ã, b̃) + I2(ã, b̃) + I3(ã, b̃) + I4(ã, b̃)

for

I1(ã, b̃) :=
1

1− eyb̃−yã

[˛
Γ1
ã

exp
(
Nhã(z̃)

) dz̃
2πi

][˛
Σ1

b̃

exp
(
−N(hb̃(w̃)

) dw̃
2πi

]

I2(ã, b̃) :=

˛
Γ2
ã

dz̃

2πi

˛
Σ1

b̃

dw̃

2πi

1

1− ew̃−z̃ exp
(
N(hã(z̃)− hb̃(w̃))

)

I3(ã, b̃) :=

˛
Γã

dz̃

2πi

˛
Σ2

b̃

dw̃

2πi

1

1− ew̃−z̃ exp
(
N(hã(z̃)− hb̃(w̃))

)

I4(ã, b̃) :=

˛
Γ1
ã

dz̃

2πi

˛
Σ1

b̃

dw̃

2πi

[
1

1− ew̃−z̃ −
1

1− eyb̃−yã
]

exp
(
N(hã(z̃)− hb̃(w̃))

)

where we note that yã = − logM−1
ρ̃N

(ã− 1) and yb̃ = − logM−1
ρ̃N

(̃b− 1) are not equal because the domains Υε

and {0, 1/N, . . . , (N − 1)/N} of ã and b̃ do not intersect and M−1
ρ̃N

(u− 1) is bijective on U by Lemma 3.10,

meaning that 1− eyb̃−yã 6= 0. We first analyze I1(ã, b̃). For x ∈ {ã, b̃} and |y − yx| < δx, we have the Taylor
expansion

hx(y) = hx(yx) +
1

2
h′′x(yx)(y − yx)2 +

1

6
h′′′x (ξx(y))(y − yx)3,

where ξx(y) ∈ B(yx, δx). Consider the resulting decomposition

(3.25) J(ã) :=

˛
Γ1
ã

exp
(
Nhã(z̃)

) dz̃
2πi

= J1(ã)− J2(ã) + J3(ã)

for

J1(ã) := eNhã(yã)

˛
`ã

e
N
2 h
′′
ã (yã)(z̃−yã)2 dz̃

2πi

J2(ã) := eNhã(yã)

˛
`ã−Γ1

ã

e
N
2 h
′′
ã (yã)(z̃−yã)2 dz̃

2πi

J3(ã) := eNhã(yã)

˛
Γ1
ã

e
N
2 h
′′
ã (yã)(z̃−yã)2

(
e
N
6 h
′′′
ã (ξã(z̃))(z̃−yã)3 − 1

) dz̃
2πi

,
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where `ã is the line passing through yã in the direction of [−h′′ã(yã)]−1/2. The main contributing factor will
be

J1(ã) = eNhã(yã)[−h′′ã(yã)]−1/2

ˆ ∞
−∞

e−
N
2 t

2 dt

2πi
=

−i√
2πNh′′ã(yã)

eNhã(yã).

In this expression, notice that

h′′ã(yã) = M−1
ρ̃N

(ã− 1)M ′ρ̃N (M−1
ρ̃N

(ã− 1)) =
ã− 1

ã
Sρ̃N (ã− 1)M ′ρ̃N (M−1

ρ̃N
(ã− 1)),

where the loop each term in the final expression traces out for ã ∈ Υε does not enclose 0, meaning that we
may choose a branch of the logarithm such that

√
h′′ã(yã) is well-defined for all ã ∈ Υε. We now bound each

other term relative to |J1(ã)|. Notice that for large enough N , we have by a Gaussian tail bound that

|J2(ã)| ≤ |eNhã(yã)|| − h′′ã(yã)|−1/2

ˆ
(−∞,−δã|h′′ã (yã)|1/2|]∪[δã|h′′ã (yã)|1/2,∞)

|e−N2 t2 | dt
2π

≤ 2|eNhã(yã)||h′′ã(yã)|−1/2 · e−N2 δ2ã|h′′ã (yã)|

≤ e−C2N
1/5 |J1(ã)|

for some C2 > 0, where the last inequality follows from (3.14) and (3.21). Similarly, we have for large enough
N that

|J3(ã)| ≤ |eNhã(yã)||h′′ã(yã)|−1/2

ˆ δã|h′′ã (yã)|1/2

−δã|h′′ã (yã)|1/2
e−

N
2 t

2
∣∣∣eN6 h′′′ã (ξã(yã+[−h′′ã (yã)]−1/2t))[−h′′ã (yã)]−3/2t3 − 1

∣∣∣ dt
2π

≤ |eNhã(yã)||h′′ã(yã)|−1/2N−1/2

ˆ δã|h′′ã (yã)|1/2
√
N

−δã|h′′ã (yã)|1/2
√
N

e−
1
2 s

2
∣∣∣e 1

6h
′′′
ã (ξã(yã+[−h′′ã (yã)]−1/2t))[−h′′ã (yã)]−3/2s3N−1/2 − 1

∣∣∣ ds
2π

≤ C3δ
3
ãN

1/2|J1(ã)|
= C3N

−7/10|J1(ã)|
for some C3 > 0, where we use (3.15) and (3.21) in the last two inequalities. We conclude that

J(ã) =
−i√

2πNh′′ã(yã)
eNhã(yã)[1 + o(1)].

Consider now

(3.26) K (̃b) :=

˛
Σ1

b̃

exp(−N(hb̃(w̃)))
dw̃

2πi
= K1(̃b)−K2(̃b) +K3(̃b)

for

K1(̃b) := e−Nhb̃(yb̃)

[˛
`+
b̃

e−
N
2 h
′′
b̃

(y
b̃
)(w̃−y

b̃
)2 dw̃

2πi
+

˛
`−
b̃

e−
N
2 h
′′
b̃

(y
b̃
)(w̃−y

b̃
−2πi)2 dw̃

2πi

]

K2(̃b) := e−Nhb̃(yb̃)

[˛
`+
b̃
−B(y

b̃
,δ)

e−
N
2 h
′′
b̃

(y
b̃
)(w̃−y

b̃
)2 dw̃

2πi
+

˛
`−
b̃
−B(y

b̃
+2πi,δ)

e−
N
2 h
′′
b̃

(y
b̃
)(w̃−y

b̃
−2πi)2 dw̃

2πi

]

K3(̃b) := e−Nhb̃(yb̃)

[˛
Σ1

b̃
∩B(y

b̃
,δ)

e−
N
2 h
′′
b̃

(y
b̃
)(w̃−y

b̃
)2
(
e
N
6 h
′′′
b̃

(ξ
b̃
(w̃))(w̃−y

b̃
)3 − 1

) dw̃
2πi

+

˛
Σ1

b̃
∩B(y

b̃
+2πi,δ)

e−
N
2 h
′′
b̃

(y
b̃
)(w̃−y

b̃
−2πi)2

(
e
N
6 h
′′′
b̃

(ξ
b̃
(w̃))(w̃−y

b̃
−2πi)3 − 1

) dw̃
2πi

]
,

where `+
b̃

is the upwards vertical ray through yb̃, `
−
b̃

is the downwards vertical ray through yb̃ + 2πi, and we

note h′′
b̃
(y + 2πi) = hb̃(y) and N [hb̃(yb̃ + 2πi) − hb̃(yb̃)] = 2πiNb̃ ∈ 2πiZ for b̃N ∈ Z. As before, the main

contributing factor is

K1(̃b) = e−Nhb̃(yb̃)[h′′
b̃
(yb̃)]

−1/2

ˆ ∞
−∞

e−
N
2 t

2 dt

2πi
=

1√
2πNh′′

b̃
(yb̃)

e−Nhb̃(yb̃).
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For large enough N , we have by a Gaussian tail bound that

|K2(̃b)| ≤ e−Nhb̃(yb̃)|h′′
b̃
(yb̃)|−1/2

ˆ
(−∞,−δ

b̃
|h′′
b̃

(y
b̃
)|1/2]∪[δ

b̃
|h′′
b̃

(y
b̃
)|1/2,∞)

e−
N
2 t

2 dt

2π

≤ 2e−Nhb̃(yb̃)|h′′
b̃
(yb̃)|−1/2e−

N
2 δ

2

b̃
|h′′
b̃

(y
b̃
)|

= 2e−Nhb̃(yb̃)|h′′
b̃
(yb̃)|−1/2e−[N |h′′

b̃
(y
b̃
)|]1/5/2

= |K1(̃b)|o(1),

where we apply (3.21) and the fact that N |h′′
b̃
(̃b)| = ω(1). Similarly, for large enough N , we have

|K3(̃b)| ≤ e−Nhb̃(yb̃)|h′′
b̃
(yb̃)|−1/2

[ˆ δ
b̃
|h′′
b̃

(y
b̃
)|1/2

0

e−
N
2 t

2
∣∣∣e−iN6 h

′′′
b̃

(ξ
b̃
(y
b̃
+i[−h′′

b̃
(y
b̃
)]−1/2t))[−h′′

b̃
(y
b̃
)]−3/2t3 − 1

∣∣∣ dt
2π

+

ˆ 0

−δ
b̃
|h′′
b̃

(y
b̃
)|1/2

e−
N
2 t

2
∣∣∣e−iN6 h

′′′
b̃

(ξ
b̃
(y
b̃
+2πi+i[−h′′

b̃
(y
b̃
)]−1/2t))[−h′′

b̃
(y
b̃
)]−3/2t3 − 1

∣∣∣ dt
2π

]

≤ e−Nhb̃(yb̃)|h′′
b̃
(yb̃)|−1/2N−1/2

[ˆ δ
b̃
|h′′
b̃

(y
b̃
)|1/2

√
N

0

e−
1
2 s

2
∣∣∣e−i 16h

′′′
b̃

(ξ
b̃
(y
b̃
+i[−h′′

b̃
(y
b̃
)]−1/2s/

√
N))[−h′′

b̃
(y
b̃
)]−3/2s3/

√
N − 1

∣∣∣ ds
2π

+

ˆ 0

−δ
b̃
|h′′
b̃

(y
b̃
)|1/2

√
N

e−
1
2 s

2
∣∣∣e−i 16h

′′′
b̃

(ξ
b̃
(y
b̃
+2πi+i[−h′′

b̃
(y
b̃
)]−1/2s/

√
N))[−h′′

b̃
(y
b̃
)]−3/2s3/

√
N − 1

∣∣∣ dt
2π

]
.

If b̃ ∈ [τ, 1− τ ], then uniformly in s ∈ [0, δb̃|h′′b̃ (yb̃)|1/2
√
N ] we have

δ3
b̃
h′′′
b̃

(ξb̃(yb̃ + i[−h′′
b̃
(yb̃)]

−1/2s/
√
N))N = o(1).

Otherwise, by (3.19), we have uniformly in complex t ∈ B(0, δb̃) that

|h′′′
b̃

(yb̃ + t)| ≤ C ′′1 b̃ if b̃ ∈ [0, τ ] |h′′′
b̃

(yb̃ + t)| ≤ C ′′1 (1− b̃) if b̃ ∈ [1− τ, 1],

meaning that uniformly in s ∈ [0, δb̃|h′′b̃ (yb̃)|1/2
√
N ] we have for b̃ ∈ [0, τ ] that

|δ3
b̃
h′′′
b̃

(ξb̃(yb̃ + i[−h′′
b̃
(yb̃)]

−1/2s/
√
N))N | ≤ C ′′1N−6/5|h′′

b̃
(yb̃)|−6/5b̃N = O((̃bN)−1/5).

A similar argument shows this bound for b̃ ∈ [1− τ, 1] and for |δ3
b̃
h′′′
b̃

(ξb̃(yb̃ + 2πi + i[−h′′
b̃
(yb̃)]

−1/2s/
√
N))N |.

We conclude that

|K3(̃b)| = O((̃bN)−1/5)|K1(̃b)| = O(k
−1/5
N )|K1(̃b)| = |K1(̃b)| · o(1).

We conclude that

K (̃b) =
1√

2πNh′′
b̃
(yb̃)

e−Nhb̃(yb̃)(1 + o(1)).

Putting these computations together, we conclude that

(3.27) I1(ã, b̃) =
−i

1− eyb̃−yã
1

2πN
√
h′′ã(yã)

√
h′′
b̃
(yb̃)

eN [hã(yã)−h
b̃
(y
b̃
)](1 + o(1)).

We now bound I2(ã, b̃), I3(ã, b̃), and I4(ã, b̃). For I2(ã, b̃), by (3.22) and (3.14) and the construction of Γã,
on Γ2

ã we have
∣∣∣exp

(
N(hã(z̃)− hã(yã))

)∣∣∣ < exp
(
− 1

4
|h′′ã(yã)|δ2

ãN
)
≤ e−CN1/5

for some C > 0, which implies by the fact that Γã and Σb̃ have bounded length that

|I2(ã, b̃)| ≤ e−CN1/5

exp
(
N(hã(yã)− hb̃(yb̃))

)
= |I1(ã, b̃)| · o(1)
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uniformly in ã, b̃. Similarly, for I3(ã, b̃), by (3.23), (3.16), (3.17), and the construction of Γb̃, on Γ2
b̃

we have

for large enough N that
∣∣∣exp

(
N(hb̃(yb̃)− hb̃(w̃))

)∣∣∣ < exp
(
− 1

4
|h′′
b̃
(yb̃)|δ2

b̃
N
)

= e−[N |h′′
b̃

(y
b̃
)|]1/5/4.

This implies by the fact that Γã and Σb̃ have bounded length that

|I3(ã, b̃)| ≤ e−[N |h′′
b̃

(y
b̃
)|]1/5/4eNhã(yã)

˛
Γã

dz̃

2πi

˛
Σ
b̃

dw̃

2πi

∣∣∣∣
1

1− ew̃−z̃ exp
(
Nhã(z̃)

)∣∣∣∣ = o(1) · |I1(ã, b̃)|,

where in the second step we apply a standard steepest descent analysis in z̃.

For I4(ã, b̃), for z̃ ∈ Γ1
ã and w̃ ∈ Γ1

b̃
, since δã = o(1) and δb̃ = o(1), we have for large enough N that

∣∣∣∣
1

1− ew̃−z̃ −
1

1− eyb̃−yã
∣∣∣∣ ≤ 3

∣∣∣∣
eyb̃−yã

(1− eyb̃−yã)2

∣∣∣∣ (δã + δb̃) = o(1)

uniformly in b̃. We conclude that

(3.28) |I4(ã, b̃)| = o(1)

[˛
Γ1
ã

eNhã(z̃) dz̃

2πi

][˛
Γ1

b̃

e−Nhb̃(w̃) dw̃

2πi

]
= o(1) · |I1(ã, b̃)|.

Combining our expressions for I1(ã, b̃), I2(ã, b̃), I3(ã, b̃), and I4(ã, b̃) yields (3.24).

Case 1, Step 3. We now account for R(ã, b̃), which is given by

R(ã, b̃) =
1

(ã− b̃)N

[
eN(ã−b̃)c1 − eN(ã−b̃)c2

]
,

where c1, c2 are the endpoints of Ξ which lie on Γã ∩ Σb̃. For large enough N , these endpoints must lie on

Γ2
ã ∩ Σ2

b̃
, so we see by (3.22) that

<[(ã− b̃)ci] = <[hã(ci)− hb̃(ci)] < <[hã(yã)− hb̃(yb̃)]−
1

4
|h′′ã(yã)|δ2

ã,

which implies that

|R(ã, b̃)| < e−
1
4 |h
′′
ã (yã)|δ2ãN

∣∣∣exp
(
N(hã(yã)− hb̃(yb̃))

)∣∣∣ = o(1) · |I ′(ã, b̃)|.

We conclude finally that

I(ã, b̃) =
−i

1− eyb̃−yã
1

2πN
√
h′′ã(yã)

√
h′′
b̃
(yb̃)

eN [hã(yã)−h
b̃
(y
b̃
)](1 + o(1)).

Case 1, Step 4. It remains to analyze the prefactor J(ã,̃b)

I(ã,̃b)
. Applying Stirling’s approximation, we see that

Γ(N − b̃N)Γ(̃bN + 1) = 2π

√
b̃

1− b̃
NNe−N (1− b̃)(1−b̃)N b̃b̃N [1 + o(1)].

For each ã ∈ C, choose one of two branches of the logarithm such that the branch line avoids the set [ã−1, ã]
in the complex plane. For this branch, we see that

log
Γ(ãN −N + 1)

Γ(ãN + 1)
= −

N−1∑

i=0

log(ãN − i)

= −N logN −
N−1∑

i=0

log(ã− i/N)

= −N logN − 1

2
[log(ã)− log(ã− 1)]−N

ˆ 1

0

log(ã− x)dx+O(N−1)

= −N logN +N − 1

2
[log(ã)− log(ã− 1)]− (1− ã) log(ã− 1)N − ã log(ã)N +O(N−1)
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uniformly in ã, where we apply the trapezoid rule. Exponentiating, we find that

Γ(ãN −N + 1)

Γ(ãN + 1)
= N−NeN

√
ã− 1

ã

( ã− 1

ã

)ãN 1

(ã− 1)N
[1 + o(1)],

where we take the standard branch of the square root in
√

ã−1
ã and note that ã−1

ã does not enclose the origin

for ã ∈ Υε and therefore has holomorphic square root. We thus conclude that

(−1)(1−b̃)N+1 Γ(N − b̃N)Γ(̃bN + 1)Γ(ãN −N + 1)(ã− b̃)N
Γ(ãN + 1)

= −2π(ã−b̃)N

√
b̃

1−b̃
(̃b− 1)(1−b̃)N b̃b̃N

√
ã
ã−1 (1− ã−1)−ãN (ã− 1)N

[1+o(1)]

and hence

B̃N (ã, b̃) =
1

1− eyb̃−yã
ã− b̃

√
h′′ã(yã)

√
h′′
b̃
(yb̃)

√
b̃

b̃−1
(̃b− 1)(1−b̃)N b̃b̃Ne−Nhb̃(yb̃)

√
ã
ã−1 (1− ã−1)−ãN (ã− 1)Ne−Nhã(yã)

[1 + o(1)],

where the o(1) is uniform in ã and b̃. Substituting yã = − logM−1
ρ̃N

(ã − 1) and yb̃ = − logM−1
ρ̃N

(̃b − 1) and

noting that

(1− c) log(c− 1) + c log(c)− hc(yc) = Ψ̃ρN (c),

we find that

B̃N (ã, b̃) =
M−1
ρ̃N

(̃b− 1)

M−1
ρ̃N

(̃b− 1)−M−1
ρ̃N

(ã− 1)

ã− b̃√
M−1
ρ̃N

(ã− 1)M ′ρ̃N (M−1
ρ̃N

(ã− 1))
√
M−1
ρ̃N

(̃b− 1)M ′ρ̃N (M−1
ρ̃N

(̃b− 1))

√
b̃

b̃−1
eNΨ̃ρ̃N (̃b)

√
ã
ã−1e

NΨ̃ρ̃N (ã)
[1 + o(1)].

Finally, since b̃ ∈ (0, 1), for the standard branch of the square root we have

M−1
ρ̃N

(̃b− 1)
√
M−1
ρ̃N

(̃b− 1)M ′ρ̃N (M−1
ρ̃N

(̃b− 1))
·
√

b̃

b̃− 1
= −

√
b̃

b̃−1
M−1
ρ̃N

(̃b− 1)
√
M ′ρ̃N (M−1

ρ̃N
(̃b− 1))

= −

√
Sρ̃N (̃b− 1)

√
M ′ρ̃N (M−1

ρ̃N
(̃b− 1))

.

Similarly, for ã ∈ Υε we see that

√
M−1
ρ̃N

(ã− 1)M ′ρ̃N (M−1
ρ̃N

(ã− 1)) ·
√

ã

ã− 1
=
√
Sρ̃N (ã− 1) ·

√
M ′ρ̃N (M−1

ρ̃N
(ã− 1)),

where each of the arguments for the square roots on the left lie in the right half plane, meaning that this
equality holds for the standard square root. Substituting these equalities yields the desired result.

Case 2: 0 ≤ b̃ ≤ kN/N : Contracting the w-contour through 0, we find that

I(ã, b̃) = e
∑
i λ
N
i

b̃N∑

k=0

˛
{eλ

N
i }

dz

2πi
(−1)N−kek(e−λ

N
i )z(ã−b̃)N+k

N∏

i=1

1

z − eλNi
,

where ek is the kth elementary symmetric polynomial. Because λNi are all contained in the fixed finite

interval I of Assumption 3.3, we have a uniform upper bound eλ
N
i < M . This implies that

∣∣∣∣∣
p1(e−λ

N
i )k

k!
− ek(e−λ

N
i )

∣∣∣∣∣ ≤
Mk

k!

(
Nk −N(N − 1) · · · (N − k + 1)

)
=
NkMk

k!

(
1−

k−1∏

i=0

(1− i/N)
)
.

Notice now that

log
k−1∏

i=0

(1− i/N) ≥ N
ˆ k−1

N

0

log(1− x)dx = −(k − 1) + (k −N − 1) log
N − k + 1

N
,
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which implies using the fact that 1 − ε ≤ e−ε that

k−1∏

i=0

(1− i/N) ≥ e1−k
(

1− k − 1

N

)k−N−1

≥ exp
(

1− k − (k − 1)(k −N − 1)

N

)
= e−

(k−1)2

N .

These imply that if Mk k2

N = o(1), then uniformly in k we have

ek(e−λ
N
i ) =

p1(e−λ
N
i )k

k!
[1 + o(1)].

By the bound on 0 ≤ b̃ ≤ kN/N and (3.20), we find that

I(ã, b̃) = e
∑
i λ
N
i

b̃N∑

k=0

˛
{eλ

N
i }

dz

2πi
(−1)N−k

Nk

k!

(
p1(e−λ

N
i )

N

)k
z(ã−b̃)N+k

N∏

i=1

1

z − eλNi
[1 + o(1)]

= e
∑
i λ
N
i

˛
Γã

dz̃

2πi
(−1)N−b̃N

N b̃N

(̃bN)!

(
p1(e−λ

N
i )

N

)b̃N
eNhã(z̃)[1 + o(1)]

= −e
∑
i λ
N
i (−1)N−b̃N

N b̃N

(̃bN)!

(
p1(e−λ

N
i )

N

)b̃N
1√

2πNh′′ã(yã)
eNhã(yã)[1 + o(1)],

where the second step holds uniformly in b̃ because we replace the sum by the asymptotically largest term
and the penultimate step is by a steepest descent analysis in z̃ similar to Case 1. In this setting, we conclude
as before that

Γ(ãN −N + 1)

Γ(ãN + 1)
= N−NeN

√
ã− 1

ã

1

(ã− 1)(1−ã)N ããN
[1 + o(1)]

and that

Γ(N − b̃N) =

√
2π

(1− b̃)N
NN−b̃N (1− b̃)(1−b̃)Ne−N+b̃N [1 + o(1)].

We find that

B̃N (ã, b̃) = − ã− b̃√
h′′ã(yã)

(
p1(e−λ

N
i )

N

)b̃N e
∑
i λ
N
i eb̃N 1√

1−b̃
(1− b̃)(1−b̃)N

√
ã
ã−1e

NΨ̃ρN (ã)
[1 + o(1)]

uniformly in ã and b̃. Notice now that

M−1
ρ̃N

(̃b− 1)−1 = − b̃

p1(e−λ
N
i )/N

[1 +O(kN/N)] and
1

N
p1(e−λ

N
i ) =

ˆ
e−sdρN (s).

Noting that k2
N/N = o(1), we find that

exp
(
Nhb̃(yb̃)

)
= (−1)NM−1

ρ̃N
(̃b− 1)−b̃Ne−

∑
i λ
N
i exp

(
−N

ˆ
log(1−M−1

ρ̃N
(̃b− 1)−1e−s)dρN (s)

)

= (−1)(1−b̃)N b̃b̃N (p1(e−λ
N
i )/N)−b̃Ne−

∑
i λ
N
i exp

(
NM−1

ρ̃N
(̃b− 1)−1

ˆ
e−sdρN (s) +O(Nb̃2)

)
[1 + o(1)]

= (−1)(1−b̃)N b̃b̃N (p1(e−λ
N
i )/N)−b̃Ne−

∑
i λ
N
i e−b̃N [1 + o(1)]

and that

h′′
b̃
(yb̃) =

ˆ
esM−1

ρ̃N
(̃b− 1)

(1− esM−1
ρ̃N

(̃b− 1))2
dρN (s) = −b̃+O(̃b2) = −b̃[1 + o(1)]

eyb̃−yã = M−1
ρ̃N

(̃b− 1)−1e−yã = o(1).

uniformly in b̃. Together, these imply that

eNΨ̃ρN (̃b) b̃1/2√
h′′
b̃
(yb̃)

1

1− eyb̃−yã = −i(1− b̃)(1−b̃)N (p1(e−λ
N
i )/N)b̃Ne

∑
i λ
N
i eb̃N [1 + o(1)]
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Substituting in, we find that

B̃N (ã, b̃) =
i

1− eyb̃−yã
ã− b̃

√
h′′ã(yã)

√
h′′
b̃
(yb̃)

√
b̃

1−b̃
eNΨ̃ρN (̃b)

√
ã
ã−1e

NΨ̃ρN (ã)
[1 + o(1)],

which simplifies to the desired expression.

Case 3: 1− kN/N ≤ b̃ < 1: After deforming the w-contour to ∞, we obtain

I(ã, b̃) =

(1−b̃)N∑

k=0

˛
eλ
N
i

dz

2πi
(−1)k+1ek(eλ

N
i )z(ã+1−b̃)N−k−1

N∏

i=1

1

z − eλNi
.

The remainder of the analysis then proceeds similarly to Case 2. �

3.5. Proof of Theorem 3.4. By Proposition 3.1, we have that

B̃N (ã1, . . . , ãk; b̃1, . . . , b̃k) = JN (ã1, . . . , ãk; b̃1, . . . , b̃k)IN (ã1, . . . , ãk; b̃1, . . . , b̃k)

for

JN (ã1, . . . , ãk; b̃1, . . . , b̃k) :=

∏
m 6=l(ãmN − b̃lN)

∆(ãmN)∆(̃bmN)
=

∏
m 6=l(ãm − b̃l)
∆(ã)∆(̃b)

IN (ã1, . . . , ãk; b̃1, . . . , b̃k) := (−1)
k(k−1)

2 det

(
(ãi − b̃i)N

(ãiN − b̃jN)

B(µãiN,̃bjN , λ
N )

B(ρ, λN )

)k

i,j=1

.

By Theorem 3.9, we have

IN (ã1, . . . ,ãk; b̃1, . . . , b̃k) = (−1)
k(k−1)

2 det

(
ãi − b̃i
ãi − b̃j

B̃N (ãi, b̃j)

)k

i,j=1

= (−1)
k(k−1)

2 det

(
1

M−1
ρ̃N

(ãi − 1)−M−1
ρ̃N

(̃bj − 1)

ãi − b̃i√
M ′ρ̃N (M−1

ρ̃N
(ãi − 1))M ′ρ̃N (M−1

ρ̃N
(̃bj − 1))

√
Sρ̃N (̃bj − 1)eNΨ̃ρN (̃bj)

√
Sρ̃N (ãi − 1)eNΨ̃ρN (ãi)

[1 + o(1)]



k

i,j=1

= (−1)
k(k−1)

2 det

(
1

M−1
ρ̃N

(ãi − 1)−M−1
ρ̃N

(̃bj − 1)
[1 + o(1)]

)k

i,j=1

k∏

i=1


 (ãi − b̃i)

√
Sρ̃N (̃bi − 1)eNΨ̃ρN (̃bi)

√
M ′ρ̃N (M−1

ρ̃N
(ãi − 1))M ′ρ̃N (M−1

ρ̃N
(̃bi − 1))

√
Sρ̃N (ãi − 1)eNΨ̃ρN (ãi)




=
∆(M−1

ρ̃N
(ãi − 1))∆(M−1

ρ̃N
(̃bi − 1))

∏
i,j(M

−1
ρ̃N

(ãi − 1)−M−1
ρ̃N

(̃bj − 1))

k∏

i=1


 (ãi − b̃i)

√
Sρ̃N (̃bi − 1)eNΨ̃ρN (̃bi)

√
M ′ρ̃N (M−1

ρ̃N
(ãi − 1))M ′ρ̃N (M−1

ρ̃N
(̃bi − 1))

√
Sρ̃N (ãi − 1)eNΨ̃ρN (ãi)


 [1 + o(1)],

where uniformity in b̃1, . . . , b̃k follows from the corresponding uniformity in Theorem 3.9 and where in the
last step we use the Cauchy determinant formula. Combining these asymptotics yields the desired.
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4. Products of random matrices

4.1. Multivariate Bessel generating functions for matrix products. For a N×N Hermitian positive-
definite random matrix X with measure dσ(X), let µ = (µ1 ≥ · · · ≥ µN > 0) be its spectrum, which inherits
a measure dσ(µ). If the log-spectral measure of X is ρ-smooth for ρ = (N −1, . . . , 1, 0), then its multivariate
Bessel generating function with respect to ρ is given by

(4.1) φX(s) :=

ˆ B(s, log µ)

B(ρ, log µ)
dσ(µ).

In this section, we will only consider multivariate Bessel generating functions with respect to ρ, so we will
omit the N -tuple χ of (2.2) from the notations. In the following two lemmas, we prove the key property
that the multivariate Bessel generating function is multiplicative over products of matrices.

Lemma 4.1. When s is an integral signature such that s−ρ is a partition, the multivariate Bessel generating
function of a random matrix X with smooth log-spectral measure takes the form

φX(s) =
1

dimLs−ρ

ˆ
χs−ρ(X)dσ(X),

where Ls−ρ is the highest weight representation of glN corresponding to s− ρ and χs−ρ is its character.

Proof. By the Weyl character formula, for a matrix X with spectrum µ, we have

χs−ρ(X) =
det(µ

sj
i )Ni,j=1

∆(µ)
.

Combining this with (2.1) and (4.1), we find that

φX(s) =

ˆ
det(µ

sj
i )∆(ρ)

∆(µ)∆(s)
dσ(µ) =

1

dimLs−ρ

ˆ
χs−ρ(X)dσ(X). �

Lemma 4.2. Let X1 = Y ∗1 Y1 and X2 = Y ∗2 Y2 be Hermitian random matrices with spectral measures
dσ1(X1) and dσ2(X2), and let X3 = (Y1Y2)∗(Y1Y2). If the distribution of X2 is unitarily invariant and the
log-spectral measures of X1 and X2 are smooth, then we have the identity

φX3
(s) = φX1

(s)φX2
(s)

of multivariate Bessel generating functions.

Proof. Both sides satisfy the exponential growth conditions of Carlson’s theorem (Theorem 3.7), so it suffices
to check this for integral signatures s such that s− ρ is a partition. Noting that X3 has the same spectrum
as X1X2 and the functional relationˆ

U

χs−ρ(X1UX2U
∗)dHaarU =

1

dimLs−ρ
χs−ρ(X1)χs−ρ(X2)

from [Mac95, Lemma VII.4.2] and [For10, Proposition 13.4.2], we may compute by Lemma 4.1 that

φX3
(s) =

1

dimLs−ρ

¨
χs−ρ(X1X2)dσ1(X1)dσ2(X2)

=
1

dimLs−ρ

ˆ
U

¨
χs−ρ(X1UX2U

∗)dσ1(X1)dσ2(X2)dHaarU

=
1

(dimLs−ρ)2

ˆ
χs−ρ(X1)dσ1(X1) ·

ˆ
χs−ρ(X2)dσ2(X2)

= φX1(s)φX2(s),

where we apply unitary invariance in the second equality and note that the log-spectral measure of X3 is
smooth by this expression for the defining integral of its multivariate Bessel generating function. �
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4.2. LLN-appropriate and CLT-appropriate measures. For each N , let Y 1
N , . . . , Y

k
N be N×N random

matrices which are right unitarily invariant, and let Xi
N := (Y iN )∗Y iN . We will study the log-spectral measure

of

XN := (Y 1
N · · ·Y kN )∗(Y 1

N · · ·Y kN ),

which is a N ×N positive definite Hermitian random matrix. For this, notice that the multivariate Bessel
generating function of such measures takes a simple form.

Corollary 4.3. The multivariate Bessel generating function of the log-spectral measure of XN is given by

φXN (s) =
k∏

i=1

φXiN (s).

Proof. This follows by iteratively applying Lemma 4.2. �

Lemma 4.4. If the log-spectral measures of X1
N , . . . , X

k
N are LLN-appropriate (CLT-appropriate) for some

Ψi(u) (Λi(u,w)), then so is the log-spectral measure of XN for

Ψ(u) :=
k∑

i=1

Ψi(u) and Λ(u,w) :=
k∑

i=1

Λi(u,w).

Proof. This follows directly from Corollary 4.3. �

Remark. Corollary 4.3 reflects the fact that the log-spectral measure of XN depends only on the distribu-
tions of Xi

N = (Y iN )∗Y iN . In what follows, we will state our results in terms of the distribution of Xi
N instead

of Y iN , meaning that they will hold for any distribution on Y iN for which Xi
N

d
= (Y iN )∗Y iN .

We now give several situations in which the spectral measure of a single random matrix is LLN-appropriate
and CLT-appropriate.

Theorem 4.5. Let XN be a sequence of unitarily invariant N × N positive-definite Hermitian random
matrices with spectrum λN . If the empirical measure of λN has support contained within a fixed finite
interval and converges weakly to a compactly supported measure dρ, then the log-spectral measure of XN

is CLT-appropriate with

Ψ(u) = − logSρ̃(u− 1)

Λ(u,w) =
1

M ′ρ̃(M
−1
ρ̃ (u− 1))M ′ρ̃(M

−1
ρ̃ (w − 1))(M−1

ρ̃ (u− 1)−M−1
ρ̃ (w − 1))2

− 1

(u− w)2
.

Proof. By definition, we have that

φXN (s) =
B(s, log λN )

B(ρ, log λN )
,

which means that for s = µã1,...,ãk ;̃b1,...,̃bk
from (3.3), we have that

φXN (µã1,...,ãk ;̃b1,...,̃bk
) = B̃N (ã1, . . . , ãk; b̃1, . . . , b̃k).

For I = {i1, . . . , ik}, notice by Theorem 3.4 and the fact that uniformly convergent sequences of holomorphic
functions can be differentiated that

1

N
∂ri1 log φIXN (rN) =

1

N
∂ã1 [log B̃N (ã1, . . . , ãk; b̃1, . . . , b̃k)]

∣∣∣
ãm=rim ,̃bm=N−im

N

= −Ψ̃′ρN (ri1) + o(1)

uniformly in i, I, and rI in a neighborhood of [0, 1]|I|, where we recall from (3.4) that

Ψ̃ρN (r) = r logSρ̃N (r − 1) + log(r − 1) +

ˆ
log(M−1

ρ̃N
(r − 1)−1 − es)dρ(s).
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Taking the limit N →∞ and applying Lemma 3.10, we find that

lim
N→∞

−Ψ̃′ρ̃N (u) = − logSρ̃(u− 1)− u
S′ρ̃(u− 1)

Sρ̃(u− 1)
− 1

u− 1
−
ˆ ∂

∂uM
−1
ρ̃ (u− 1)−1

M−1
ρ̃ (u− 1)−1 − es dρ(s)

= − logSρ̃(u− 1)− u
S′ρ̃(u− 1)

Sρ̃(u− 1)
− 1

u− 1
− uM−1

ρ̃ (u− 1)
∂

∂u
M−1
ρ̃ (u− 1)−1

= − logSρ̃(u− 1).

Again by Theorem 3.4, we have that

∂ri1∂ri2 log φIXN (rN) = ∂ã1∂ã2 [log B̃N (ã1, . . . , ãk; b̃1, . . . , b̃k)]
∣∣∣
ãm=rim ,̃bm=N−im

N

= F
(1,1)
N (ri1 , ri2) + o(1)

uniformly in i1, i2, I, and rI in a neighborhood of [0, 1]|I| for

FN (u,w) = log(M−1
ρ̃N

(u− 1)−M−1
ρ̃N

(w − 1))− log(u− w) = F (u,w) + o(1).

Noting that Λ(u,w) = F (1,1)(u,w), we conclude that XN is CLT-appropriate for Ψ(u) and Λ(u,w). �

We now consider the Jacobi and Wishart ensembles. At β = 2, the Jacobi ensemble with parameters α
and R ≥ N is the process on N points in [0, 1] with density proportional to

∏

i<j

(λi − λj)2
N∏

i=1

λα−1
i (1− λi)R−N .

Let Y be a N × (α+N −1) submatrix of a Haar distributed matrix from the unitary group Uα+R+N−1; then
by [For10, Proposition 3.8.2], the Jacobi ensemble is the distribution of the eigenvalues of Y ∗Y . Alternatively,
as discussed in [For10, Proposition 3.6.1], it corresponds to the spectral distribution of the matrix

(XAR)∗XAR
(

(XAR)∗XAR + (Y NR)∗Y NR
)−1

,

where XAR and Y NR are A × R and N × R matrices of i.i.d. complex Gaussians and A = α + R − 1. We
now show that this ensemble fits into our framework, for which we must introduce the Heckman-Opdam
hypergeometric function at β = 2.2 It and its normalized version are given by

Fr(s) := ∆(r)B(r, s) and F̂r(s) :=
Fr(s)
Fr(−ρ)

=
B(−s,−r)
B(ρ,−r) .

For parameters a1, . . . , aN , b1, . . . , bR so that ai+bj < 0, the Heckman-Opdam measure on r1 ≥ · · · ≥ rN > 0
is given by the density Fr(a)Fr(b)Z(a, b)−1 for the partition function

(4.2) Z(a, b) :=
N∏

i=1

R∏

j=1

1

−ai − bj
=

ˆ
r1≥···≥rN>0

Fr(a)Fr(b)dr,

where the second equality is a continuous version of the Cauchy-Littlewood identity; we refer the reader to
[BG15a] for a generalization to general β random matrices.

Theorem 4.6. Let Xα,R,N be a random matrix from the Jacobi ensemble with parameters α and R. If

R/N = R̂ + O(N−1) and α/N = α̂ + O(N−1) as N → ∞ for some R̂ ≥ 1 and α̂ > 0, then the log-spectral
measure of Xα,R,N is CLT-appropriate with

Ψ(u) = log
α̂+ u

α̂+ R̂+ u
and Λ(u,w) = 0.

2While for β = 2 these functions are essentially the same as multivariate Bessel functions, for other values of β the difference

is more significant.
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Proof. We first compute the multivariate Bessel generating function for Xα,R,N . It was shown in [BG15a,

Theorem 2.8] that if λNi = e−r
N
i are drawn from the Jacobi ensemble with parameters α and R, then rNi

have the law of a Heckman-Opdam measure with ai = 1 − i and bj = 1 − j − α. Therefore, using (4.2) we
see that

ErN
[
F̂rN (s)

]
=

Z(s, b)

Z(−ρ, b) =
N∏

i=1

R∏

j=1

2− i− j − α
si + 1− j − α =

N∏

i=1

(1− i− α)R
(si − α)R

,

where (x)n := x(x − 1) · · · (x − n + 1). This implies that the defining integral of the multivariate Bessel
generating function converges and equals

φXα,R,N (s) = ErN
[B(s,−rN )

B(ρ,−rN )

]
= ErN

[
F̂rN (−s)

]
=

N∏

i=1

(1− i− α)R
(−si − α)R

.

In particular, we see that

log φXα,R,N (s) =
N∑

i=1

log
(−N + i− α)R

(−si − α)R
,

where we see that for ρ̂i = N−i
N by Stirling’s approximation and the fact that α > 0 we have

N−1 log
(−N + i− α)R
(−rN − α)R

= N−1 log
Γ(α+N − i+R)Γ(α+ rN)

Γ(α+N − i)Γ(α+ rN +R)

= Ψ̃(r)− Ψ̃(ρ̂i) +O(N−1)

uniformly on a neighborhood of [0, 1] for

Ψ̃(r) := (α̂+ r) log(α̂+ r)− (α̂+ R̂+ r) log(α̂+ R̂+ r).

This implies that

1

N
∂ri log φIXα,R,N (rN) = Ψ̃′(ri) +O(N−1)

uniformly in ri and I. Since all mixed partials of φXα,R,N (s) vanish identically, this implies the desired. �

Using the interpretation of the Jacobi ensemble as the squared singular values of submatrices of unitary
matrices, we may take a limit to Wishart ensembles. Recall that the L×N complex Ginibre ensemble is the
L × N random matrix of i.i.d. centered complex Gaussians ξij with variance E[|ξij |2] = N−1 and that the
N×N complex Wishart ensemble with parameter L is the corresponding random matrix XL,N := G∗L,NGL,N .

Theorem 4.7. Let GL,N be a sequence of L×N complex Ginibre matrices, and let XL,N = G∗L,NGL,N be

the corresponding sequence of complex Wishart matrices. If L/N = γ + O(N−1) for some γ > 1, then the
log-spectral measure of XL,N is CLT-appropriate with

Ψ(u) = log(u+ γ − 1) and Λ(u,w) = 0.

Proof. Set α = L−N + 1. As R→∞ with all other dimensions fixed, we see by [PR04, Theorem 6.1] that
a L × N submatrix of a Haar distributed element of UL+R converges in distribution to a L × N complex
Ginibre matrix scaled by (L + R)−1/2N1/2. Thus if Xα,R,N is drawn from the Jacobi ensemble, taking the
limit as R → ∞ yields a matrix XL,N from the corresponding Wishart ensemble. This implies that the
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defining integral for φXL,N (s) converges and equals

φXL,N (s) = lim
R→∞

Er
[B(s, log(L+R)− log(N)− r)
B(ρ, log(L+R)− log(N)− r)

]

= lim
R→∞

N∏

i=1

[
Nρi−si(L+R)si−ρi

(−i− L+N)L+R

(−si − L+N − 1)L+R

]

= lim
R→∞

N∏

i=1

[
Nρi−si(L+R)si−ρi

(−L+ i− 1)L+R

(−si − L+N − 1)L+R

]

= lim
R→∞

N∏

i=1

[
Nρi−si(L+R)si−ρi

Γ(2L+R− i+ 1)Γ(L−N + si + 1)

Γ(L− i+ 1)Γ(2L+R−N + si + 1)

]

=
N∏

i=1

Γ(L−N + si + 1)

Γ(L− i+ 1)
Nρi−si .

Applying Stirling’s approximation and using the fact that γ > 1, we see that

lim
N→∞

1

N
log

[
Γ(L−N + rN + 1)

Γ(L− i+ 1)
Nρi−rN

]
= Ψ̃(r)− Ψ̃(ρ̂i) +O(N−1)

uniformly in r on a neighborhood of [0, 1] for ρ̂i = N−i
N and

Ψ̃(u) := (u+ γ − 1) log(u+ γ − 1)− (u+ γ − 1).

As before, this implies that

1

N
∂ri log φIXL,N (rN) = Ψ̃′(ri) +O(N−1)

uniformly in ri and I. Again, since all mixed partials of φXL,N (s) vanish, this implies the desired. �

4.3. Products of finitely many random matrices. We now apply Theorems 4.5, 4.6, and 4.7 to prove
results on products of random matrices in several different settings. Suppose that Y 1

N , . . . , Y
M
N are N × N

random matrices which are right unitarily invariant, and let Xi
N := (Y iN )∗Y iN . Under different assumptions

on the spectral measure of Xi
N , we study the spectral measure of

XN := (Y 1
N · · ·YMN )∗(Y 1

N · · ·YMN )

where N → ∞ and M is fixed. Let the eigenvalues of XN be µN1 ≥ · · · ≥ µNN > 0, let their logarithms be
λNi := log µNi , let

dλN :=
1

N

N∑

i=1

δλNi

denote the empirical log-spectral measure of XN , and define the corresponding height function by

HN (t) := #{λNi ≤ t}.

Finally, recall that the free product of two measures ρ1 and ρ2 was defined in [Voi85, Voi87] as the unique
operation (dρ1, dρ2) 7→ dρ1 � dρ2 on probability measures which is compatible with multiplication of S-
transforms, meaning that

Sρ1�ρ2(z) = Sρ1(z)Sρ2(z).

Theorem 4.8. If the Xi
N have deterministic spectrum with support contained within fixed finite intervals

and converging weakly to compactly supported measures dρi, then as N →∞ with M fixed, the empirical log-
spectral measure dλN converges in probability in the sense of moments to the measure dρ whose pushforward
dρ̃ under the exponential map satisfies

dρ̃ = dρ̃1 � · · ·� dρ̃M .
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Its centered moments {pk(λ)− E[pk(λ)]}k∈N converge in probability to a Gaussian vector with covariance

Cov
(
pk(λ), pl(λ)

)
=

˛ ˛ (
log(u/(u− 1))− logSρ̃(u− 1)

)k(
log(w/(w − 1))− logSρ̃(w − 1)

)l

(
M∑

i=1

1

M ′ρ̃i(M
−1
ρ̃i

(u− 1))M ′ρ̃i(M
−1
ρ̃i

(w − 1))(M−1
ρ̃i

(u− 1)−M−1
ρ̃i

(w − 1))2
− M − 1

(u− w)2

)
.

Proof. By Theorem 4.5, the log-spectral measure of each Xi
N is CLT-appropriate, so by Lemma 4.4 the

log-spectral measure of XN is CLT-appropriate with

Ψ(u) = − log
(
Sρ̃1(u− 1) · · ·Sρ̃M (u− 1)

)

Λ(u,w) =
M∑

i=1

[
1

M ′ρ̃i(M
−1
ρ̃i

(u− 1))M ′ρ̃i(M
−1
ρ̃i

(w − 1))(M−1
ρ̃i

(u− 1)−M−1
ρ̃i

(w − 1))2
− 1

(u− w)2

]
.

Define the measure dρ̃ as the free product

dρ̃ := dρ̃1 � · · ·� dρ̃M

so that

Sρ̃(u) = Sρ̃1(u) · · ·Sρ̃M (u).

By Theorem 2.5 and Lemma 2.7, the log-spectral measure of XN converges in probability in the sense of
moments to a measure with kth moment

pk =
1

k + 1

˛ (
log(u/(u− 1))− logSρ̃(u− 1)

)k+1 du

2πi

=
1

k + 1

˛
[− logM−1

ρ̃ (u− 1)]k+1 du

2πi

=
1

k + 1

ˆ ˛
[− log z]k+1 e−s

(e−s − z)2

dz

2πi
dρ(s)

=

ˆ
skdρ(s),

where we make the change of variable z = M−1
ρ̃ (u − 1) so that u = Mρ̃(z) + 1, du = M ′ρ̃(z)dz, and the

z-contour is clockwise around {z−1 | z ∈ supp dρ̃}. Because dρ(s) is compactly supported, convergence of
moments implies convergence of random measures, as desired. The fluctuations of moments now follow from
Theorem 2.6, Lemma 2.7, and the fact that the log-spectral measure is CLT-appropriate. �

If dρ(s) = p(s)ds is absolutely continuous with α-Hölder continuous density p(s) with respect to Lebesgue
measure, meaning that |p(x)− p(y)| < C|x− y|α for |x− y| < δ for some α > 0, δ > 0 and C > 0, we may
define the Cauchy principal value integral

Mρ̃(e
−t) := p.v.

ˆ
es−t

1− es−t dρ(s),

which satisfies

(4.3) lim
ε→0±

Mρ̃(e
−t+iε) = Mρ̃(e

−t)± iπp(t)

by virtue of the relation

Mρ̃(e
−t) =

ˆ
1

et − r p(log r)dr

between Mρ̃(e
−t) and the Stieltjes transform of the measure with density p(log r).

Corollary 4.9. Suppose that the measure dρ is absolutely continuous with respect to Lebesgue measure
with α-Hölder continuous density dρ = p(s)ds. The centered height function HN (t)−E[HN (t)] converges in
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the sense of moments to the Gaussian random field on R with covariance

K(t, s) = − 1

2π2
log

∣∣∣∣
Mρ̃(e

−t)−Mρ̃(e
−s) + iπ(p(t)− p(s))

Mρ̃(e−t)−Mρ̃(e−s) + iπ(p(t) + p(s))

∣∣∣∣

− 1

2π2

M∑

i=1

[
log

∣∣∣∣∣
M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−s) + iπp(s))

M−1
ρ̃i

(Mρ̃(e−t) + iπp(t))−M−1
ρ̃i

(Mρ̃(e−s)− iπp(s))

∣∣∣∣∣− log

∣∣∣∣
Mρ̃(e

−t)−Mρ̃(e
−s) + iπ(p(t)− p(s))

Mρ̃(e−t)−Mρ̃(e−s) + iπ(p(t) + p(s))

∣∣∣∣

]
.

Proof. Choose an interval I = [t1, t2] so that supp dλN ⊂ I. By integration by parts we see thatˆ
I

HN (t)tkdt =
HN (t2)

k + 1
tk+1
2 − HN (t1)

k + 1
tk+1
1 −

ˆ
I

H′N (t)
tk+1

k + 1
dt

=
HN (t2)

k + 1
tk+1
2 − HN (t1)

k + 1
tk+1
1 − 1

k + 1
pk+1(λN ),

which means that

Hk :=

ˆ
I

(HN (t)− E[HN (t)])tkdt = − 1

k + 1

(
pk+1(λN )− E[pk+1(λN )]

)
.

By Theorem 4.8, we find that Hk are asymptotically Gaussian with covariance Cov(Hk, Hl) given by

1

(k + 1)(l + 1)
Covk+1,l+1 =

1

(k + 1)(l + 1)

˛ ˛ (
log(u/(u− 1))− logSρ̃(u− 1)

)l+1

(
log(w/(w − 1))− logSρ̃(w − 1)

)k+1

G(1,1)(u,w)
du

2πi

dw

2πi

=
1

(k + 1)(l + 1)

˛ ˛
[− logM−1

ρ̃ (u− 1)]l+1[− logM−1
ρ̃ (w − 1)]k+1G(1,1)(u,w)

du

2πi

dw

2πi

=
1

(k + 1)(l + 1)

˛ ˛
zl+1vk+1∂z∂vG

(
Mρ̃(e

−z) + 1,Mρ̃(e
−v) + 1

) dz
2πi

dv

2πi

=

˛ ˛
zlvkH(z, v)

dz

2πi

dv

2πi

=
1

(2πi)2
lim
ε→0

ˆ
supp dρ

ˆ
supp dρ

zlvk
[
H(z + iε, v + iε)−H(z − iε, v + iε)

−H(z + iε, v − iε) +H(z − iε, v − iε)
]
dzdv

for

G(u,w) =
M∑

i=1

[
log(M−1

ρ̃i
(u− 1)−M−1

ρ̃i
(w − 1))− log(u− w)

]
+ log(u− w)

G(1,1)(u,w) =

(
M∑

i=1

1

M ′ρ̃i(M
−1
ρ̃i

(u− 1))M ′ρ̃i(M
−1
ρ̃i

(w − 1))(M−1
ρ̃i

(u− 1)−M−1
ρ̃i

(w − 1))2
− M − 1

(u− w)2

)

H(z, v) = G
(
Mρ̃(e

−z) + 1,Mρ̃(e
−v) + 1

)
,

which means that the covariance of the relevant Gaussian field is given by

K(t, s) := lim
ε→0+

− 1

4π2
[H(t+ iε, s+ iε)−H(t+ iε, s− iε)−H(t− iε, s+ iε) +H(t− iε, s− iε)]

= lim
ε→0+

− 1

2π2
< [H(t+ iε, s+ iε)−H(t+ iε, s− iε)] .

By (4.3), we find that

lim
ε→0+

log

∣∣∣∣
Mρ̃(e

−t+iε)−Mρ̃(e
−s+iε)

Mρ̃(e−t+iε)−Mρ̃(e−s−iε)

∣∣∣∣ = log

∣∣∣∣
Mρ̃(e

−t)−Mρ̃(e
−s) + iπ(p(t)− p(s))

Mρ̃(e−t)−Mρ̃(e−s) + iπ(p(t) + p(s))

∣∣∣∣ .

Similarly, we see that

lim
ε→0+

log

∣∣∣∣∣
M−1
ρ̃i

(Mρ̃(e
−t+iε))−M−1

ρ̃i
(Mρ̃(e

−s+iε))

M−1
ρ̃i

(Mρ̃(e−t+iε))−M−1
ρ̃i

(Mρ̃(e−s−iε))

∣∣∣∣∣ = log

∣∣∣∣∣
M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−s) + iπp(s))

M−1
ρ̃i

(Mρ̃(e−t) + iπp(t))−M−1
ρ̃i

(Mρ̃(e−s)− iπp(s))

∣∣∣∣∣ .
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Putting these together, we conclude that

K(t, s) = − 1

2π2
log

∣∣∣∣
Mρ̃(e

−t)−Mρ̃(e
−s) + iπ(p(t)− p(s))

Mρ̃(e−t)−Mρ̃(e−s) + iπ(p(t) + p(s))

∣∣∣∣

− 1

2π2

M∑

i=1

[
log

∣∣∣∣∣
M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−s) + iπp(s))

M−1
ρ̃i

(Mρ̃(e−t) + iπp(t))−M−1
ρ̃i

(Mρ̃(e−s)− iπp(s))

∣∣∣∣∣− log

∣∣∣∣
Mρ̃(e

−t)−Mρ̃(e
−s) + iπ(p(t)− p(s))

Mρ̃(e−t)−Mρ̃(e−s) + iπ(p(t) + p(s))

∣∣∣∣

]
. �

Remark. The function ωi := M−1
ρ̃i
◦Mρ̃ on C− [0,∞) which appears in the expression

M−1
ρ̃i

(Mρ̃(e
−t)± iπp(t)) = lim

ε→0±
M−1
ρ̃i

(Mρ̃(e
−t+iε))

in Theorem 4.8 is the subordination function corresponding to multiplicative convolution of measures as
defined in [Voi93, Bia98, BB07]. We relate this function to supp dρ̃ in the following Lemma 4.10.

Lemma 4.10. If the measures dρ̃ and dρ̃i are absolutely continuous with respect to Lebesgue measure with
α-Hölder continuous densities, then limε→0+ ωi(t+ iε) is real for some t ∈ [0,∞) if and only if t−1 /∈ supp dρ̃.

Proof. If t−1 /∈ supp dρ̃, the statement follows from [BBCF17, Lemma 3.2]. Now, suppose that limε→0+ ωi(t+
iε) is real; if t = 0, we are done since dρ̃ is compactly supported. Otherwise, suppose for the sake of
contradiction that t−1 ∈ supp dρ̃. Define

dρ̃∗i = dρ̃1 � · · ·� d̂ρ̃i � · · ·� dρ̃M

so that

dρ̃ = dρ̃i � dρ̃∗i .

Letting ω∗i denote the subordination function for dρ̃∗i , we get from [BBCF17, Equation 3.7] that for z ∈
C \ [0,∞) we have

(4.4) ωi(z)ω∗i (z) = zηρ̃(z) = z ηρ̃i(ω
∗
i (z)) = z ηρ̃∗i (ωi(z))

for

ηρ̃(z) :=
Mρ̃(z)

1 +Mρ̃(z)
.

Equating the second and fourth terms in (4.4), we find that Mρ̃(z) = Mρ̃i(ωi(z)) for z ∈ C \ [0,∞). In
particular, this means that

lim
ε→0+

[Mρ̃(t+ iε)−Mρ̃(t− iε)] = lim
ε→0+

[Mρ̃i(ωi(t+ iε))−Mρ̃i(ωi(t− iε))].

Since t−1 ∈ supp dρ̃ and dρ̃ has a α-Hölder continuous density, this expression is nonzero by (4.3), hence we
must have limε→0+ ωi(t+ iε) ∈ [0,∞). In this case, we see that

lim
ε→0+

argω∗i (t+ iε) = lim
ε→0+

arg
(t+ iε)ηρ̃i(ω

∗
i (t+ iε))

ωi(t+ iε)
= lim
ε→0+

arg ηρ̃i(ω
∗
i (t+ iε)).

Now, if w = limε→0+ ω∗i (t+ iε) /∈ [0,∞), then arg ηρ̃i is continuous at w and hence

argw = arg ηρ̃i(w),

which implies by property (a) of ηρ̃i(z) in [BBCF17, Section 3.2] that ρ̃i is a point mass, which is excluded
by the given. We conclude that limε→0+ ω∗i (t+ iε) ∈ [0,∞). Substituting z = t+ iε into the first equality in
(4.4) and taking the limit as ε→ 0+, we find that

lim
ε→0+

ηρ̃(t+ iε) ∈ R,

which implies by virtue of the α-Hölder continuous density of dρ̃ that t−1 /∈ supp dρ̃, as desired. �
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Corollary 4.11. Suppose that the density p(s) for dρ(s) is C1+α for some α > 0 on the interior of supp dρ
and no dρ̃i contains a point mass. Then for s in the interior of supp dρ, the covariance of Corollary 4.9
satisfies

K(t, s) = − 1

2π2
log |t− s| − 1

2π2
log

∣∣∣∣
∂t[Mρ̃(e

−t)] + iπp′(t)

2πp(t)

∣∣∣∣

+
1

2π2

M∑

i=1

log

∣∣∣∣∣
(M−1

ρ̃i
(Mρ̃(e

−t) + iπp(t))−M−1
ρ̃i

(Mρ̃(e
−t)− iπp(t)))M ′ρ̃i(M

−1
ρ̃i

(Mρ̃(e
−t) + iπp(t)))

2πp(t)

∣∣∣∣∣+ o(t− s)

as (t− s)→ 0, meaning that it matches that of a log-correlated Gaussian field along the diagonal.

Proof. By exchanging the derivative and Cauchy principal value integral, we see that

∂tMρ̃(e
−t) = p.v.

ˆ
1

1− ex p
′(x+ t)dx

exists if p(s) is C1+α near s = t. This implies that for s in the interior of supp dρ, as t→ s we have

log

∣∣∣∣
Mρ̃(e

−t)−Mρ̃(e
−s) + iπ(p(t)− p(s))

Mρ̃(e−t)−Mρ̃(e−s) + iπ(p(t) + p(s))

∣∣∣∣ = log

∣∣∣∣
(t− s)[∂t[Mρ̃(e

−t)] + iπp′(t)]

(t− s)[∂t[Mρ̃(e−t)] + iπp′(t)]− 2iπp(t)

∣∣∣∣+ o(t− s)(4.5)

= log |t− s|+ log

∣∣∣∣
∂t[Mρ̃(e

−t)] + iπp′(t)

2πp(t)

∣∣∣∣+ o(t− s).

Noting that ∂tM
−1
ρ̃i

(t) = 1
M ′
ρ̃i

(M−1
ρ̃i

(t))
, we find therefore that as t→ s we have

M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−s) + iπp(s))

= (t− s)[∂tMρ̃(e
−t) + iπp′(t)]

1

M ′ρ̃i(M
−1
ρ̃i

(Mρ̃(e−t) + iπp(t)))
+ o(t− s)

M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−s)− iπp(s))

= M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−t)− iπp(t)) + o(t− s).
Putting these together, if M = 1, we see that K(t, s) = 0; if M > 1, we see that as t→ s, we have that

(4.6)

log

∣∣∣∣∣
M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−s) + iπp(s))

M−1
ρ̃i

(Mρ̃(e−t) + iπp(t))−M−1
ρ̃i

(Mρ̃(e−s)− iπp(s))

∣∣∣∣∣− log

∣∣∣∣
Mρ̃(e

−t)−Mρ̃(e
−s) + iπ(p(t)− p(s))

Mρ̃(e−t)−Mρ̃(e−s) + iπ(p(t) + p(s))

∣∣∣∣

= log

∣∣∣∣∣
(M−1

ρ̃i
(Mρ̃(e

−t) + iπp(t))−M−1
ρ̃i

(Mρ̃(e
−t)− iπp(t)))M ′ρ̃i(M

−1
ρ̃i

(Mρ̃(e
−t) + iπp(t)))

2πp(t)

∣∣∣∣∣+ o(t− s),

where since et ∈ supp dρ̃, by Lemma 4.10 we have for M > 1 that

lim
ε→0+

[ωi(t+ iε)− ωi(t− iε)] = M−1
ρ̃i

(Mρ̃(e
−t) + iπp(t))−M−1

ρ̃i
(Mρ̃(e

−t)− iπp(t)) 6= 0.

Adding (4.5) and the summation of (4.6) over all i yields the claim. �

Remark. The additive analogue of Theorem 4.8 and Corollary 4.9 for two matrices was studied in [MSS07],
[CMSS07], [MS17, Chapter 5], [PS11, Chapter 10], and [BG18a, Proposition 9.8]. They considered unitarily
invariant Hermitian random matrices A1

N , . . . , A
M
N such that the empirical spectral measures dρNAi of AiN

converge weakly to deterministic measures dρAi . Define the R-transform and Cauchy transform of a measure
ρ by

Rρ(z) := G−1
ρ (z)− z−1 and Gρ(z) :=

ˆ
1

z − sdρ(s)

Then the empirical spectral measure of XM =
∑M
i=1A

i
N concentrates on a measure dρXM = dρA1�· · ·�dρAM

for which

RρXM (z) =
M∑

i=1

RρAi (z).
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In [PS11, Chapter 10], it was shown further that the fluctuations of the spectrum λN of CN satisfy

lim
N→∞

Cov
(
pk(λN ), pl(λ

N )
)

=

˛ ˛
zkwl∂z∂w

[ M∑

i=1

log
(
G−1
ρAi

(GρXM (z))−G−1
ρAi

(GρXM (w))
)

− log(z − w)− (M − 1) log
(
GρXM (z)−1 −GρXM (w)−1

)] dz
2πi

dw

2πi
,

where both contours enclose only the poles at ∞. Applying the same reasoning as in the proof of Theorem
4.8, this implies that the height function

HN (t) := #{λNi ≤ t}
has moments

Hk :=

ˆ
(HN (t)− E[HN (t)])tkdt

with limiting covariance

lim
N→∞

Cov(Hk, Hl) =
1

(k + 1)(l + 1)

˛ ˛
zk+1wl+1∂z∂w

[ M∑

i=1

log
(
G−1
ρAi

(GρXM (z))−G−1
ρAi

(GρXM (w))
)

− log(z − w)− (M − 1) log
(
GρXM (z)−1 −GρXM (w)−1

)] dz
2πi

dw

2πi

=

˛ ˛
zkwl

[ M∑

i=1

log
(
G−1
ρAi

(GρXM (z))−G−1
ρAi

(GρXM (w))
)

− log(z − w)− (M − 1) log
(
GρXM (z)−1 −GρXM (w)−1

)] dz
2πi

dw

2πi

= − 1

2π2

ˆ
I

ˆ
I

zkwl
M∑

i=1

[
log

∣∣∣∣∣
G−1
ρAi

(HXM (z))−G−1
ρAi

(HXM (w))

G−1
ρAi

(HXM (z))−G−1
ρAi

(HXM (w))

∣∣∣∣∣− log

∣∣∣∣∣
HXM (z)−1 −HXM (w)−1

HXM (z)−1 −HXM (w)
−1

∣∣∣∣∣

]
dzdw

− 1

2π2

ˆ
I

ˆ
I

zkwl log

∣∣∣∣∣
HXM (z)−1 −HXM (w)−1

HXM (z)−1 −HXM (w)−1

∣∣∣∣∣ dzdw,

where I = supp dρXM and

HXM (z) := lim
ε→0+

GρXM (z + iε).

This means that HN (t)− E[HN (t)] converges to the Gaussian field on supp dρXM with covariance

(4.7) K(t, s) := − 1

2π2

M∑

i=1

[
log

∣∣∣∣∣
G−1
ρAi

(HXM (t))−G−1
ρAi

(HXM (s))

G−1
ρAi

(HXM (t))−G−1
ρAi

(HXM (s))

∣∣∣∣∣− log

∣∣∣∣∣
HXM (t)−1 −HXM (s)−1

HXM (t)−1 −HXM (s)
−1

∣∣∣∣∣

]

− 1

2π2
log

∣∣∣∣∣
HXM (t)−1 −HXM (s)−1

HXM (t)−1 −HXM (s)
−1

∣∣∣∣∣ .

Theorem 4.12. If the Xi
N have spectrum which is a Jacobi ensemble with parameters α and R with

R/N = R̂ + O(N−1) and α/N = α̂ + O(N−1) for R̂ ≥ 1 and α̂ > 0, then as N → ∞ the empirical log-
spectral measure dλN of XN converges in probability in the sense of moments to the measure dρ whose
pushforward dρ̃ under the exponential map has S-transform

Sρ̃(u) =
( α̂+ R̂+ u+ 1

α̂+ u+ 1

)M
.

For the height function defined by

HN (t) := #{eλNi ≤ t},
the centered height function HN (t)− E[HN (t)] converges in the sense of moments to the Gaussian random
field on [0, 1] with covariance

K(t, s) = − 1

2π2
log

∣∣∣∣
Mρ̃(t

−1)−Mρ̃(s
−1) + iπ(p(log t)− p(log s))

Mρ̃(t−1)−Mρ̃(s−1) + iπ(p(log t) + p(log s))

∣∣∣∣ ,
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where p(s) is the density of dρ̃ and Mρ̃(t) is defined on [0, 1] in the Cauchy principal value sense by

Mρ̃(t) := p.v.

ˆ
est

1− estdρ(s) and dρ(s) = p(s)ds.

Proof. By Theorem 4.6, the log-spectral measure of each Xi
N is CLT-appropriate, so by Lemma 4.4 the

log-spectral measure dλN of XN is CLT-appropriate with

Ψ(u) = M log
α̂+ u

α̂+ R̂+ u
= − logSρ̃(u− 1) and Λ(u,w) = 0.

By Theorem 2.5 and Lemma 2.7, the log-spectral measure of XN converges in probability in the sense of
moments to a measure with kth moment

pk =
1

k + 1

˛ (
log(u/(u− 1))− logSρ̃(u− 1)

)k+1 du

2πi
=

ˆ
skdρ(s)

as in the proof of Theorem 4.8. Because dρ(s) is compactly supported, convergence of moments implies
convergence of random measures, as desired.

For the central limit theorem, by integration by parts we see thatˆ 1

0

HN (t)tkdt =

ˆ 0

−∞
HN (es)es(k+1)ds

=
N

k + 1
− 1

k + 1

ˆ 0

−∞
H′N (es)es(k+1)ds

=
N

k + 1
− pk+1(eλ

N

)

k + 1
,

which means that

Hk :=

ˆ 1

0

(HN (t)− E[HN (t)])tkdt = − 1

k + 1

(
pk+1(eλ

N

)− E[pk+1(eλ
N

)]
)
.

By Theorem 2.6 and Lemma 2.7, we see that

Cov(Hk, Hl) =
1

(k + 1)(l + 1)

∞∑

m,n=0

Cov
(pn(λN )(k + 1)n

n!
,
pm(λN )(l + 1)m

m!

)

=
1

(k + 1)(l + 1)

∞∑

m,n=0

(k + 1)n(l + 1)m

n!m!

˛ ˛ (
log(u/(u− 1))− logSρ̃(u− 1)

)n

(
log(w/(w − 1))− logSρ̃(w − 1)

)m 1

(u− w)2

du

2πi

dw

2πi

=
1

(k + 1)(l + 1)

˛ ˛
M−1
ρ̃ (u− 1)−k−1M−1

ρ̃ (w − 1)−l−1 1

(u− w)2

du

2πi

dw

2πi

=
1

(k + 1)(l + 1)

˛ ˛
zk+1vl+1

M ′ρ̃(z
−1)M ′ρ̃(v

−1)z−2v−2

(Mρ̃(z−1)−Mρ̃(v−1))2

dz

2πi

dv

2πi

=

˛ ˛
zkvl log

(
Mρ̃(z

−1)−Mρ̃(v
−1)
) dz

2πi

dv

2πi
.

Applying the same argument as in the proof of Corollary 4.9, we find that the covariance of the relevant
Gaussian field is given by

K(t, s) = − 1

2π2
log

∣∣∣∣
Mρ̃(t

−1)−Mρ̃(s
−1) + iπ(p(log t)− p(log s))

Mρ̃(t−1)−Mρ̃(s−1) + iπ(p(log t) + p(log s))

∣∣∣∣ . �

Remark. When M = 1, our proof of Theorem 4.12 recovers the central limit theorem for global fluctuations
of the Jacobi ensemble. There are now several different proofs of this result (c.f. the discussion before
[BG15a, Proposition 1.3]). We now match our covariance for this case with that of [BG15a] for β = 2. More
specifically, we may compute

Sρ̃(u) =
α̂+ R̂+ u+ 1

α̂+ u+ 1
,
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which implies that our computation of Cov(Hk, Hl) coincides with the expression in [BG15a, Theorem 4.1]
after changing variables to u 7→ −u and w 7→ −w. Furthermore, we see that

M−1
ρ̃ (−u− 1)−1 =

u

u+ 1

u− α̂
u− α̂− R̂

,

which means that −1−Mρ̃(u
−1) coincides with Ω(u; 1) for M̂ = R̂ in [BG15a, Definition 4.11]. If we deform

the contours differently in the last step of Theorem 4.12 and make the change of variables u 7→ −u and
w 7→ −w, our result coincides with [BG15a, Theorem 4.13].

Theorem 4.13. If Xi
N = (GiN )∗GiN with GiN a Ginibre ensemble with parameters L and N with L/N =

γ+O(N−1), then as N →∞, the empirical log-spectral measure dλN of XN converges in probability in the
sense of moments to the measure dρ whose pushforward under the exponential map has S-transform

Sρ̃(u) =
1

(u+ γ)M
.

For the height function defined by

HN (t) := #{eλNi ≤ t},
the centered height function HN (t)− E[HN (t)] converges in the sense of moments to the Gaussian random
field on [0,∞) with covariance

K(t, s) = − 1

2π2
log

∣∣∣∣
Mρ̃(t

−1)−Mρ̃(s
−1) + iπ(p(log t)− p(log s))

Mρ̃(t−1)−Mρ̃(s−1) + iπ(p(log t) + p(log s))

∣∣∣∣ ,

where p(s) is the density of dρ̃ and Mρ̃(t) is defined on [0,∞) by the Cauchy principal value integral

Mρ̃(t) = p.v.

ˆ
est

1− estdρ(t) and dρ(s) = p(s)ds.

Proof. By Theorem 4.7, the log-spectral measure of each Xi
N is CLT-appropriate, so by Lemma 4.4 the

measure dλN is CLT-appropriate with

Ψ(u) = M log(u+ γ − 1) = − logSρ̃(u− 1) and Λ(u,w) = 0.

As in Theorem 4.12, by Theorem 2.5, the log-spectral measure of XN converges in probability in the sense of
moments to a measure with kth moment which matches those of dρ. Because dρ(s) is compactly supported,
convergence of moments implies convergence of random measures, as desired.

For the central limit theorem, similarly to Theorem 4.6, by integration by parts we see thatˆ ∞
0

HN (t)tkdt =
N

k + 1
− pk+1(eλ

N

)

k + 1
,

which means that

Hk :=

ˆ ∞
0

(
HN (t)− E[HN (t)]

)
tkdt = − 1

k + 1

(
pk+1(eλ

N

)− E[pk+1(eλ
N

)]
)
.

By Theorem 2.6 and Lemma 2.7, we see that

Cov(Hk, Hl) =
1

(k + 1)(l + 1)

∞∑

m,n=0

(k + 1)n(l + 1)m

n!m!
Cov(pn(λN ), pm(λN )

=
1

(k + 1)(l + 1)

∞∑

m,n=0

(k + 1)n(l + 1)m

n!m!

˛ ˛ (
log(u/(u− 1))− logSρ̃(u− 1)

)n

(
log(w/(w − 1)− Sρ̃(w − 1)

)m 1

(u− w)2

du

2πi

dw

2πi

=

˛ ˛
zkvl log

(
Mρ̃(z

−1)−Mρ̃(v
−1)
) dz

2πi

dv

2πi
,

where we apply the exact same arguments as in the proof of Theorem 4.6. We therefore obtain that the
covariance of the relevant Gaussian field is given by

K(t, s) = − 1

2π2
log

∣∣∣∣
Mρ̃(t

−1)−Mρ̃(s
−1) + iπ(p(log t)− p(log s))

Mρ̃(t−1)−Mρ̃(s−1) + iπ(p(log t) + p(log s))

∣∣∣∣ . �
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Remark. When M = 1, dρ̃ is the spectral measure of the Marchenko-Pastur distribution, as expected. Our
computation of the fluctuations of the moments of the spectral measure agrees with the single-level case of
[DP18, Proposition 1.2] after an integration by parts and deformation of contours.

4.4. Lyapunov exponents for matrices with fixed spectrum. We now apply our theorems to products
of infinitely many random matrices. Suppose that Y 1

N , . . . , Y
M
N are N ×N random matrices which are right

unitarily invariant, and let Xi
N := (Y iN )∗Y iN . As before, we study the spectral measure of

XN := (Y 1
N · · ·YMN )∗(Y 1

N · · ·YMN ),

where we now make the assumption that M,N → ∞ simultaneously. In this setting, we expect the eigen-
values to grow exponentially in M , so we study the Lyapunov exponents

λNi :=
1

M
log µNi ,

where µN1 ≥ · · · ≥ µNN are the eigenvalues of XN . Define their empirical measure by

dλN :=
1

N

N∑

i=1

δλNi

In this setting, we may identify the limiting measure as the sum of a deterministic measure and an explicit
Gaussian process under rescaling. For t ∈ R, define the height function

HN (t) := #{λNi ≤ t}.

Theorem 4.14. If the Xi
N have deterministic spectrum satisfying Assumption 3.3 for a compactly supported

non-atomic measure dρ, then as M,N →∞, the empirical measure dλN of the Lyapunov exponents converges
in probability in the sense of moments to the measure

dλ∞ :=
−e−z

S′ρ̃(S
−1
ρ̃ (e−z))

1[− log Sρ̃(−1),− log Sρ̃(0)]dz.

The rescaled centered height function M1/2(HN (t) − E[HN (t)]) converges in the sense of moments to the
Gaussian random field on [− logSρ̃(−1),− logSρ̃(0)] with covariance

K(t, s) = H
(
S−1
ρ̃ (e−t) + 1, S−1

ρ̃ (e−s) + 1
) e−te−s

S′ρ̃(S
−1
ρ̃ (e−t))S′ρ̃(S

−1
ρ̃ (e−s))

+ δ(t− s)

for

H(u,w) :=
1

M ′ρ̃(M
−1
ρ̃ (u− 1))M ′ρ̃(M

−1
ρ̃ (w − 1))(M−1

ρ̃ (u− 1)−M−1
ρ̃ (w − 1))2

− 1

(u− w)2
.

Proof. By Theorem 2.14, Lemma 2.7, and Theorem 4.5, dλN converges in probability to the measure with
moments

lim
N→∞

1

N
E[pk(λN )] =

˛
log(u/(u− 1))[− logSρ̃(u− 1)]k

du

2πi

=

ˆ 1

0

[− logSρ̃(u− 1)]kdu.

Recall by [HL00, Theorem 4.4] that for a compactly supported measure dρ which is not a single atom, Sρ̃(z)
is strictly decreasing on [−1, 0]. Therefore, we may change variables to obtain

lim
N→∞

1

N
E[pk(λN )] =

ˆ − log Sρ̃(0)

− log Sρ̃(−1)

zk
−e−z

S′ρ̃(S
−1
ρ̃ (e−z))

dz,

where the values of Sρ̃(0) and Sρ̃(−1) are given by Lemma 3.11. These are the moments of dλ∞, which
uniquely identify it since it is compactly supported.
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For the central limit theorem, notice by integration by parts that

ˆ − log Sρ̃(0)

− log Sρ̃(−1)

HN (t)tkdt

=
HN (− logSρ̃(0))[− logSρ̃(0)]k+1

k + 1
− HN (− logSρ̃(−1))[− logSρ̃(−1)]k+1

k + 1
−
ˆ − log Sρ̃(0)

− log Sρ̃(−1)

H′N (t)
tk+1

k + 1
dt

=
HN (− logSρ̃(0))[− logSρ̃(0)]k+1

k + 1
− HN (− logSρ̃(−1))[− logSρ̃(−1)]k+1

k + 1
− 1

k + 1
pk+1(λN ),

which means that

Hk :=

ˆ − log Sρ̃(0)

− log Sρ̃(−1)

M1/2(HN (t)− E[HN (t)])tkdt = −M
1/2

k + 1

(
pk+1(λN )− E[pk+1(λN )]

)
.

By Theorem 2.15, Lemma 2.7, and Theorem 4.5, we conclude that Hk are asymptotically Gaussian with
covariance

lim
N→∞

Cov(Hk, Hl) =

˛ ˛
log(u/(u− 1)) log(w/(w − 1))[− logSρ̃(u− 1)]k[− logSρ̃(w − 1)]lF (1,1)(u,w)

du

2πi

dw

2πi

+

˛
log(u/(u− 1))[− logSρ̃(u− 1)]k+l

[
−
S′ρ̃(u− 1)

Sρ̃(u− 1)

]
du

2πi

=

ˆ 1

0

ˆ 1

0

[− logSρ̃(u− 1)]k[− logSρ̃(w − 1)]lH(u,w)dudw −
ˆ 1

0

[− logSρ̃(u− 1)]k+l
S′ρ̃(u− 1)

Sρ̃(u− 1)
du

=

ˆ − log Sρ̃(0)

− log Sρ̃(−1)

ˆ − log Sρ̃(0)

− log Sρ̃(−1)

tkslK(t, s)dtds

for

H(u,w) :=
1

M ′ρ̃(M
−1
ρ̃ (u− 1))M ′ρ̃(M

−1
ρ̃ (w − 1))(M−1

ρ̃ (u− 1)−M−1
ρ̃ (w − 1))2

− 1

(u− w)2

K(t, s) := H
(
S−1
ρ̃ (e−t) + 1, S−1

ρ̃ (e−s) + 1
) e−te−s

S′ρ̃(S
−1
ρ̃ (e−t))S′ρ̃(S

−1
ρ̃ (e−s))

+ δ(t− s),

which yields the desired claim. �

Remark. The law of large numbers for Lyapunov exponents shown in Theorem 4.14 agrees with the previous
results of [New86b, Theorem 2.11], [Kar08, Theorem 2], and [Tuc10, Theorem 5.1].

Remark. By Theorem 4.14, the fluctuations of Lyapunov exponents have a white noise component when
M,N → ∞, while by Corollary 4.9, they form a log-correlated Gaussian field when M stays finite. We
demonstrate a formal limit transition between these cases. For M finite, suppose that all dρi are identical
and equal to a non-atomic measure dµ in Corollary 4.9. Recall by [HL00, Theorem 4.4] that this means Sµ̃(z)

is strictly decreasing on [−1, 0]. Let dρ̃M = dµ̃�M , and let dλM be the empirical measure of the Lyapunov
exponents, which is the pushforward of the corresponding dρM under the map x 7→ 1

M x. Applying [Tuc10,

Theorem 5.1] and adjusting for a normalization factor of 2, we see that as M → ∞, the measure dλM

converges to

dλ∞ :=
−e−z

S′µ̃(S−1
µ̃ (e−z))

1[− log Sµ̃(−1),− log Sµ̃(0)]dz,

which coincides with the result of Theorem 4.14. Now define the height function

HN,M (t) := #{ρMi ≤ t}.
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By Corollary 4.9, its centered version HN,M (t)− E[HN,M (t)] converges as N →∞ to the Gaussian random
field on R with covariance

KM (t, s) = − M

2π2
log

∣∣∣∣∣
M−1
µ̃ (Mρ̃M (e−t) + iπpM (t))−M−1

µ̃ (Mρ̃M (e−s) + iπpM (s))

M−1
µ̃ (Mρ̃M (e−t) + iπpM (t))−M−1

µ̃ (Mρ̃M (e−s)− iπpM (s))

∣∣∣∣∣

+
M − 1

2π2
log

∣∣∣∣
Mρ̃M (e−t)−Mρ̃M (e−s) + iπ(pM (t)− pM (s))

Mρ̃M (e−t)−Mρ̃M (e−s) + iπ(pM (t) + pM (s))

∣∣∣∣ ,

where pM (s) is the density of dρ̃M (s), which satisfies

q(t) := lim
M→∞

MpM (tM) =
−e−t

S′µ̃(S−1
µ̃ (e−t))

1[− log Sµ̃(−1),− log Sµ̃(0)].

The height function of dλM is given by HN,M (tM) and hence its limiting covariance of

M1/2
(
HN,M (tM)− E[HN,M (tM)]

)

is given by limM→∞MKM (tM, sM). To analyze this limit, we consider the limits of the Stieltjes transform.

Lemma 4.15. For r ∈ (− logSµ̃(−1),− logSµ̃(0)), we have the following:

(a) uniformly on compact subsets we have

lim
ε→0±

Mρ̃M (e(−r+iε)M ) =
(
S−1
µ̃ (e−r) + C1

)
± i
(
πM−1 e−r

S′µ̃(S−1
µ̃ (e−r))

+ C2

)
,

where C1 = O(M−1) and C2 = O(M−2) are real;
(b) uniformly on compact subsets we have

lim
ε→0±

∂r[Mρ̃M (e(−r+iε)M )] =
e−r

S′µ̃(S−1
µ̃ (e−r))

+O(M−1).

Proof. First, by definition we have

f(u) :=
1

M
logM−1

ρ̃M
(u) = logSµ̃(u)− 1

M
log(1 + u−1)

f ′(u) =
S′µ̃(u)

Sµ̃(u)
+

1

M

1

u2 + u
.

For (a), expanding in series we conclude that for ε 6= 0, we have

Mρ̃M (e(−r+iε)M ) = S−1
µ̃ (e−r+iε) +

1

M

e−r+iε

S′µ̃(S−1
µ̃ (e−r+iε))

log
(

1 +
1

S−1
µ̃ (e−r+iε)

)
+O(M−2).

Taking the limit as ε→ 0± yields the result. For (b), we find that for u = Mρ̃M (e(−r+iε)M ) that

lim
ε→0±

∂r[Mρ̃M (e(−r+iε)M )] = lim
ε→0±

[
S′(u)

S(u)
+

1

M

1

u2 + u

]−1

=
e−r

S′µ̃(S−1
µ̃ (e−r))

+O(M−1). �

For t, s in a compact subset of (− logSµ̃(−1),− logSµ̃(0)), we notice that

MKM (tM, sM) = KM
1 (t, s) +KM

2 (t, s)

for

KM
1 (t, s) := lim

ε→0+
− M

2π2
log

∣∣∣∣∣
Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s+iε)M )

Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s−iε)M )

∣∣∣∣∣

KM
2 (t, s) := lim

ε→0+
−M

2

2π2

[
log

∣∣∣∣∣
M−1
µ̃ (Mρ̃M (e(−t+iε)M ))−M−1

µ̃ (Mρ̃M (e(−s+iε)M ))

Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s+iε)M )

∣∣∣∣∣

− log

∣∣∣∣∣
M−1
µ̃ (Mρ̃M (e(−t+iε)M ))−M−1

µ̃ (Mρ̃M (e(−s−iε)M ))

Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s−iε)M )

∣∣∣∣∣

]
.
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If |t− s| > M−1/2, applying Lemma 4.15 we see that

MKM (tM, sM) = lim
ε→0+

(
−M

2

2π2
log

∣∣∣∣∣
M−1
µ̃ (Mρ̃M (e(−t+iε)M ))−M−1

µ̃ (Mρ̃M (e(−s+iε)M ))

M−1
µ̃ (Mρ̃M (e(−t+iε)M ))−M−1

µ̃ (Mρ̃M (e(−s−iε)M ))

∣∣∣∣∣

+
M2 −M

2π2
log

∣∣∣∣∣
Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s+iε)M )

Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s−iε)M )

∣∣∣∣∣

)

= −M
2

2π2
log

∣∣∣∣∣∣

M−1
µ̃ (S−1

µ̃ (e−t))−M−1
µ̃ (S−1

µ̃ (e−s)) +B1 + iπM−1( q(t)

M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−t)))
− q(s)

M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−s)))
+B2)

M−1
µ̃ (S−1

µ̃ (e−t))−M−1
µ̃ (S−1

µ̃ (e−s)) +B1 + iπM−1( q(t)

M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−t)))
+ q(s)

M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−s)))
+B3)

∣∣∣∣∣∣

+
M2 −M

2π2
log

∣∣∣∣∣
S−1
µ̃ (e−t)− S−1

µ̃ (e−s) + C1 + iπM−1(q(t)− q(s) + C2)

S−1
µ̃ (e−t)− S−1

µ̃ (e−s) + C1 + iπM−1(q(t) + q(s) + C3)

∣∣∣∣∣

= −M
2

4π2
log


1−

4π2M−2 q(t)

M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−t)))

q(s)

M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−s)))

(M−1
µ̃ (S−1

µ̃ (e−t))−M−1
µ̃ (S−1

µ̃ (e−s)))2
+O(M−3)




+
M2 −M

4π2
log

(
1− 4π2M−2q(t)q(s)

(S−1
µ̃ (e−t)− S−1

µ̃ (e−s))2
+O(M−3)

)

=
q(t)

M ′µ̃(M−1
µ̃ (S−1

µ̃ (e−t)))

q(s)

M ′µ̃(M−1
µ̃ (S−1

µ̃ (e−s)))

1

(M−1
µ̃ (S−1

µ̃ (e−t))−M−1
µ̃ (S−1

µ̃ (e−s)))2

− q(t)q(s)

(S−1
µ̃ (e−t)− S−1

µ̃ (e−s))2
+O(M−1)

= K(t, s) +O(M−1),

where the real constants B1, B2, B3, C1, C2, C3 are all of size O(M−1), and K(t, s) is the kernel of Theorem
4.14. On the other hand, if |t− s| ≤M−1/2, by Lemma 4.15 we have

KM
1 (t, s) = lim

ε→0+

M

2π2
log

∣∣∣∣∣1 +
Mρ̃M (e(−s+iε)M )−Mρ̃M (e(s−iε)M )

Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s+iε)M )

∣∣∣∣∣

= lim
ε→0+

M

2π2
log

∣∣∣∣∣1 +
Mρ̃M (e(−s+iε)M )−Mρ̃M (e(s−iε)M )

(t− s)∂r[Mρ̃M (e(−r+iε)M )]

∣∣∣∣∣

=
M

2π2
log

∣∣∣∣∣∣
1 +

2iπM−1 e−s

S′
µ̃

(S−1
µ̃

(e−s))
+ iD1

(t− s) e−s

S′
µ̃

(S−1
µ̃

(e−s))
+O((t− s)M−1 + (t− s)2)

∣∣∣∣∣∣

=
M

4π2
log

(
1 +

4π2

(t− s)2M2
+O(M−1 +M−2(t− s)−1)

)
,

where in the second line r lies in the interval between s and t, and in the third line D1 = O(M−2) is real.
Similarly, applying a second order Taylor expansion for M−1

µ̃ , for

D1 =
1

M ′µ̃(M−1
µ̃ (Mρ̃M (e(−t+iε)M )))

and D2 =
M ′′µ̃ (M−1

µ̃ (Mρ̃M (e(−t+iε)M )))

M ′µ̃(M−1
µ̃ (Mρ̃M (e(−t+iε)M )))3

and

∆1 = Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s+iε)M ) and ∆2 = Mρ̃M (e(−t+iε)M )−Mρ̃M (e(−s−iε)M ),
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we have by application of Lemma 4.15 that

KM
2 (t, s) = −M

2

2π2
lim
ε→0+

log

∣∣∣∣∣∣

D1 − 1
2D2∆1 +O

(
|∆1|2)

D1 − 1
2D2∆2 +O

(
|∆2|2

)

∣∣∣∣∣∣

=
M2

2π2
log

∣∣∣∣∣∣∣
1 +
−iπM−1 et

S′
µ̃

(S−1
µ̃

(e−t))

M ′′µ̃ (M−1
µ̃

(S−1
µ̃

(e−t)))

M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−t)))3
+ iO(M−2)

1
M ′
µ̃

(M−1
µ̃

(S−1
µ̃

(e−t)))
+O(M−1)

∣∣∣∣∣∣∣

=
M2

4π2
log

(
1 + π2M−2 e−2t

S′µ̃(S−1
µ̃ (e−t))2

M ′′µ̃ (M−1
µ̃ (S−1

µ̃ (e−t)))2

M ′µ̃(M−1
µ̃ (S−1

µ̃ (e−t)))4
+O(M−3)

)

=
1

4

e−2t

S′µ̃(S−1
µ̃ (e−t))2

M ′′µ̃ (M−1
µ̃ (S−1

µ̃ (e−t)))2

M ′µ̃(M−1
µ̃ (S−1

µ̃ (e−t)))4
+O(M−1).

We conclude that for any compactly supported continuous function f , we have

lim
M→∞

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

MKM (tM, sM)f(t, s)dtds

= lim
M→∞

[ˆ − log Sµ̃(0)

− log Sµ̃(−1)

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

1|t−s|>M−1/2K(t, s)f(t, s)dtds

+

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

1|t−s|≤M−1/2

(
KM

1 (t, s) +KM
2 (t, s)

)
f(t, s)dtds

]

=

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

1|t−s|>M−1/2

(
K(t, s)− δ(t− s)

)
f(t, s)dtds

+ lim
M→∞

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

ˆ M−1/2

−M−1/2

1s+x∈[− log Sµ̃(−1),− log Sµ̃(0)]K
M
1 (s+ x, s)f(s+ x, s)dxds.

Using the integral identity ˆ ∞
−∞

log
(

1 +
4π2

y2

)
dy = 4π2,

we notice that

lim
M→∞

ˆ M−1/2

−M−1/2

1s+x∈[− log Sµ̃(−1),− log Sµ̃(0)]K
M
1 (s+ x, s)f(s+ x, s)dx

=
M

4π2

ˆ M−1/2

−M−1/2

1s+x∈[− log Sµ̃(−1),− log Sµ̃(0)] log
(

1 +
4π2

x2M2
+O(M−1 +M−2x−1)

)
f(s+ x, s)dx

= lim
M→∞

1

4π2

ˆ M1/2

−M1/2

1s+yM−1∈[− log Sµ̃(−1),− log Sµ̃(0)] log
(

1 +
4π2

y2
+O(M−1 +M−1y−1)

)
f(s+ yM−1, s)dy

= f(s, s) + o(1).

Substituting this into the previous expression implies that

lim
M→∞

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

MKM (tM, sM)f(t, s)dtds =

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

ˆ − log Sµ̃(0)

− log Sµ̃(−1)

K(t, s)f(t, s)dtds.

This gives a limit transition between log-correlated Gaussian fields with covariance KM (t, s) and the Gaussian
field with covariance K(t, s), which has a white noise component.

4.5. Lyapunov exponents for Jacobi and Ginibre. We now consider Lyapunov exponents and their
fluctuations for Jacobi and Ginibre matrices.
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Theorem 4.16. If the Xi
N are drawn from the Jacobi ensemble with parameters α and R so that α/N =

α̂ + O(N−1) and R/N = R̂ + O(N−1), then as M,N → ∞, the empirical measure dλN of the Lyapunov
exponents converges in probability in the sense of moments to the measure

dλ∞(z) =
ez(α̂+ R̂− 1)

(1− ez)2
1[log α̂

α̂+R̂
,log α̂+1

α̂+R̂+1
]dz.

For the height function
HN (t) := #{λNi ≤ t},

the rescaled recentered height function M1/2(HN (t) − E[HN (t)]) converges in the sense of moments to the
Gaussian white noise on [log α̂

α̂+R̂
, log α̂+1

α̂+R̂+1
].

Proof. By Theorem 2.14, Lemma 2.7, and Theorem 4.6, dλN converges in probability to the measure with
moments

lim
N→∞

1

N
E[pk(λN )] =

˛
log(u/(u− 1))

[
log

α̂+ u

α̂+ R̂+ u

]k
du

2πi

=

ˆ 1

0

[
log

α̂+ u

α̂+ R̂+ u

]k
du

=

ˆ log α̂+1

α̂+R̂+1

log α̂
α̂+R̂

zk
ez(α̂+ R̂− 1)

(1− ez)2
dz,

so the law of large numbers follows because dλ∞ is compactly supported.
For the central limit theorem, we see as in the proof of Theorem 4.14 that

Hk := M1/2

ˆ log α̂+1

α̂+R̂+1

log α̂
α̂+R̂

(HN (t)− E[HN (t)])tkdt

are asymptotically Gaussian with covariance

lim
N→∞

Cov(Hk, Hl) =

˛
log(u/(u− 1))

[
log

α̂+ u

α̂+ R̂+ u

]k+l
R̂

(α̂+ u)(α̂+ R̂+ u)

du

2πi

=

ˆ 1

0

[
log

α̂+ u

α̂+ R̂+ u

]k+l
R̂

(α̂+ u)(α̂+ R̂+ u)
du

=

ˆ log α̂+1

α̂+R̂+1

log α̂
α̂+R̂

tk+ldt

by Theorem 2.15, Lemma 2.7, and Theorem 4.6. �

Theorem 4.17. If Xi
N = (GiN )∗GiN with GiN from the Ginibre ensemble with parameter L so that L/N =

γ+O(N−1) for γ > 1, then as M,N →∞, the empirical measure dλN of the Lyapunov exponents converges
in probability in the sense of moments to the measure

dλ∞(z) = ez1[log(γ−1),log γ]dz.

For the height function HN (t) := #{λNi ≤ t}, the rescaled recentered height function M1/2(HN (t) −
E[HN (t)]) converges in the sense of moments to the Gaussian white noise on [log(γ − 1), log γ].

Proof. By Theorem 2.14, Lemma 2.7, and Theorem 4.7, dλN converges in probability to the measure with
moments

lim
N→∞

1

N
E[pk(λN )] =

˛
log(u/(u− 1))[log(u+ γ − 1)]k

du

2πi

=

ˆ 1

0

[log(u+ γ − 1)]kdu

=

ˆ log γ

log(γ−1)

zkezdz,
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which implies the desired because dλ∞ is compactly supported.
For the central limit theorem, as in the proof of Theorem 4.14, we see that

Hk := M1/2

ˆ log γ

log(γ−1)

(
HN (t)− E[HN (t)]

)
tkdt

are asymptotically Gaussian with covariance

lim
N→∞

Cov(Hk, Hl) =

˛
log(u/(u− 1))[log(u+ γ − 1)]k+l 1

u+ γ − 1

du

2πi

=

ˆ 1

0

[log(u+ γ − 1)]k+l 1

u+ γ − 1
du

=

ˆ log γ

log(γ−1)

tk+ldt

by Theorem 2.15, Lemma 2.7, and Theorem 4.7. �

Remark. While Theorem 4.17 does not apply to the case γ = 1, we extrapolate the results to this case to
compare to the literature. We see that the law of large numbers in Theorem 4.17 agrees with the triangular
law on the exponentials of the Lyapunov exponents shown in [IN92]. For the central limit theorem, in
[ABK14] and [For15], it was shown for the M -fold product of N × N Ginibre matrices with finite N and
large M , it was shown that the ith Lyapunov exponent satisfies

λNi =
(

Ψ(N − i+ 1)− logN
)

+M−1/2Xi +O(M−1),

where Xi ∼ N (0,Ψ′(N − i + 1)) and Ψ(x) = Γ′(x)
Γ(x) is the digamma function. We will take the formal limit

as M,N →∞. For compactly supported smooth functions f1, f2 on (−∞, 0], we apply the expansion

fj(λ
N
i ) = fj

(
Ψ(N − i+ 1)− logN

)
+M−1/2Xif

′
j

(
Ψ(N − i+ 1)− logN

)
+O(M−1)

to find that

MCov
( N∑

i=1

f1(λNi ),
N∑

j=1

f2(λNj )
)

=
N∑

i,j=1

f ′1

(
Ψ(N − i+ 1)− logN

)
f ′2

(
Ψ(N − j + 1)− logN

)
Cov(Xi, Xj) +O(M−1/2)

=
N∑

i=1

f ′1

(
Ψ(N − i+ 1)− logN

)
f ′2

(
Ψ(N − i+ 1)− logN

)
Ψ′(N − i+ 1) +O(M−1/2).

Recalling the expansion Ψ(x) = log(x)− 1
2x +O(x−2), as N →∞ we have the expansions

Ψ(N − tN + 1)− logN = log(1− t) +O(N−1)

Ψ′(N − tN + 1) = N−1 1

1− t +O(N−1).

This yields

MCov
( N∑

i=1

f1(λNi ),
N∑

j=1

f2(λNj )
)

=

ˆ 1

0

f ′1(log(1− t))f ′2(log(1− t)) 1

1− tdt+O(N−1 +M−1)

=

ˆ 0

−∞
f ′1(x)f ′2(x)dx+O(N−1 +M−1),

which suggests formally that the height function at γ = 1 converges to white noise on (−∞, 0]. This heuristic
computation coincides with the extrapolation of Theorem 4.17 to γ = 1.
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5. A 2-D Gaussian field from products of random matrices

5.1. Statement of the result. Suppose that Y 1
N , . . . , Y

M
N are N × N random matrices which are right

unitarily invariant, and let Xi
N := (Y iN )∗(Y iN ). In the setting where M → ∞ and N → ∞, we study the

joint distribution of the Lyapunov exponents of

XN,α := (Y 1
N · · ·Y bαMcN )∗(Y 1

N · · ·Y bαMcN ) for α ∈ (0, 1).

Define the Lyapunov exponents and empirical measure for XN,α by

λN,αi :=
1

M
log µαi and dλN,α :=

1

N

N∑

i=1

δλN,αi
,

where µα1 ≥ · · · ≥ µαN are the eigenvalues of XN,α. Define the height function by

HN (t, α) := #{λN,αi ≤ t}.
In Theorem 5.1, whose proof is given in Section 5.3, we show that HN (t, α) has a limit shape with fluctuations
forming a two-dimensional Gaussian field.

Theorem 5.1. If each Xi
N has deterministic spectrum satisfying Assumption 3.3 for a compactly supported

non-atomic measure dρ, then as M,N →∞, the log-spectral measure dλN,α converges in probability in the
sense of moments to

dλ∞,α :=
−α−1e−α

−1z

S′ρ̃(S
−1
ρ̃ (e−α−1z))

1[−α log Sρ̃(−1),−α log Sρ̃(0)]dz.

The rescaled centered height function M1/2(HN (t, α) − E[HN (t, α)]) converges in the sense of moments to
the Gaussian random field on

D := {(t, α) | t ∈ [−α logSρ̃(−1),−α logSρ̃(0)]}
with covariance

K(t, α; s, β) = α−1H
(
S−1
ρ̃ (e−α

−1t) + 1, S−1
ρ̃ (e−β

−1s) + 1
) e−α

−1te−β
−1s

S′ρ̃(S
−1
ρ̃ (e−α−1t))S′ρ̃(S

−1
ρ̃ (e−β−1s))

+ α−1δ(α−1t− β−1s)

H(u,w) =
1

M ′ρ̃(M
−1
ρ̃ (u− 1))M ′ρ̃(M

−1
ρ̃ (w − 1))(M−1

ρ̃ (u− 1)−M−1
ρ̃ (w − 1))2

− 1

(u− w)2
.

for 0 < β ≤ α < 1.

Remark. We recall that the distribution δ(α−1t − β−1s) is defined so that for any continuous function
f(t, s) on R2 we have ˆ ∞

−∞

ˆ ∞
−∞

f(t, s)δ(α−1t− β−1s)dtds = αβ

ˆ ∞
−∞

f(αr, βr)dr.

Remark. Making the change of variables t̃ = α−1t and s̃ = β−1s, we find that the α−1δ(α−1t − β−1s)

piece of K(t, α; s, β) becomes βδ(t̃ − s̃), meaning that the slice of the Gaussian field in Theorem 5.1 along
Dt := {(tα, α) ∈ D} is a standard Brownian motion indexed by α.

5.2. Multilevel LLN and CLT via multivariate Bessel generating functions. Our proof of Theorem
5.1 is based on a generalization of Theorems 2.14 and 2.15 to measures whose multivariate Bessel generating
functions are related. Let χN be N -tuples such that

1

N

N∑

i=1

δχN,i/N → dχ

for some compactly supported measure dχ. Suppose that we have χN -smooth measures dλ̃1
N , . . . , dλ̃

M
N , with

corresponding multivariate Bessel generating functions ψ1
χ,N (s), . . . , ψMχ,N (s) with respect to χN . Let dλiN

be the pushfoward of dλ̃iN under the map λ 7→ 1
M λ. We assume the following condition on these measures.
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Assumption 5.2. There exists a χN -smooth measure dσN with corresponding multivariate Bessel generat-
ing function φχ,N (s) so that

ψiχ,N (s) = φχ,N (s)i for i = 1, . . . ,M.

Under this assumption, we have the following two-dimensional LLN and CLT.

Theorem 5.3. If Assumption 5.2 holds with dσN being LLN-appropriate for χN , then for any 0 < α < 1,

if xα is distributed according to dλ
bαMc
N , in probability we have

lim
N→∞

1

N
pk(xα) = lim

N→∞

1

N
E[pk(xbαMc)] = pαk := αk

˛
Ξ(u)Ψ(u)k

du

2πi
,

where the u-contour encloses Vχ and lies within U . In addition, the random measures 1
N

∑N
i=1 δxαi converge

in probability to a deterministic compactly supported measure dµα with
´
xkdµα(x) = pαk .

Proof. This follows from Theorem 2.14 after correcting for a difference in scaling. �

Theorem 5.4. If Assumption 5.2 holds with dσN being CLT-appropriate for χN , then if {xα ∈ RN | xα1 ≥
· · · ≥ xαN} is distributed according to dλ

bαMc
N , the collection of random variables

{M1/2(pk(xα)− E[pk(xα)])}k∈N,α∈(0,1)

converges in probability to a Gaussian variable with covariance

lim
N→∞

Cov
(
M1/2pk(xα),M1/2pl(x

β)
)

= kl αk−1βl
˛ ˛

Ξ(u)Ξ(w)Ψ(u)k−1Ψ(w)l−1Λ(u,w)
du

2πi

dw

2πi

+ klαk−1βl
˛

Ξ(u)Ψ(u)k+l−2Ψ′(u)
du

2πi

for 1 > α ≥ β > 0, where the u and w-contours enclose Vχ and lie within U , and the u-contour is contained
inside the w-contour.

Proof. The proof is parallel to that of Theorem 2.15. We therefore describe the necessary modifications. Fix
1 > αl > · · · > α1 > 0, rt ≥ 1, and {kts}1≤t≤l,1≤s≤rt . Let βi := αi − αi−1, where we use the convention
α0 ≡ 0. Notice that

E

[
l∏

t=1

rt∏

s=1

pkts

(
xαt
)]

is given by the evaluation at s = χN of the quantity

φχ,N (s)M−bαlMcDkl1
· · ·Dklrl

φχ,N (s)bαlMc−bαl−1Mc · · ·Dk11
· · ·Dk1r1

φχ,N (s)bα1Mc

φχ,N (s)M

=
Dkl1
· · ·Dklrl

φχ,N (s)bαlMc
φχ,N (s)bαlMc

Dkl−1
1
· · ·Dkl−1

rl−1

φχ,N (s)bαl−1Mc
φχ,N (s)bαl−1Mc · · ·

Dk11
· · ·Dk1r1

φχ,N (s)bα1Mc
φχ,N (s)bα1Mc.

As in Section 2.4, we may expand this quantity into the sum of terms associated with forests on the vertex
set {(t, s)}. The coefficients of this linear combination are independent of N and are monomials in M and
βi whose exponent in M is at most −WL, where WL is the LLN weight of the term. Using (2.19) as in the
proof of Theorem 2.15, the exponent of M in each term with non-zero coefficient to an nth mixed cumulant
is at most 1 − n. For n ≥ 3, this shows that any nth cumulant is the sum of finitely many terms, which of
which are of order at most O(N1−nM1−n/2) = o(1), as needed.

It remains to compute the covariance; it is given by modifying (2.20) in the proof of Theorem 2.15 to

Cov
(
M1/2pk(xα),M1/2pl(x

β)
)

= M−k−l+1

˛ ˛ (
Ξ(u) +MαΨ(u)

)k

(
Ξ(w) +MβΨ(w)

)l( 1

(u− w)2
+MβΛ(w, u)

) dw
2πi

du

2πi
+O(N−1),
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where the u and w-contours enclose Vχ and lie within U , the u-contour is contained inside the w-contour,
and we add a prefactor to Ψ(u), Ψ(w), and Λ(w, u) to reflect which differential operator in

Dk

φχ,N (s)bαMc
φχ,N (s)bαMc

Dl

φχ,N (s)bβMc
φχ,N (s)bβMc

each term originates from. Extracting the leading order term in M as in the proof of Theorem 2.15 yields
the desired. �

5.3. Proof of Theorem 5.1. First, for the law of large numbers, we see by Theorem 4.5, Lemma 2.7, and
Theorem 5.3 that for 0 < α < 1, the rescaled log-spectral measure of XN,α converges in probability in the
sense of moments to the measure with moments

lim
N→∞

1

N
E[pk(λ

bαMc
N )] = αk

˛
log(u/(u− 1))[− logSρ̃(u− 1)]k

du

2πi

=

ˆ 1

0

[−α logSρ̃(u− 1)]kdu

=

ˆ −α log Sρ̃(0)

−α log Sρ̃(−1)

zk
−α−1e−α

−1z

S′ρ̃(S
−1
ρ̃ (e−α−1z))

dz,

where the final change of variables is legal because dρ is not a single atom, hence Sρ̃(z) is decreasing on
[−1, 0] by [HL00, Theorem 4.4]. Because this measure is compactly supported, convergence of moments
implies convergence of random measures, and we see that

lim
N→∞

dλN,α =
−α−1e−α

−1z

S′ρ̃(S
−1
ρ̃ (e−α−1z))

1[−α log Sρ̃(−1),−α log Sρ̃(0)]dz.

For the central limit theorem, we see that

ˆ −α log Sρ̃(0)

−α log Sρ̃(−1)

HN (t, α)tkdt =
N [−α logSρ̃(0)]k+1

k + 1
−
ˆ −α log Sρ̃(0)

−α log Sρ̃(−1)

H′N (t, α)
tk+1

k + 1
dt

=
N [−α logSρ̃(0)]k+1

k + 1
− pk+1(λ

bαMc
N )

k + 1
.

By Theorem 4.5, Lemma 2.7, and Theorem 5.4, this implies that the quantities

Hk,α := M1/2
(
pk(λ

bαMc
N )− E[pk(λ

bαMc
N )]

)

are jointly Gaussian with covariance

lim
N→∞

Cov(Hk,α, Hl,β)

= αkβl+1

˛ ˛
log(u/(u− 1)) log(w/(w − 1))[− logSρ̃(u− 1)]k[− logSρ̃(w − 1)]lF (1,1)(u,w)

du

2πi

dw

2πi

+ αkβl+1

˛
log(u/(u− 1))[− logSρ̃(u− 1)]k+l

[
−
S′ρ̃(u− 1)

Sρ̃(u− 1)

]
du

2πi

= β

ˆ 1

0

ˆ 1

0

[−α logSρ̃(u− 1)]k[−β logSρ̃(w − 1)]lF (1,1)(u,w)dudw

− β
ˆ 1

0

[−α logSρ̃(u− 1)]k[−β logSρ̃(u− 1)]l
S′ρ̃(u− 1)

Sρ̃(u− 1)
du

=

ˆ −α log Sρ̃(0)

−α log Sρ̃(−1)

ˆ −β log Sρ̃(0)

−β log Sρ̃(−1)

tkslK(t, α; s, β)dtds
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for 0 < β ≤ α < 1 and

K(t, α; s, β) = α−1H
(
S−1
ρ̃ (e−α

−1t) + 1, S−1
ρ̃ (e−β

−1s) + 1
) e−α

−1te−β
−1s

S′ρ̃(S
−1
ρ̃ (e−α−1t))S′ρ̃(S

−1
ρ̃ (e−β−1s))

+ α−1δ(α−1t− β−1s)

H(u,w) =
1

M ′ρ̃(M
−1
ρ̃ (u− 1))M ′ρ̃(M

−1
ρ̃ (w − 1))(M−1

ρ̃ (u− 1)−M−1
ρ̃ (w − 1))2

− 1

(u− w)2
.

Appendix A. Fluctuations of sums of random matrices

In this appendix, we compute the distribution of fluctuations of sums of unitarily invariant random
matrices. Let AiN = UiAU

∗
i with Ui a N ×N i.i.d. Haar unitary matrix and A diagonal with real spectrum

µN , and define

XN,M := A1
N + · · ·+AMN .

Proposition A.1. As M →∞, we have the convergence in distribution

1√
M

(
XN,M − E[XN,M ]

)
d

=⇒ Y N

where Y N is a centered Hermitian Gaussian random matrix with covariance

Cov(Y Nij , Y
N
i′j′) := E[Y Nij Y

N
i′j′ ] =





∆
N+1 i = j = i′ = j′

− ∆
(N−1)(N+1) i = j, i′ = j′, i 6= i′

N
(N−1)(N+1)∆ i 6= j, i = j′, j = i′

0 otherwise

,

where ∆ = 1
N

∑N
i=1(µNi )2 −

(
1
N

∑N
i=1 µ

N
i

)2

.

Proof. By the ordinary central limit theorem, it suffices to check that the matrix elements of M = UAU∗

with U Haar unitary have the desired covariance. We have that

Mij =
N∑

k=1

uikµ
N
k ujk,

which implies that

Cov
(
Mij ,Mi′j′

)
=

N∑

k,k′=1

Cov(uikujk, ui′k′uj′k′)µ
N
k µ

N
k′

Cov
(
Mij ,M i′j′

)
=

N∑

k,k′=1

Cov(uikujk, uj′k′ui′k′)µ
N
k µ

N
k′ .

By [CM08, Lemma 14], we have that

E[uikujk] = δij
1

N

E[uikui′k′ujkuj′k′ ] =
1

(N − 1)(N + 1)
[δijδi′j′ + δij′δi′jδkk′ ]−

1

(N − 1)N(N + 1)
[δijδi′j′δkk′ + δij′δi′j ].

Computing using these formulas yields the desired form of the covariance. �

Remark. The matrix Y N has the law of
√

N

(N − 1)(N + 1)
∆ ·
(
XN −

1

N
Tr(XN ) · IdN

)
,

where XN is distributed as GUEN .
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Appendix B. Multivariate Bessel generating functions and the Cholesky decomposition

Let Y be a N×N random matrix which is invariant under right multiplication by UN , and let X = Y ∗Y be
the resulting Hermitian positive-definite random matrix. If Y = UR with U unitary and R upper triangular
is the QR decomposition of Y , then X = R∗R is the Cholesky decomposition of X. The following result
gives a geometric interpretation of the diagonal entries of R.

Lemma B.1. If Bk ⊂ CN is a random complex k-dimensional unit ball and Bk−1 ⊂ Bk is a random
(k − 1)-dimensional unit ball, then

Rkk
d
=

vol(Y (Bk))

vol(Y (Bk−1))
· vol(Bk−1)

vol(Bk)
.

Proof. Choose a nested sequence of random complex unit balls B1 ⊂ · · · ⊂ Bk ⊂ CN of increasing dimension.
Notice that (

vol(Y (B1))

vol(B1)
, . . . ,

vol(Y (Bk))

vol(Bk)

)
d
=
(
|Y u1|, . . . , |Y u1 ∧ · · · ∧ Y uk|

)
,

where u1, . . . , uk are the first k columns of a Haar unitary matrix. Because Y is right unitarily invariant, we

notice that (Y u1, . . . , Y uk)
d
= (y1, . . . , yk), where y1, . . . , yk are the first k columns of Y . By the interpretation

of QR-decomposition as Gram-Schmidt orthogonalization, we obtain that
(
|Y u1|, . . . , |Y u1 ∧ · · · ∧ Y uk|

)
d
=
(
R11, . . . , R11 · · ·Rkk

)
,

which implies the desired. �

From Lemma B.1, we may see that the law of the diagonal entries of the Cholesky decomposition is
multiplicative over products of random matrices.

Proposition B.2. Let Y 1 = U1R1 and Y 2 = U2R2 be the QR decompositions of independent right
unitarily-invariant matrices, and let Y 3 = Y 1Y 2 = U3R3 be the QR decomposition of their product. We
have the equality in law

R3
kk

d
= R1

kk ·R2
kk.

Proof. Let Bk be a random k-dimensional complex ball and Bk−1 ⊂ Bk a random (k − 1)-dimensional ball.
Because Y 1 is right invariant, we have that

R3
kk

d
=

vol(Y 1Y 2(Bk))

vol(Y 1Y 2(Bk−1))
· vol(Bk−1)

vol(Bk)
=

[
vol(Y 2(Bk))

vol(Y 2(Bk−1))
· vol(Bk−1)

vol(Bk)

]
·
[

vol(Y 1(B′k))

vol(Y 1(B′k−1))
· vol(Bk−1)

vol(Bk)

]
,

where B′k and B′k−1 are independent copies of Bk and Bk−1. Applying Lemma B.1 completes the proof. �

We now give an interpretation of the multivariate Bessel generating function φX(s) in terms of this
Cholesky decomposition which is similar to [KK16b, Lemma 5.3]. Together with Proposition B.2, this gives
an independent geometric proof of Lemma 4.2.

Proposition B.3. If X is a Hermitian positive-definite unitarily-invariant random matrix with smooth
log-spectral measure dµ, then

φX(s) = E

[
N∏

k=1

R
2(sk−ρk)
kk

]
,

where X = R∗R is the Cholesky decomposition of X.

Proof. By the HCIZ integral of [HC57a, HC57b, IZ80], we have

B(s, x)

B(ρ, x)
=

∆(ρ) det(esixj )

∆(s)∆(ex)
=

∆(x)

∆(ex)

ˆ
eTr[SUdiag(x)U∗]dHaarU ,

where S is the diagonal matrix with diagonal entries (s1, . . . , sN ). Denote now by Ox the (coadjoint) orbit
of the conjugation action of UN on diag(x1, . . . , xN ) and by dωx the pushforward of dHaarU to Ox under
the map U 7→ Udiag(x)U∗. Define the Gelfand-Tsetlin polytope GTx by

GTx := {yki , 1 ≤ i ≤ k, 1 ≤ k ≤ N | y1 ≺ · · · ≺ yN = x},
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where yk ≺ yk+1 means that yk+1
i+1 ≤ yki ≤ yk+1

i and define the map GT : Ox → GTx by

GT(Y ) := (eig(Yk))1≤k≤N−1,

where Yk denotes the principal k × k submatrix of Y . By [Bar01, Lemma 1.12 and Proposition 4.7] and
[GN50], we have that

GT∗(dωx) = 1y1≺···≺yN=x
(N − 1)! · · · 1!

∆(x)

N−1∏

k=1

k∏

i=1

dyki .

Applying this twice and applying the change of variables zki = ey
k
i implies that

B(s, x)

B(ρ, x)
=

(N − 1)! · · · 1!

∆(ex)

ˆ
y1≺···≺yN=x

e
∑N
k=1(sk−sk+1)

∑k
i=1 y

k
i

N∏

k=1

k∏

i=1

dyki

=
(N − 1)! · · · 1!

∆(ex)
e
∑N
i=1 xi

ˆ
z1≺···≺zN=ex

N∏

k=1

( k∏

i=1

zki

)sk−sk+1−1 N∏

k=1

k∏

i=1

dzki

= e
∑N
i=1 xi

ˆ N∏

k=1

det((UexU∗)k)sk−sk+1−1dHaarU ,

where we adopt the convention that sN+1 ≡ 0. Now, for UexU∗ = R∗R ∈ Oex , we see that det((UexU∗)k) =

det(Rk)2 =
∏k
i=1R

2
ii, so rearranging the previous equation we conclude that

B(s, x)

B(ρ, x)
=

ˆ N∏

k=1

R
2(sk−ρk)
kk dHaarU .

Therefore, if dµN is the log-spectral measure of X, we see that

φX(s) =

ˆ B(s, x)

B(ρ, x)
dµ(x) =

ˆ ˆ N∏

k=1

R
2(sk−ρk)
kk dHaarUdµ(x) = E

[
N∏

k=1

R
2(sk−ρk)
kk

]
,

where R∗R = X is the Cholesky decomposition of X. �

We now combine Proposition B.3 with Theorem 4.5 to obtain a geometric interpretation of the S-
transform. Let dλ be a compactly supported measure on (0,∞), and for a fixed compact set I ⊃ supp dλ,
let λN ∈ {x ∈ IN | x1 ≥ · · · ≥ xN > 0} be a sequence such that we have the weak convergence of measures

1

N

N∑

i=1

δλN → dλ.

Corollary B.4. Let XN be the N × N unitarily invariant Hermitian random matrix with spectrum λN .
For t ∈ [0, 1], the log-S-transform of the measure dλ is given by

− logSdλ(t− 1) = lim
N→∞

E
[
2 logRbtNc,btNc

]
,

where XN = R∗R is the Cholesky decomposition of XN .

Proof. First, by Proposition B.3, we find that

∂sk log φXN (ρ) = ∂skφXN (ρ) =

ˆ
∂sk

[
N∏

k=1

R
2(sk−ρk)
kk

]∣∣∣∣∣
s=ρ

dHaarU =

ˆ
2 logRkk dHaarU ,

where XN = R∗R is the Cholesky decomposition. Applying Theorem 4.5, we have uniformly in k ∈
{1, . . . , N} that

lim
N→∞

∣∣∣∣
ˆ

2 logRkkdHaarU + logSdλ(k/N − 1)

∣∣∣∣ = 0,

from which the conclusion follows by continuity of the S-transform on [−1, 0]. �
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