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Abstract

Narrative sensemaking is a fundamental process to understand sequential information. Narrative maps are a
visual representation framework that can aid analysts in their narrative sensemaking process. Narrative
maps allow analysts to understand the big picture of a narrative, uncover new relationships between
events, and model the connection between storylines. We seek to understand how analysts create and use
narrative maps in order to obtain design guidelines for an interactive visualization tool for narrative maps
that can aid analysts in narrative sensemaking. We perform two experiments with a data set of news arti-
cles. The insights extracted from our studies can be used to design narrative maps, extraction algorithms,
and visual analytics tools to support the narrative sensemaking process. The contributions of this paper
are three-fold: (1) an analysis of how analysts construct narrative maps; (2) a user evaluation of specific
narrative map features; and (3) design guidelines for narrative maps. Our findings suggest ways for
designing narrative maps and extraction algorithms, as well as providing insights toward useful interac-
tions. We discuss these insights and design guidelines and reflect on the potential challenges involved. As
key highlights, we find that narrative maps should avoid redundant connections that can be inferred by
using the transitive property of event connections, reducing the overall complexity of the map. Moreover,
narrative maps should use multiple types of cognitive connections between events such as topical and
causal connections, as this emulates the strategies that analysts use in the narrative sensemaking
process.
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Introduction Storytelling in general is an accepted metaphor
used in visual analytics and analytical reasoning.””®
However, unlike general visual storytelling, our work
focuses specifically on visualizing textual narratives,
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such as those created by news. In this context, narra-
tives provide a way to understand the information
landscape, a key part of several narrative sensemaking
tasks.'® Example narrative sensemaking tasks range
from a journalistic analysis of news narratives,'' where
the goal might be to understand the big picture, to
intelligence analysis,'?> where the goal is to uncover
hidden or implicit relations between events.

To aid analysts with sensemaking tasks, scholars
have created visual analytics software, which allow
analysts to process and understand greater quantities
of data and information.'” These tools focus on differ-
ent par of the sensemaking loop.'* For example, while
some tools focus on the foraging loop,'” others focus
on the synthesis loop'® to generate hypotheses.
However, there is still a lack of support toward build-
ing tools that use narrative representations to aid in
narrative sensemaking tasks, such as connecting
events, extracting storylines, and constructing
narratives. '’

In this work, we focus on a specific type of graph-
based visual narrative representation — narrative
maps.'° Narrative maps are a specific type of a narra-
tive graph representation that uses events as its repre-
sentational basic unit. provide a generic foundation to
encode different types of narratives extracted from
data, requiring only the existence of a total ordering
(e.g., in the form of timestamps) and text representa-
tion of the event (e.g. a news headline). Narrative
maps are a useful visualization framework to under-
stand the information landscape. As a sensemaking
tool, narrative maps have applications in intelligence
analysis, misinformation modeling, and computational
journalism.'® In particular, they offer a way to keep
track of the big picture of a narrative in the context of
the ever-increasing problem of information over-
load.'”'® Moreover, they allow for uncovering con-
nections between events in the narrative, which helps
analysts connect the dots and understand events as
well as their context. Furthermore, narrative maps
could be used to explore how narratives and counter-
narratives emerge over time, thus providing a way to
model how misinformation spreads.'°

However, from a visualization standpoint, the opti-
mal design of narrative maps for the sensemaking pro-
cess remains unexplored. We attempt to remedy this
gap by defining a series of design guidelines for narrative
maps. In particular, we explore how analysts create,
structure, and use narrative maps to determine the
characteristics of good narrative maps. Through our
exploration, we develop design guidelines that provide
the basis for the creation of an interactive visualization
toolkit for narrative maps; this toolkit can aid analysts
in their narrative sensemaking process. Thus, the con-
tributions of our paper are the following: (1) an

analysis of how analysts construct narrative maps,
including the types of cognitive connections and struc-
tures; (2) a user evaluation of specific narrative map
features, namely size and transitivity; (3) a series of
design guidelines for narrative maps and extraction
algorithms.

Finally, the overarching goal in this work is to
improve the design of narrative maps and their associ-
ated extraction algorithms.!® Narrative maps made
heavy use of narrative theory in their inception, but its
original design did not include analyst feedback in the
context of the narrative sensemaking process. Thus,
the main findings and design guidelines proposed in
this article provide empirical scaffolding in the context
of sensemaking that can be used to improve the design
of narrative maps and their associated extraction
algorithms.

The rest of this article is organized as follows. First,
we present a motivating example about narrative maps,
which leads to the two research questions explored in
this work. Afterward, we discuss related work on narra-
tive visualization, extraction, and representation, as
well as previous work studying cognitive strategies in
the sensemaking process. Then, we present our empiri-
cal study on narrative map construction for sensemak-
ing (RQ1), showcasing the different strategies used by
analysts. Then, we discuss the specific effects of using
connections that can be induced by transitivity and the
size of the map through a user evaluation (RQ2).
Using both results, we present a series of design guide-
lines. Next, we present an in-depth discussion of our
results and their implications to the sensemaking pro-
cess. Finally, we present the conclusions of our work.

Narrative maps
Motivating example

To show how narrative maps work, consider the narra-
tive surrounding the Coronavirus outbreak at the start
of 2020 using real data extracted from news articles.
Bob, an analyst working in investigative journalism,
wants to explore how the start of the outbreak led to
the US travel restrictions. Moreover, he is interested
in exploring other outcomes of the outbreak during
this time. These two tasks are examples of narrative
sensemaking. In particular, finding out how two events
are connected is a directed task, because the analysis is
focused on understanding the connection between the
two events. In contrast, exploring all the outcomes of
the outbreak is an open-ended task, as it does not focus
on any particular outcome, leaving the analyst with
more room to explore the branching system of stories.
Thus, Bob decides to use a narrative map with a data
set of articles on the Coronavirus outbreak from the
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top five news sources at the time. We will show how
these two questions can be answered using a narrative
map.

In general, narrative maps can be used to answer
the directed and open-ended tasks.!® That is, their
main purpose is to aid analysts in connecting the dots
between events, such as those represented by news
articles or intelligence reports, and understanding the
different storylines that emerge from these events.
Thus, narrative maps provide a generic sensemaking
framework for analysts. In particular, intelligence ana-
lysts could also use it as a graphical representation of
their mental model, similar to other narrative-based
models.*%°

In this context, Bob selects two points of interest
based on his tasks: a starting and ending point for the
narrative. In particular, he starts the narrative with the
mysterious pneumonia outbreaks in Wuhan at the start
of the month and ends it with the US imposing travel
restrictions. The extraction algorithm selects a coher-
ent subset of these articles to build a visual representa-
tion of the underlying narrative. We show the output
visualization in Figure 1.

After extracting the narrative, we find the main
storyline — the most coherent path in the graph — which
we represent with dashed blue edges. Next, we find the
important events — a set of representative events from
each storyline — which we highlight with green nodes.
These events give us an overview of the side storylines
of the narrative and focus on issues not covered by the
main storyline.

To complete the directed task, Bob looks at the
main storyline, which begins with the mysterious out-
break. Based on the main story of the narrative, Bob is
able to identify the core causes of imposing travel
restrictions: rising cases and deaths, medical supply
issues, and asymptomatic spread.

To complete the open-ended task, Bob looks at the
side storylines. In particular, he focuses on the
zoomed-in section of the map. This area shows some
key side storylines. Bob is able to identify three impor-
tant outcomes from the narrative map: lockdowns,
social impacts, and economic impacts.

Research Questions

The motivating example shows how an analyst could
apply a narrative map to extract important information
from the data. Studying the narrative map allowed the
analyst to answer the questions defined by the directed
and open-ended tasks. Having shown this narrative
map example, we now present our research questions.
As mentioned previously, our goal is to determine the
characteristics of a good narrative map. We do this by
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Figure 1. Example of a Narrative Map showing the COVID-19
narrative in January 2020 from news articles. The highlighted
panel shows some important outcomes of the outbreak
(lockdown in China, social effects, and economic effects).

understanding how analysts construct narrative maps,
as this gives us an insight into the structures and types
of connections they would use, and we also explore
how specific characteristics affect the utility of narra-
tive maps from a consumer perspective. Thus, we
sought to answer the following research questions:

e RQ1: How do analysts manually construct
narrative maps? We focus on the strategies, cog-
nitive connections, and structures used during the
construction process of the narrative map.

¢ RQ2: How do map size and transitivity affect
the utility or effectiveness of the map? We
explore the effects of different combinations of
map size — as defined by the length of the main
story — and transitivity — whether we should allow
redundant connections that can be induced by
transitivity or not.
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Figure 2 shows an overview of the experiments and
research questions, which provides an overview of our
experiments. We note that each of these research ques-
tions is also associated with a different type of user of
narrative maps, while RQ1 is focused on users who
create the maps, RQ2 is focused on users who only
consume the maps without creating them. These users
might have different needs, for example, map creators
might want tools that make it easier to find new con-
nections, and map consumers might prefer having
additional interactivity to navigate the map. However,
in both use cases, the narrative maps aid analysts in
the connecting the dots task.

Related work

First, we note that this work is an extended version of
a short paper in a visualization conference.?' The orig-
inal version included partial results and a more super-
ficial analysis of our results for RQI1, focusing on
connections types, construction strategies, and graph
and layout properties. This extended version includes
new insights on RQ1, such as event selection and
additional features and suggestions proposed by the
analysts. Furthermore, this version includes RQ2,
which did not exist in the original publication. Finally,
this version also includes a series of design guidelines
for narrative maps and an in-depth discussion of our
results.

In the rest of this section, we discuss the existing lit-
erature in the field of narrative visualization. In partic-
ular, we give a brief introduction to the intersection of
narratives and visualization. Then, we discuss narrative
extraction and representation methods. Finally, we dis-
cuss works that model cognitive strategies in the sense-
making process.

Narratives and visualization

Narratives are systems of stories interrelated with
coherent themes.! These stories can be told in differ-
ent ways, leading to a distinction between the story
itself and how it is represented. Narrative studies
attempt to understand the relationships between the
underlying stories and their representations.??? In the
context of information visualization, we explore how
information narratives and storylines can be visualized.
Storytelling and narratives are common metaphors in
visual analytics.”® In general, scholars have studied
how arranging visualizations as story sequences can be
used to aid sensemaking.?>** Other works focused on
narrative visualization for news usually focus on aug-
menting data visualization techniques (e.g. charts)
with contextual information (e.g. relevant articles asso-
ciated with data points in the chart).?>*° However, in
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Figure 2. Overview of the experiments. The map
construction experiment was used to answer RQ1. The
user evaluation for size and transitivity was used to
answer RQ2.

our application context, we are interested in extracting
and representing narratives taken directly from data
sets of text documents, rather than augmenting
numerical (or other non-text types of data) visualiza-
tions with contextual information or using sequences
of visualizations to represent a story. Thus, not all of
the visual storytelling concepts apply to our work, as
they are designed for other types of visualizations in
mind. Nevertheless, the visual storytelling framework
provides a series of useful definitions’ as well as tech-
niques and design patterns® that could prove useful
toward our goal of designing better narrative maps.

There are multiple genres of narrative visualizations.
Narrative maps — and other graph-based narrative
structures — provide paths that the users can follow to
understand the story, similar to how flow charts work.
Thus, they fall into the flow chart genre of narrative
visualization, as defined by Segel et al.” Next, we con-
sider the concept of messaging’ in visual storytelling,
which refers to the use of text to provide explanations
and observations about the visualization. In terms of
messaging, narrative maps make heavy use of text, as
the events in the maps are described entirely by text
(e.g. the article’s headlines) and annotations can be
used to provide additional context for each part of the
map. Finally, we note that interactivity”® is another
important element of visual storytelling, however, for
the purposes of this paper, we did not consider interac-
tive narrative maps in the evaluation. The study of
interactivity in the context of narrative maps is left as
future work.

Narrative maps usually show multiple storylines
that can be visualized at the same time. Therefore,
according to the storytelling taxonomy of Tong et al.,®
narrative maps fall between the narrative visualization
for storytelling in parallel category or the narrative visua-
lization overview category. In this context, storytelling
systems enable users to detect patterns, structures, or
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relationships in data, which can help users confirm
hypotheses or gain additional knowledge about a spe-
cific topic.>?” We note that it would be possible to
construct a map as a single timeline, leading to linear
storytelling. However, this would be a pathological
case and not the typical use case of narrative maps.

Narrative extraction

Regardless of the underlying structure or representa-
tion used to model narratives, narrative extraction
algorithms usually rely on optimizing different criteria,
such as topical cohesion (whether connected events
focus on the same topic),?® coherence (how much
sense it makes to join two events),'® or coverage (the
proportion of the events covered by the narrative).?’
In this work, we use a narrative extraction algorithm
based on the criteria of coherence maximization
through linear programming.'® However, none of
these narrative extraction algorithms are backed by an
evaluation of how analysts construct narratives from
data. Thus, in order to create better extraction algo-
rithms, we seek to understand the narrative sensemak-
ing process of analysts.

Narrative representation

The core element of any narrative representation is an
event, which is the basic unit of narratives as all stories
are simply sequences of events in their most basic
form.? However, while most narrative representations
focus on the event level,'®'®3° other representations
do exist. One approach is to represent narratives in
terms of topics, that is, abstracting the narrative repre-
sentation away from particular events and instead
focusing on the overarching topics and how they relate
to one another.>’>> Some scholars have proposed
more fine-grained resolution levels as well, such as
individual named entities,>* the claims and attribu-
tions found in a news article,> and hybrid resolution
methods that would allow changing between levels in
an interactive way.>® For the purposes of this work, we
decided to focus on the event level, as this representa-
tion has strong theoretical foundations in narratology®
and they are the backbone of any narrative.>”>>®

There are three general approaches to structure nar-
rative representations: timelines,lg’zg’”’40 trees,z’o’41
and directed acyclic graphs (DAGs).!0:2%:30:42:43
Moreover, these structures can be composed of a sin-
gle connected structure'®?° or a series of disjoint and
parallel structures (e.g. story forests).>®**

The wunderlying representation of the narrative
guides the visual design. For example, timeline
approaches visually present the resulting narrative in a
linear fashion, and most do not require advanced

visualization techniques. In contrast. Structured
approaches using trees or DAGs, in contrast, need
more complex visualizations, such as information
metro maps®’ or story forests.’® Moreover, the differ-
ent structures present trade-offs in terms of expressive
power and complexity. For example, DAGs allow us
to show divergent and convergent substructures, while
trees only allow us to show divergent substructures.
However, we still do not have a systematic evaluation
of these different underlying structures. Thus, our
work seeks to bridge this gap by exploring which one
of these structures performs better in the context of
narrative sensemaking.

Cognitive strategies in the sensemaking
process

Previous research has explored how analysts make cog-
nitive connections between documents in the context
of intelligence analysis tasks. For example, Bradel
et al.*® studied how analysts structure information in
the context of intelligence analysis tasks, where they
found layouts based on linear structures with branch-
ing and web-like structures. Our study also shares
similarities with the work of Robinson,*” which focuses
on analyzing the strategies and organizational methods
used during collaborative synthesis, with the purpose
of proposing a series of design guidelines for collabora-
tive sensemaking systems.

Other similar work includes Andrews et al.,*®*°
who explore the workspace organization used by ana-
lysts in large displays to arrange documents, where
most strategies consisted of clustering, although some
analysts used timelines. In addition, Wenskovitch and
North®® study how analysts perform grouping and
dimensionality reduction, where strategies included
divide-and-conquer, incremental layouts, and bottom-
up construction. Our work follows a similar approach,
but focusing exclusively on the use of narrative maps
as a sensemaking tool, analyzing the different map
construction strategies and the underlying graph struc-
tures generated during the process.

Previous studies have also found that analysts use
strategies such as identifying co-occurrence relation-
ships and aggregating common elements,’’ using topi-
cal and temporal orderings for document clustering,
and evaluating content overlap and similarity for docu-
ment summarization.’*>> However, previous research
has not focused on specific narrative sensemaking
tasks. In narratives, there is an underlying temporal
ordering as well as a focus on cause-effect relation-
ships, which leads to a specific description of cognitive
connections and construction strategies for narrative
sensemaking.
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Finally, prior works have shown that graph-based
narrative representations'®>%*> are useful as a sense-
making tool. Thus, with the purpose of improving such
narrative representations and their associated extrac-
tion algorithms, we seek to understand how analysts
create such models from scratch by analyzing the nar-
rative mapping process and its strategies.

RQ1: Narrative map construction strategies

In this section, we focus on answering RQ1. We first
describe our user study. Then, we explain the event
selection criteria used by the participants. After that,
we study the types of cognitive connections used to
construct the map. Next, we describe the different
map construction strategies. Furthermore, we describe
the graph and layout properties of the narrative map.
Finally, we list some of the suggestions and features of
narrative maps discussed by the participants.
Throughout this process, we used open coding * to dis-
cover the different types of cognitive strategies and
analyze the results.

Study description

Data set. We used a data set comprised of 40 COVID-
19 news articles from January 2020 that cover the start
of the Coronavirus outbreak in all our experiments.
This data set is a subset of the COVID-19 archive data
used in previous works on narrative maps.'® The
events were carefully curated in order to have a suffi-
ciently small data set for our manual map construction
experiment while covering a series of different topics
and issues regarding the COVID-19 narrative. In par-
ticular, the articles cover topics such as the economic
consequences of the pandemic, the sociopolitical
effects in China, the worldwide response, and others.
As our data set was made up of breaking news, the
main event is usually described explicitly in the head-
lines.”® Thus, we focused on the headlines rather than
the full article. We also included the publication dates
and sources.

Task definitions. As in our motivational example, we
defined two tasks to explore how analysts constructed
narrative maps, a directed task that required partici-
pants to join two events and an open-ended task that
required participants to expand on the outcomes of an
initial event (see examples in Figure 3). In both tasks,
participants were given a list of events (i.e. nodes) and
asked to construct a narrative map by designing its
overall structure, layout, and specific connections. The
participants were also asked to label their main story-
line — the core events of the narrative — and their side

stories — stories relevant to the overall narrative but not
directly related to the main storyline. The focus of this
experiment was to glean insights on the construction
process, rather than comparing how the tasks them-
selves influence the construction. By considering two
tasks rather than a single one, we expected to gather
additional insights regarding the construction of narra-
tive maps.

The directed task required participants to construct
a narrative map to answer the following question:
“How did the Wuhan outbreak lead to the US travel
restrictions?”, which referred to two specific events in
the data set. This task is also known as “connecting
the dots” and it is a fundamental task in narrative sen-
semaking.'® Previous research has attempted to under-
stand how analysts perform this process*® and sought
to automate this process through algorithmic
approaches.'® Note that while users are allowed to cre-
ate side stories, the focus is on finding the connections
between the two events rather than on finding other
outcomes.

In contrast, the open-ended required participants
to construct a narrative map to answer the following
question: “What outcomes occurred as a result of the
Wiuhan outbreak?”. This task is a variation of the basic
“connect the dots” task?® that only provides the start-
ing event as a fixed point, requiring the participants to
explore the storylines that emerge because of this
event. The focus is on finding storylines and outcomes
in the narrative, rather than connecting two specific
events. We designed this task to allow participants
more degrees of freedom in their analysis, letting them
define what they consider to be an important out-
come. More specifically,

Both tasks required participants to label their story-
lines and to answer a follow-up question with their
map: “Whar are the key events (i.e. the most important
events or turming points)?”. All other instructions and
examples were the same for both tasks. The only dif-
ference being the basic question that guides the map
construction process.

Finally, we note that the tasks defined for this
experiment represent simplified and constrained ver-
sions of what analysts would do in a real-world setup.
In particular, they exclude the foraging loop from the
sensemaking process, as we provide a pre-selected and
curated data set. Moreover, they all use the same doc-
ument as a starting point. These constraints were
imposed in order to the make analysis simpler by elim-
inating the additional complexity and variables that
foraging and unguided analysis could create. Thus,
the created maps are easier to compare and analyze.
Regardless of these constraints, the tasks still provide
valuable insights into narrative sensemaking, and more
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Figure 3. Narrative map examples created by participants for the two tasks Directed Task (DT) and Open-ended Task
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ending event, emphasizing the focused nature of this task. In contrast, the OT map has a series of storylines that interact
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specifically into the synthesis loop of the sensemaking
process.

Evaluation procedure. We recruited 10 participants,
following a similar approach to the work of Bradel
et al.*® We assigned five participants to each task.
While splitting the participants into two tasks increases
variability, we expected to gather a wider range of con-
struction strategies by doing this. All participants were
advanced undergraduate students part of a national
security program and hence, had a background in
intelligence analysis. They also had previous knowl-
edge on the topic which they could leverage while con-
ducting the tasks. Prior knowledge ranged from
general knowledge about COVID-19 to stronger back-
grounds since some participants were ardent followers
of the pandemic news right from its start. Figure 3
shows examples of the maps created in each task.

To provide initial training and to avoid inducing
biases in subsequent task performance, participants
were provided with a short example narrative map on
a different topic. We engaged with our participants in
an hour-long semi-structured session in a video call
where they completed their assigned narrative sense-
making task. Participants were provided with a short
example of a narrative map to guide them. The exam-
ple map was on a different topic to avoid inducing
biases in potential connections. We encouraged the
participants to think aloud and ask questions and share
any observations as they worked. We explained that
there were no correct or incorrect answers; as our goal
was to understand the cognitive strategies used by the
analysts to complete the tasks. However, the quality

and conceptual cohesion varied among the solutions.
All participants were recorded and the videos were
analyzed to understand their construction strategies.
In particular, we used open coding’* to perform a quali-
tative analysis of the created maps and the sessions
themselves.

To construct the map, we gave participants a canvas
on Google Drawings with the instructions and the list
of articles chronologically ordered. The participants
had to drag and drop the articles into the available
space. Then, they had to add connections with arrows.
The participants were instructed to design the map
with other analysts as potential users in mind. The
participants were familiar with Google Drawings and
similar editing tools, thus they did not require addi-
tional training in its use, even if it might not have been
their preferred tool for such an exercise. Moreover,
they had full access to this tool through their institu-
tional accounts.

We opted for Google Drawings in our study for sev-
eral reasons. First, it provided a closer approximation
of what a computational narrative map tool would look
like compared to an approach using hand-drawn notes.
Thus, even though it might influence the kinds of stra-
tegies used by the participants, these strategies should
be closer to what we would expect with a computa-
tional tool. Second, given the limitations caused by the
pandemic, using Google Drawings allowed us to do
virtual sessions, thus minimizing the risks for the parti-
cipants. Finally, it also provided a detailed editing his-
tory which, in conjunction with the recorded sessions,
was useful to precisely analyze the steps taken by the
participants.
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Table 1. Selection criteria for important events.

Property Code D1 D2 D3 D4 D5 01 02 03 04 05
Important events Hard facts X X X X
Perceived impacts X X X X

Map structure

How do analysts select events?

We asked participants to explain their event selection
process during the creation of the map. Table 1 shows
the results for each analyst.

First, regarding the selection of important events,
participants either focused on “hard facts” (e.g. num-
ber of deaths and scientific information), the “per-
ceived impacts” of an event (e.g. panic and social
issues), or the map structure (e.g. number of connec-
tions or how an event summarizes the surrounding
events). Four participants focused on hard facts and
avoided referring to opinions or speculations in their
selection of important events, as they wanted their
narrative to be as objective as possible. This included
reporting events such as the number of deaths, statis-
tics, scientific information, and government responses.
In contrast, the four participants who focused on
“impacts” did not shy away from opinion-based or
speculative headlines, since these events might provide
insight into the actual perceived impacts of the out-
break. The directed-task participants that focused on
impacts explicitly mentioned that they were concerned
with the impact concerning the travel restrictions, as
the directed task made them focus on this issue. The
open-ended participant that focused on impacts used
their own experiences with the virus to determine
impacts. Finally, those who focused on the map struc-
ture selected the events based on their context in the
underlying graph, considering whether the event acted
as a hub node or whether it served as a summary of its
surrounding articles or storyline.

Next, we explored how participants used the infor-
mation regarding the news source of each event during
the event selection process. Most participants did not
use the sources, with some of them outright ignoring
them. Reasons vary from “the sources are filtered and
reliable enough” to simply “I was focused on the dates
and headlines.” Most participants found that the
sources were reliable enough and as they were rela-
tively mainstream sources, they did not question their
content. In this context, some participants commented
that a narrative map should have more sources and
that the sources should be balanced to prevent intro-
ducing biases in the narrative (e.g. having all sources
come from one side of the political spectrum). In

particular, some participants suggested limiting the
sources to mainstream media.

The actual usage of the news source information
varies. For example, a participant used his knowledge
about the BBC to determine that one of the articles
referred to a governmental office in the UK. Someone
found the early Al Jazeera articles on the virus as an
important sign indicating the spread and impact of the
virus. Thus, we found that the news sources did not
influence the selection of events or their connections,
at least with this data set.

We note that in a real-world application the quality
of the sources would be a very important consideration
for analysts, which might affect the results of such
experiments. However, in this experiment, the data
was pre-selected and curated, as our work did not
focus on the foraging loop of the sensemaking process.
Instead, our goal was to understand the narrative
structures that analysts would create, rather than how
they would filter and collect the data and sources.
Thus, for the purpose of this experiment, only main-
stream and reputable sources were selected, in order
to avoid the additional layer of complexity of dealing
with biased or untrustworthy news sources.

We then turned our attention toward the events that
were selected by the participants. We present the most
common ones in Table 2 (i.e. those selected by a major-
ity of participants in at least one task). The directed
task had fewer common events than the open-ended
task, which could be due to the nature of the directed
task requiring to focus specifically on how the outbreak
led to the US travel restrictions. However, the event
regarding human-to-human transmission was consid-
ered by all participants in their narrative map.

Finally, we studied the alignment between partici-
pants in terms of included and excluded events. For
each event, we measured the number of times they
were included and excluded in the maps. Then, we
took the maximum value among these two and aver-
aged over all events. This gave us the average align-
ment among all participants. The best possible value
of alignment would be 1.0, which means that either all
participants agreed that it should be included or
excluded. The worst possible value of alignment would
be 0.5, as that would mean that the event is equally
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Table 2. Events that were selected by a majority of the participants in at least one task. The first column shows the
event, the second and third column show the frequency for that particular task, and the last column shows the global
frequency. Note that only one event is common to both tasks (human-to-human transmission event].

Events Directed task  Open-ended task  Global
China pneumonia: Sars ruled out as dozens fall ill in Wuhan 0.4 0.6 0.5
China reports first death from mysterious outbreak in Wuhan 0.8 1 0.9
Japan confirms first case of coronavirus infection 0.2 0.6 0.4
Coronavirus: more cases and second death reported in China 0.8 0.8 0.8
CDC to screen at three US airports for signs of new virus from China 0.6 0.2 0.4
Vaccine for new Chinese coronavirus in the works 0.2 0.6 0.4
China confirms human-to-human transmission of new coronavirus 1 1 1
New China virus: Cases triple as infection spreads to Beijing and Shanghai 0.8 0.8 0.8
Coronavirus: health officials announce first known US case 0.8 0.6 0.7
China virus:10 cities locked down and Beijing festivities scrapped 0.2 0.6 0.4
China says coronavirus can spread before symptoms show - calling 0.6 0.6 0.6
into question US containment strategy

Coronavirus: Death toll rises to 82 as China extends holiday 0.4 0.6 0.5
Coronavirus: Worldwide cases overtake 2003 Sars outbreak 0.8 0.6 0.7
Total events with at least 0.5 frequency 8 12 7

Table 3. Connection types for each participant in our user study.

Type Code Description Number of maps
Low-level Temporal A happened before B 10
Similarity Ais similar to B 7
Entity A is about the same entity as B 4
High-level Topical A shares a common theme or topic with B 10
Causal A leads to B 7
Supporting Domain Knowledge A is related to B because of external knowledge X 4
Speculative Ais connected to B because of inferred X 3

included and excluded by the participants. Following
this approach, we find that the directed task has an
alignment of 76.32% (excluding the pre-defined start-
ing and ending events). In contrast, the open-ended
task only has an alignment of 56.41% and much
higher variability in terms of event inclusion and exclu-
sion. This makes sense as the directed task gives a spe-
cific guiding question to the participants.

How do analysts connect events?

To answer this question, we asked participants to
explain their connection strategies as they constructed
the map as well as in the follow-up interviews. We
identified seven types of connections, which we further
divided into low-level, high-level, and supporting con-
nections. Low-level connections are those that can be
made directly from the content of the document (e.g.
dates, keywords, entities present) without an in-depth
analysis. In contrast, high-level connections involve
applying cognitive schemas to synthesize information
between events.*® Supporting connections are used in

conjunction with high-level connections as an auxiliary
strategy to help connect events. For example, a con-
nection could be based on cause-effect relationships
between events (high-level connection) and analyst
speculation (supporting connection). Table 3 sum-
marizes the different connection types and Table 4
shows the results for the different connection types for
each analyst.

Low-level connections

We identified three low-level connections: temporal,
similarity, and entity.

1. Temporal connections (A happened before B):
Most participants used temporal connections as
their default connection strategy. In particular,
this type of connection was used when there were
no other explicit relationships between events and
participants wanted to maintain the temporal
sequence of the events (e.g. “I just followed chron-
ological order”). All participants used temporal
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Table 4. Connection types for each participant in our user study.

Type Code D1 D2 D3 D4 D5 01 02 03 04 05
Low-level Temporal X X X X X X X X X X
Similarity X X X X X X X
Entity X X X X
High-level Topical X X X X X X X X X X
Causal X X X X X X X
Supporting Domain Knowledge X X X X
Speculative X X X

connections in their maps, because of the inherent
chronology of narratives.’® However, some
included event connections that broke the explicit
chronological order. These non-chronological con-
nections were a result of inferred causality relations
— discussed later in the high-level connections.
Similarity connections (A is similar to B):
Users determined two events as similar primarily
based on keyword matching and a superficial
similarity evaluation (e.g. “All these events men-
tioned markets or production”). These connec-
tions can be seen as a low-level counterpart of the
topical connections discussed later. In computa-
tional terms, these connections can be easily
implemented through text similarity functions or
keyword matching techniques. Moreover, we note
a special case of similarity connections, where
documents that explicitly refer to the same event
or that are too similar are grouped together as a
single document (e.g.“Calls for a global ban on
wild animal markets amid coronavirus outbreak”
and “China’s Omnivorous Markets Are in the Eye
of a Lethal Outbreak Once Again” could refer to
the same event).

Entity connections (A is about the same entity
as B): These connections are based on named
entity co-occurrences in events. For example,
some participants focused on whether the events
referred to specific entities; in this case, the enti-
ties mostly referred to the countries being affected
(e.g. “These events talk about China”). Such con-
nections could be extracted computationally by
using named entity recognition techniques. We
note that entity-based connections have been
identified before as one of the common low-level
techniques that analysts use to “connect the dots”
between documents.*®

High-level connections. We classified connections as
high-level if they involved the use of a cognitive schema
to connect information between documents. In partic-
ular, these connections arise usually from inferences

made by the users rather than a superficial characteris-
tic of the document. We identified two high-level con-
nections in the user-generated maps.

1. Topical connections (A shares a common theme
or topic with B): These connections are a more
abstract version of the similarity connection.
They focus on the overarching topic or theme of
the articles (e.g. “These events are about the
Chinese government response”). These connec-
tions are distinct from the low-level similarity ones
because they are based on a semantic viewpoint
rather than superficial similarity. From a compu-
tational perspective, topical connections can be
implemented through a topic modeling or cluster-
ing approach. In particular, we could determine
whether the events fall under the same topic or
cluster. A special type of topical connection is
based on how information is presented, rather
than on the topic itself. For example, events that
share a specific media frame’” could be related by
this connection (e.g. “These headlines criticize
the Chinese government”). Based on the idea of
media frames, we call this subtype of connection
a framing connection. Moreover, follow-up ques-
tions suggest that this connection might be more
useful for specific kinds of articles (e.g. op-eds).

2. Causal connections (A leads to B): These are
high-level relationships that join events if one is
caused (or could be caused) by another (e.g. “The
number of cases surpassing SARS led to stricter
travel restrictions”). Causal connections also
cover events that could be reactions to another
event, even if they are not explicitly caused by it.
A special type of causal connection used by one of
the participants corresponds to a “supporting
argument” connection that joins events if one of
them provides a supporting argument for the con-
clusion or occurrence of another event, even if
they do not directly cause it (e.g. “The foreign
office warning against travel supports the decision
of airlines to suspend flights”). Finally, some cau-
sal relationships might defy temporal ordering
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Table 5. Construction strategies for each participant in our user study.

Property Code D1

D2 D3 D4 D5 01 02 03 04 05

Clustering strategy No explicit clustering
Preprocessing step
Intermediate step
Main story first

Side stories first
Mixed strategy
Breadth-first strategy
Depth-First strategy X
Clusters into storylines

No connections

By event pass

BY STORYLINE PASS X

X X

Initial focus

Algorithm type

Inter-story connections

X X X X X
X X X
X
X X X
X X
X X X X
X X
X X X X
X X X
X X X X X X
X X
X

because the reporting date of an event is not the
same as the date when the event happened. In
those cases, the participants changed the order of
the events to respect the cause-effect relation.

Supporting connections. We classified connections as
supporting if they are auxiliary strategies used in con-
junction with a high-level connection. In particular,
we identified two supporting connections in the user-
generated maps.

1. Speculative connections (A is connected to B
because of inferred X): These connections are
based on implications based on the participant’s
beliefs (e.g. “The call for a global ban on animal
markets made the global markets panic”, a para-
phrased causal speculative connection from one of
the participants). Thus, speculative connections
relate events that do not share any explicit rela-
tionship but could be connected based on specu-
lative reasons. Note that these reasons might be
right or wrong, but what matters is their specula-
tive nature.

2. Domain Knowledge connections (A is related
to B because of external knowledge X): These
connections are a special type of connection where
documents that do not share any explicit relation-
ship are connected based on external domain
knowledge (e.g. “Air travel and oil demand are
related”). Note that these reasons might be right
or wrong, but what matters is the dependence on
external knowledge.

What are analysts” map construction
strategies?

We studied the construction process by following the
individual steps taken by the participants as they built

their narrative maps. We also asked follow-up ques-
tions about the process during the interviews. We
identified a series of construction strategies for each
analyst, that we display in Table 5. We also display a
diagrammatic overview of the different strategies in
Figure 4. Note that these strategies are abstract versions
of the actual strategies that were obtained after analyzing
the narrative map construction process step by step.
Thus, these models provide a general idea of the con-
struction strategy followed by participants, although
there might be minor differences in some steps.

1. Clustering Strategy: Clustering allows analysts
to group documents based on specific characteris-
tics (e.g. topic, type of document, source). Half of
the participants had an explicit clustering step
during the creation of the map. The use of clus-
tering in sensemaking tasks has also been reported
in previous research, either as a story construction
strategy®® or as the final product.’> However, in
the context of narrative maps, the main purpose
of clustering is as a tool to aid in storyline con-
structions, without explicitly appearing in the
final narrative map in most cases. Clustering was
either done as a preprocessing step (i.e. before
starting with the connections) or as an intermedi-
ate step (i.e. after starting with the connections)
to help identify storylines. Not all documents
were clustered by people, although one of the par-
ticipants did cluster all documents before creating
the map. See Figure 5 for examples of both clus-
tering strategies.

Moreover, some clusters changed over time (e.g.
adding new documents to an existing cluster as
the map was created) while others remained static
(i.e. the clusters did not change after creation).
Finally, there are also cases where the participants
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Figure 4. Narrative map construction strategies. (a)
Clustering strategies: no clustering, clustering during
preprocessing, or clustering in the middle of construction.
b) Initial focus: whether participants created the main story
(in blue) first, the side stories first, or a mixed strategy. (c]
Algorithm type: the order in which nodes were added,
following either a breadth-first, depth-first, or clustering
approach. (d] Inter-story connections: some participants
checked for inter-story connections (in red) when adding
events, others checked when completing a storyline.

did not perform any explicit clustering step. For
participants performing the directed tasks, there
was a slight preference for clustering in comparison
to the open-ended task participants. This could be
due to the directed nature of the task, which could
have allowed participants to define clusters more
easily, as the guiding question could be answered
by grouping events that focused on travel or the
US. In contrast, the open-ended task did not pro-
vide any explicit guidelines for cluster formation.

2. Initial Focus: This strategy refers to the part of
the narrative map that was created first.
Participants either focused on the main story, the
side stories, or followed no particular order (i.e. a
mixed strategy going back and forth). The main
story refers to the sequences of core events in the
narrative, those that move the narrative forward.?
In contrast, the side stories do not form part of
the narrative core. Instead, they provide further
information and useful context to the narrative.
Note that there is an even split between focusing
on the main story and following a mixed strategy.
Only two participants decided to focus on the
side stories first.
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Figure 5. Examples of different clustering strategies. The
top example shows the creation of a cluster through an
intermediate clustering step during map construction (the
highlighted events are about “Chinese Media Criticism”).
The bottom example shows clustering as preprocessing,
where cluster labels are assigned before constructing the
map (the highlighted events were initially classified with
respect to the questions asked in the instructions).

3. Algorithm Type: This strategy refers to the gen-
eral algorithm that participants followed to con-
struct the map. By analyzing the order in which
participants constructed the maps, we found
three types of strategies. The first two strategies
are conceptually similar to basic graph searching
algorithms — constructing the map in a depth-first
or breadth-first fashion — while the third strategy
is based on clustering — turning clusters into
storylines. Note that depth-first approaches either
focused on side stories first or on the main story
first. In contrast, breadth-first approaches fol-
lowed a mixed strategy by definition. The strategy
of turning clusters into storylines either focused
on side stories first or followed a mixed strategy.
We note that it would be technically possible to
focus on the main story when using the clusters
into storylines approach. However, we did not
observe this behavior during our experiments.

4. Inter-story Connections: This strategy refers
to how the participants connected storylines. In
most cases, participants did not add inter-story
connections; making their storylines independent
from the rest of the graph, except for the initial
connection where they split off. In other cases,
they added connections on a by-event basis,
checking whether an event should be connected
to other stories as they add it. Alternatively, they
added connections on a by-storyline basis, check-
ing whether to connect the storyline with others
only after completing the whole storyline. For
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Table 6. Graph and layout properties for each participant in our study.

Property Code D1 D2 D3 D4 D5 O1 02 03 04 05
Graph structure List o-e—o X X
X X X X
=t
X X X X
DAG I\X{;
L t X X X X X X X
aved Vertical (top-down) ﬁ
Diagonal (left to right]'\c .
Horizontal (Lleft to right) (:: x
Main story position ) ) X X X X X X
Main Story FlrstI
X X X
Main Story Center fh
Source nodes ) ﬁ X X X X X X
Single
) X X X X
Multiple IJ
Sink nodes Singleﬁ X X
) X X X X X X X X
Multiple IJ
Connectivity Connected N X X X X X X X X
Disconnectedz I X X
Transitivity Implici '\ X X X X X X X X
mplicit
Explicit t\b’ X x
example, the inter-story connections in the open- (DAGS) Iij These results are in line with prior

ended map of Figure 3 were added after the story-
lines were completed. We note that, in general, there
were few inter-story connections, as each storyline
was clearly defined and mostly self-contained.

What are the properties of the created maps?

We answer by focusing on multiple structural aspects
of the underlying graph and the layout considerations
made by participants (see Table 6).

1.

Graph structure: We found that participants
used three types of underlying graph structures:
lists o—o-®, trees , and directed acyclic graphs

work on story and narrative representations,
which has focused on similar types of structures
to represent stories,lo’29 such as timelines,'®
trees,*! or other graph variants.*> For our study,
structures were evenly split between trees and
DAGs, with only two list-like graphs, where one
of them was a single timeline and the other com-
prised three parallel timelines $$3. The person
who used the single list structure explained that
they were trying to create a timeline that covered
the important events, rather than expanding on
side stories.

Layout and main story position: Most partici-

pants went for a vertical (top-down) approach ﬁ
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with storylines presented as parallel columns and
the main story placed first ﬁz (i.e. the left-most

story in a vertical layout or the top story in a hori-
zontal layout). Horizontal layouts «{3 were not
preferred; as noted by participants, computer dis-
plays seem to favor vertical layouts due to how
scrolling works. Finally, one participant used a
unique diagonal layout '\( (shown in Figure 6; we
did not observe this behavior in any of the other
participants.

3. Number of source and sink nodes: Most peo-
ple had multiple storyline endings (i.e. sink nodes)
ﬁ. In particular, all five open-ended task maps
had multiple endings. In contrast, the directed
task had two participants constrain themselves to
a single ending as defined by the task IJ, while the
others added endings or dead-end events for some
of the other storylines. For source nodes, partici-
pants that had the directed task were more likely
to have a single source ﬁ than those that had the
open-ended task I} The tendency of open-ended
maps to have multiple sources and sinks intuitively
makes sense given the unrestricted nature of the
task. In contrast, the directed task maps are natu-
rally more focused on just answering the main
question (“How did the Wuhan outbreak lead to
the US travel restrictions?”), thus leading to struc-
tures that did not have as many loose ends.

4. Connectivity: Most participants created con-
nected graphs $¢. In graph-theoretical terms, we
classify the map as connected if its underlying
graph is weakly connected (i.e. we disregard the
direction of the arrows). However, there were two
cases where the graphs had separate components
12 The first had a separate component for the
“social response and effects of COVID” that was
not connected to any other story. The second had
three parallel timeline structures (the main story,
economic effects, and preventive measures) with-
out any explicit connection between them.

5. Transitivity: We considered whether participants
explicitly included connections that are implied
by transitivity (i.e. M vs ®» ). We observed that
most people do not include these transitive con-
nections. In particular, only two participants who
worked on the open-ended task used explicit tran-
sitive connections to emphasize the relationship
between events. However, even in the maps where
they were used, they were scarce. Thus, in gen-
eral, transitive connections were either not needed
or participants had difficulty finding such connec-
tions in the first place. In contrast, the computer-
generated maps from the original extraction

vvvvv T i\

—— < ﬁ -~
———

Figure 6. Example narrative map structure from a
participant of the Directed Task. Note that the map has a
diagonal layout - the only map that uses this type of layout
- with its main story (1) on its center. Moreover, this map
was constructed following a depth-first strategy, starting
with the main story and then branching into the side
stories (2). Some events that were considered too similar
or the same were grouped together into a single block (3].
Inter-story connections (4) were added following a by
storyline pass strategy.

algorithm'® were able to easily extract explicit
transitive connections and were well-evaluated by
users. Therefore, we considered exploring
whether including such explicit connections is
useful. If so, using algorithms that can extract
explicit transitive connections to emphasize spe-
cific relationships in narrative maps could be help
analysts in their narrative sensemaking process.

6. Size: The size of the map is inherently related to
the length of the main story since longer main
stories lead to bigger maps in general. Thus, the
length of the main story acts as a proxy for map
size. The number of events in the main story ran-
ged from 6 to 25 events out of a total of 40 events
in our data set. The mean number of events in
the main story is 14.3 events and the median is
12.5 events.

Suggestions and additional features

From the follow-up interviews, we also gathered a
series of recommendations and suggestions for addi-
tional narrative map features. These suggestions were
mostly oriented toward providing further support to
the construction process and the subsequent use of the
map. Setting aside the addition of basic functionalities,
such as searching, highlighting, color-coding, or
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modifying the graph, as well as including more data,
we summarize some of the key takeaways. First, parti-
cipants mentioned the necessity of explanations in
event connection (i.e. why are they connected?) and
important events (i.e. why are they important?).
Participants did not include any edge labels in their
constructed maps, but they explained that they would
prefer if maps created by other analysts included edge
labels with explanations. Next, the participants men-
tioned the idea of getting automated recommendations
on how to complete the map or expand it during the
construction process, as this would make the construc-
tion process easier. Furthermore, maps should provide
directions regarding the general topics or storylines in
a specific part of the map (e.g. similar to section titles)
and a way to focus on specific topics by zooming in
with more details. Finally, events should be able to be
merged if they are the same or above a certain similar-
ity threshold, in order to reduce redundancy in the
map.

RQ2: Effects of size and transitivity

Based on our previous findings, we sought to explore
the effects of size and transitivity on narrative maps. In
particular, in RQ1 we found that the length of the
main story in the analyst-generated maps had high
variability, ranging from only 6 events to 25 events.
Thus, we explored the effect of size on the utility of
narrative maps. Moreover, in RQ1 we also found that
most participants did not include explicit transitive
connections. However, previous research has found
that narrative maps that included these transitive con-
nections were successful in terms of user evaluations.'®
Thus, we sought to compare maps with and without
explicit transitive connections.

Study description

To explore these characteristics, we performed a new
experiment evaluating multiple combinations of sizes
and the use of transitive connections. We opted to gen-
erate the maps computationally because this allows for
easier scalability compared to manually generating
maps for all the factor combinations in the experi-
ment. Moreover, since our goal was to improve the
pre-existing narrative maps design,'® we generated a
series of maps using pre-existing narrative extraction
techniques. For the events, we used the same data set
from RQ1.

Narrative extraction algorithm. We briefly describe the
extraction algorithm that we used in this experiment.
Our approach has two key parameters: the expected

length of the main story (K), and the minimum cover-
age threshold.

We use an optimization method based on maximiz-
ing coherence — how much sense a storyline makes —
subject to structural and topic coverage constraints
with linear programming, following the approach by
Keith and Mitra.'°

In particular, the structural constraints ensure that
we obtain a directed acyclic graph with a single source
and a single sink connected in chronological order
through multiple storylines. The topic coverage con-
straints ensure that at least a certain percentage —
based on the minimum coverage threshold — of the
topics present in the data will be covered by the
extracted narrative.

Finally, our notion of coherence is based on similar-
ity, under the logic that connected events should not
drastically change their topics or contents throughout
the narrative. Specifically, we compute the coherence
value of joining two events by measuring their text
similarity — based on an embedding representation —
and their topical similarity — based on the same clus-
ters from the coverage computation.

Map size. We extracted maps of different sizes based
on the K parameter of the extraction algorithm, which
represents the expected length of the main story. We
tested several levels: Small (K = 4), Medium (K = 8),
Long (K = 12), and Longer (K = 16). A high value of
K leads to long and narrow maps, while a low value of
K results in shorter and wider maps. We generated all
maps with a required minimum coverage of at least
50% of the clusters found in the data (i.e. at least half
of the relevant topics in the data should be covered by
the map).

Transitive connections. To study the effect of explicit
transitive connections, we created maps with all their
connections (normal maps) and maps with all explicit
transitive connections removed (transitive reduced
maps). To remove the extra connections from one of
the base narrative maps we used transitive reduction, an
operation that removes edges on directed graphs while
preserving its structure and important properties.’®
This operation is a way to reduce the complexity of
large and dense graphs, which makes their layouts eas-
ier to read.”® Thus, we would expect it to have a simi-
lar effect on narrative maps. We labeled maps using
their Size followed by a dash and N for regular maps
or T for transitive reduced maps (e.g. Short-N).

Evaluation procedure. For evaluation purposes, we
provided participants with a single map and asked
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Normal (N)

Transitive Reduced (T)
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Short (K
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Figure 7. Overview of all the maps used in the evaluation

procedure of RQ2. Normal maps (N) have more
connections, allowing them to show more details at the
cost of more complex layouts compared to their reduced
counterparts (T).

them to complete narrative sensemaking tasks. We
show a zoomed out overview of all the maps used in
this evaluation in Figure 7.

In particular, we used the directed and open-ended
tasks from our first experiment. The directed question
could be answered by finding the main storyline in the
extracted maps, while the second one could be
answered by exploring the side storylines. Thus, these
two tasks ensured that the participants had to make
full use of the narrative map. We also included an eva-
luation questionnaire with ten 5-point Likert-scale
questions. Then, we considered the percentage of
favorable answers to evaluate the effectiveness of the
narrative maps. We adapted the evaluation question-
naire used by Keith and Mitra.'® This questionnaire
considered multiple dimensions for the evaluation of
narrative maps and adapted elements from similar
procedures to evaluate the representation,'®% the
metaphor,®®°! and the visualization.®® We used a sim-
plified version due to the stricter time constraints in
this experiment. Nevertheless, this version covers all
the main points of the original questionnaire (evaluat-
ing the underlying representation, the visualization
itself, and the map metaphor). The relevant questions
are listed below:

e Usefulness: The map was helpful to answer the
questions.

e Coherence: The map presents a coherent over-
view of the narrative.

e Relevance: The map presents relevant informa-
tion about the narrative.

¢ Redundancy: The map has redundant informa-
tion. [Note the result for this question is reversed,
as redundancy is a negative characteristic].

e User-friendliness: The map 1is easy to
understand.

e Comparability: The map allows us to easily com-
pare storylines.

e Completeness: The amount of information on
the map is appropriate to represent the narrative.

e Size: The size of the map is appropriate to repre-
sent the narrative.

e Landmarks metaphor: The representative land-
marks (green events) serve as an overview of all the
stories in the narrative.

¢ Main route metaphor: The main storyline (blue
path) serves well as an overview of the most impor-
tant events in the narrative.

Study participants. Our design considered 91 potential
subjects, which we randomly distributed among the
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factor combinations, ensuring that every combination
had at least 11 subjects. The original sample consisted
of 68 males and 29 females. The students were under-
graduate students in a data analytics program. The
participants had a lower level of experience compared
to the participants of our first experiment, as their
knowledge base consisted mostly of basic data analy-
tics techniques. Nevertheless, most participants were
able to complete the tasks. After filtering through
blank and invalid responses, we had a total of 78
responses. Table 7 shows the number of valid
responses for each factor combination and the average
effectiveness results.

User performance

How well do users perform narrative sensemaking
tasks with these narrative maps? To evaluate user per-
formance, we identified a series of important Aigh-level
events in the main story and the side stories. These
high-level events are abstract representations of rele-
vant events throughout the narrative. These high-level
events were identified based on the narrative maps cre-
ated for RQ1 as well as the follow-up interviews with
participants. We evaluate user performance based on
recall (fraction of the high-level events that are success-
fully retrieved).

In particular, the following high-level events that
contributed to the US travel restrictions (i.e. the main
story): the geographic spread of the virus, the reports
on the virus’s contagiousness, the death toll, and the
worldwide responses. Moreover, we have the following
notable high-level events for the side stories: the lock-
down in China, the economic impacts, and the social
impacts. We present the percentages of users that cor-
rectly identified these high-level events in the main
story and the side stories are shown in Figure 8.

Medium-T (clean version shown in Figure 1) had
the highest recall of high-level events in both the main
story and the side stories. Performing an ANOVA we
find that the difference in main storylines is significant
with respect to both map size and use of transitive con-
nections (p < 0.05). In particular, Medium-T has the
best performance in terms of recall. For the side story-
lines, the difference was not significant. The perfor-
mance difference between the main story and the side
stories shows that attempting to construct a single nar-
rative map that covers both tasks is sub-optimal. Thus,
using a series of task-specific maps rather than a single
general map could lead to better results.

User evaluation results

How well do users evaluate these narrative maps in
terms of effectiveness or wutility? We show the

Main Story Side Stories "

Small 56.28 51.87 3940 [ %
Medium 59.08 46.67 53.33 - 60
Long = 4723 4763 m -50
Longer 5833 70.00 48.13 4333 [ 49
Normal Transitive Reduced Nomal Transitive Reduced %

Figure 8. Heat map showing the average recall for the
main story and the side stories averaged over the issues.

evaluation questionnaire results in Figure 9 and in
Table 7. First, our best performing map is Long-T on
most evaluation metrics, except for the metaphor-
related metrics. On average, the second-best perform-
ing map is Medium-T and then Long-N. In particular,
Long maps have the best performing results for all
metrics.

The user preference for Long maps could be caused
by their resemblance to timelines, which makes them
more intuitive to use, while at the same time providing
enough additional complexity to be useful as a narra-
tive map. The tendency of users to prefer timeline-like
structures could be related to the fact that timelines
are the most basic and natural representation for nar-
ratives. Thus, users tend to prefer structures that are
most familiar to them. Moreover, bigger maps are
naturally able to contain more information than their
smaller counterparts. However, L.onger maps were not
as well-received as Long maps, likely due to their
unwieldy size and amount of content which made
them impractical.

Transitive reduced maps were better in all metrics
except comparability (i.e. the ability to compare story-
lines), with an overall average of 72.8% compared to
67.7% for normal maps. For comparability, normal
maps had 71.1% favorable responses compared to
only 56.4% for transitive reduced maps. We hypothe-
size that this difference could be due to transitive
reduction removing too many connections between
storylines. Thus, by simplifying the map we lost
important connections, making storyline comparison
more difficult. Next, if we aggregate maps of the same
size disregarding the effects of transitivity, Long maps
have the advantage with an average of 81.3% favorable
responses, followed by Medium maps with 71.4%.

Finally, we note that using transitive reduction on
Short maps actually hurt the overall effectiveness
(63% compared to 67%). This could mean that the
extra connections present in the Small-N map were
useful. Since smaller maps have fewer events, users
benefited from knowing the connections between
them. In contrast, bigger maps benefited from the use
of transitive reduction to minimize complexity, at least



Keith Norambuena et al.

237

Normal (N) Transitive Reduced (T)
I I I I I I |
Usefulness | Valid Responses: —] Valid Responses: 1
Coherence |10 12
Relevance |Avg. % agree: Avg. % agree: —
g Non-Redundancy 67% 63% ]
& User-friendiiness —
Comparability u ]
Completeness m u
Size [ J

Landmarks Metaphor [ |

Main Route Metaphor | | | ___ |
Usefulness | Valid Responses: [ -J Valid Responses: E
Coherence |11 m 1
Relevance |Avg. % agree: Avg. % agree:

3 Non-Redundancy |66% u 7% ]

B User-friendliness ] N

= Comparability u | .

Completeness u m —
Size u |

Landmarks Metaphor —

Main Route Metaphor I _
Usefulness | Valid Responses: —] Valid Responses: — ]
Coherence |9 m| |7 —
Relevance |Avg. % agree: P | | Ave. % agree:

2 Non-Redundancy |73% 91% I

3 User-friendliness |

Comparability =]
Completeness | | 1
Size | I

Landmarks Metaphor | | ___J

Main Route Metaphor I 1
Usefulness | Valid Responses: 1 Valid Responses:

Coherence |9 I 10

. Relevance |Avg. % agree: | Avg. % agree:

&, Non-Redundancy |0% 65% |

S Userfriendiiness | ]

- Comparability | | J

Completeness ] |
Size —
Landmarks Metaphor ] ]
Main Route Metaphor | ]
T T T T T T
100 50 0 50 100100 50 0 50 100
Strongly Disagree Il Disagree Undecided Agree Strongly Agree Il

Figure 9. Percentage of favorable responses for each
question and each size and transitivity combination. The
best result was obtained by Long-T, followed by Medium-
T, and then Long-N.

up to a certain point, as Long-T performed better than
Longer-T. Transitive reduction on Long maps had the
highest positive effect on average user evaluation (from
73% to 91%). However, the benefits started to reduce
as the map got bigger (from 60% to only 65% for
Longer maps). Thus, this indicates that there is a
sweet spot for the size of the map where transitive
reduction has its greatest impact on effectiveness.

Design guidelines
What makes a good narrative map?

Based on our analysis of the results from all experi-
ments, Wwe present our narrative map design

guidelines. These guidelines try to encapsulate the
optimal design of narrative maps in the context of
visual analytics and narrative sensemaking tasks.
These recommendations seek to provide a general
overview of what makes a “good” narrative map. Table
8 summarizes the design guidelines.

Map layout and main story position: Narrative
maps should have a vertical layout. In visual storytell-
ing terms, narrative maps should follow the scrollyzell-
ing article design.®® Also, the main story should be
shown first in the layout (assuming a top-bottom and
left-to-right reading order). The influence of reading
order is a known factor in how people perceive visual
narratives.” Despite the natural reading order of
English being from left to right, participants predomi-
nantly used a top-down layout. The participants com-
mented that vertical maps worked better since
scrolling on a screen lends naturally to vertical layouts.
Moreover, as our event headlines were horizontal, pla-
cing them vertically simulates natural reading in
English. In particular, placing events in a horizontal
fashion would have led to the narrative map being
much wider and harder to use. Furthermore, we note
that only participants that used timelines arranged the
events in a horizontal fashion. This makes sense, as
timelines are usually arranged in the same direction
that people read (from left to right in our case).®’
However, more complex structures, such as trees and
DAGs, do not necessarily follow this convention.
Finally, we note that all our participants used standard
computer screens. However, for smaller displays, such
as cellphones or tablet screens, displaying maps hori-
zontally might make more sense (i.e. closer to a skde-
show’ in visual storytelling terms).

Starting and ending events: Narrative maps
should have a single starting event and potentially mul-
tiple ending events by default. However, we should
allow for other configurations, as depending on the
task we might require a different combination of start-
ing and ending events. We also note that our results
might be biased because we gave participants a starting
event in all tasks, but only the directed task had a pre-
defined ending. However, most participants did not

Table 7. Average percentage of favorable responses in our evaluation questionnaire for each size and transitivity
combination. The best result was obtained by Long-T, followed by Medium-T, and then Long-N.

Normal (N]) Transitive Reduced (T)
Size Responses % Agree Responses % Agree
Short 10 67.00 12 63.33
Medium 11 66.36 10 77.00
Long 9 73.33 7 91.43
Longer 9 60.00 10 65.00
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Table 8. Summary of the design guidelines found in our analysis of results from RQ1 and RQ2.

White design guidelines

Summary

Map layout and main
story position

Starting and
ending events

Connectivity and
transitivity

Map size and main
story length

Cognitive
connections

Event selection

Graph structure

Map labeling

Edge width and length

Storyline presentation

Interactions

Task-specific maps

According to our analysis, maps should be vertical ﬁ with the main story displayed first

ih (assuming a top-bottom and left-to-right order]. In more general terms, we should
use scrollytelling and follow the reading order when designing narrative maps.
From our results, we conclude that maps should have a single starting event ﬁ (i.e. one

source node) and potentially multiple ending events ﬁ (i.e. many sink nodes) as their

default design. However, we should allow for other combinations for flexibility, as
depending on the task we might require different configurations of starting and ending
events.

Narrative maps should be connected $g (i.e. there should be no islands). Moreover,
users prefer maps without explicit transitive connections '\. The guiding principle in
both of these guidelines is simplicity, as both of them help make the graph simpler for
users.

Narrative maps have to balance the trade-off between completeness and complexity. In
particular, bigger maps provide a more complete overview of the narrative, but they are
more complex and harder to use. There is an optimal point in terms of size, but it
depends on the specific data set. In general, map size should take into account the
cognitive load that complex graphs place into analysts.

Narrative maps should include multiple types of cognitive connections; ideally, they
would leverage all types of connections. In general, we should replicate the rationale of
analysts to connect events.

According to our analysis, maps should focus on hard facts and impactful events. In
general, we should replicate the rationale of analysts to select events.

Structured approaches (trees (ﬁ\. or DAGs I@I] are preferred over simple timelines.

DAGs provide a more flexible and general approach over trees. We note that these
structures align with the conceptual definition of narratives being complex systems of
storylines.

Narrative map edges should include connection explanations and important events
should include a justification for their importance. In general, our narrative maps should
include explanations to help users understand its elements.

Narrative map edges should include and express quantitative information as edge
widths, but they should not rely on edge lengths, as distance is usually not a meaningful
metric for graph layouts used with trees or DAGs.

Events should be partitioned into multiple parallel storylines, labeled and represented
as columns. There should be a small number of important inter-story connections. In
general, we should seek to maximize inter-story distance to ensure that the storylines
are as distinct as possible.

Relevant interactive features include adding a recommendation system for events in the
narrative and the ability to emphasize relevant keywords based on user feedback. In
general, it could be useful to include interactive Al techniques to improve narrative maps,
such as using explainable Al and semantic interactions.®®

Narrative maps should be designed with a specific target task (e.g. directed and open-
ended task]. Users should have the option to create different maps based on their
intended task. In general, we should specialize our narrative representations to the
specific sensemaking task that we are trying to solve.

add their own starting events, even though many of
them added their own ending events in addition to the
predefined one when applicable.

Connectivity and transitivity: Narrative maps
should be connected and avoid using connections that
can be induced by transitivity. During the creation pro-
cess, almost no participants created disconnected com-
ponents for their maps. This makes intuitive sense,
since if something is so separate from the map that it

must be its own disjointed component, then it is likely
irrelevant to begin with. Regarding transitivity, both
experiments showed that users generally prefer simpler
maps where explicit transitive connections are omitted.

Map size and main story length: Based on our
analyses, we found that the size of the map must bal-
ance the trade-off between completeness and complex-
ity. Bigger maps are likely to present a more complete
overview of the narrative at the expense of usability
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due to the increased complexity. Likewise, smaller
maps are likely to be unable to cover the whole narra-
tive, but are generally easier to use and understand due
to their lower complexity. With our specific data set
and evaluation context, we found that main stories
should have length 12. In RQ1 the mean number of
events in the main storyline was 14.3 events. However,
these maps had high variability and there were many
outliers. Thus, the median provides a better measure
of the actual central point. In particular, the median
was 12.5, which aligns with Long maps (K = 12) hav-
ing the highest user evaluation in RQ2. Nevertheless,
there are some caveats with this main story size. In par-
ticular, these results might depend on the size of the
data set, the length of the timeline itself, and our reso-
lution level. For example, if we are constructing a nar-
rative that lasts a few years and we have daily updates,
then 12 events might not be enough. Therefore, the
results of this design guideline are specific to this data
set. However, it might be applicable to similarly sized
data sets, such as those used in other studies on sense-
making.*®*” Finally, we note that based on the recall
performance, an argument could be made toward
favoring medium-sized maps. However, for the pur-
poses of our design guidelines, we are interested in
what users consider good in maps, rather than maxi-
mizing performance on this specific experiment.

Event selection: Regarding the event selection cri-
teria, narrative maps should be focused on hard facts
and impactful events. Some events could be high-
lighted based on structural criteria, such as events that
act as a hub node in the graph. Moreover, events
should be selected from a variety of sources to create
an unbiased narrative (e.g. including articles from left-
leaning and right-leaning outlets to provide a politi-
cally balanced view of a narrative).

Cognitive connections: Regarding connection
types, rather than focusing on creating maps with a
specific type of preferred connection, narrative map
tools should allow the creation of different types of
connections and provide an explanation of the type of
connection (e.g. “Common entity: China”, “Cause-
effect relationship”, or “Same topic”). In general,
based on the results and the use of different connec-
tion strategies by participants in our first experiment,
a good narrative map would use a mix of different
types of cognitive connections, rather than focusing on
a specific one.

In this respect, no existing tool in the literature han-
dles all these cases. For example, the extraction algo-
rithm for narrative maps uses similarity and topical
connections,'® but it does not include any cause-effect
relationship or entity-based connections. In contrast,
consider the Analyst’s Workspace designed by Hossain
et al.,* which uses entity-based connections to generate

storylines, but does not leverage topical information.
As another example, consider the causal storytelling
visualization technique developed by Choudhry et al.,°
which explicitly models causal relationships, but does
not exploit other types of cognitive connections. Thus,
we posit that there is a need to develop a narrative rep-
resentation and extraction model that can leverage all
these types of connections.

Finally, we note the absence of cization-based connec-
tions in the constructed narrative maps (i.e. A refer-
ences B). This is a consequence of only considering
headlines rather than the full articles, which could the-
oretically include links to previous articles in their
body. However, even if we had the full text of the arti-
cles, we do not have HTMUL versions with hyperlinks
available. Thus it would not be possible to find such
type of connections with this data set. We note that
this is a low-level type of connection, as it only requires
analysts to detect the reference in the document, with-
out necessarily analyzing it in more detail. However, it
could turn into a higher level connection if the analysts
detect why the reference was made in the first place.

Graph structure: Regarding the map structure,
the map construction experiment showed that users
preferred structured approaches (trees and DAGSs)
over simple timelines. However, there was no apparent
preference between the tree-based approaches and the
DAG-based approaches for the participants of RQ1.
Thus, narrative maps should either use trees or DAGs
for their underlying structure. However, we find that
in theoretical terms, DAGs provide the most flexible
representation. DAGs can be used to show divergent
and convergent storylines, allowing for greater repre-
sentation capabilities compared to a tree In particular,
DAGs are also able to model timelines and trees.
Thus, these representations could be interpreted as
special cases of DAGs.

Map labeling: The map should include labels that
explain key components (i.e. connections and impor-
tant events). We note that the analysts did not include
explicit edge labels, but in the follow-up interviews,
some participants were interested in having an expla-
nation of why two events were joined together in the
connections. This would aid other analysts in under-
standing the reasoning behind map connections. Thus,
maps could include edge labels that provide qualitative
information about the connection (e.g. “Causal
Connection”) and they could also be color-coded for
user convenience. Similarly, participants also showed
interest in explanations or justifications regarding why
a specific event was deemed as important. Thus, maps
should include additional labels providing information
regarding connections and important events.

Edge Width and Length: In general, we note that
the use of edge labels with numerical information can
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hurt usability, as discussed by Keith and Mitra, a bet-
ter alternative is to instead show such information via
edge widths.!® However, in our experiments, we found
that most participants did not include explicit weight
information for the connections nor any other type of
quantitative labeling. Moreover, they did not use
arrows of different width or length to denote connec-
tion strength. Nevertheless, edge widths could be used
to provide quantitative information, such as connec-
tion strength (e.g. coherence). In contrast, edge length
would be harder to use for this purpose, as the graph
layouts used in the construction of narrative maps are
not directly based on the concept of distance, but on
hierarchies and levels generated by trees and DAGs.

Storyline Presentation: Events should be parti-
tioned into parallel storylines. The storylines should
be labeled and represented as columns. Moreover,
there should be a small number of important inter-
story connections joining them. We note that all parti-
cipants separated their events into clearly defined par-
allel storylines of varying lengths and labeled their
storylines. The labels were based on the general topic
or issue presented in the storyline (e.g. prevention or
economic impacts). In most cases, these storylines had
few inter-story connections between  them.
Participants also labeled their storylines.

Interactions: In addition to all the structural and
layout information obtained from our first experiment,
we also obtained some insight toward potential useful
interactions for a narrative maps tool. Beyond basic
surface-level interactions, such as zooming, moving
elements, changing layouts, and adding/deleting ele-
ments, participants were interested in obtaining rec-
ommendations on which events to add next as they
constructed the map. In general, users expressed inter-
est in a recommendation system to enrich the narrative
map. Moreover, this system could be extended to also
detect missing events in existing storylines. We note
that there are other interactions or approaches that
could be beneficial when confronted with a larger cor-
pus of related articles. For example, using similarity of
the articles to find related story pieces or citations and
cross-references to detect other relevant articles. Such
dependencies could be offered so that analysts could
drag and drop new events into existing paths.

A close analogue in the literature to the narrative
maps method is the metro maps approach developed
by Shahaf et al.>® This visualization tool incorporates
its own narrative representation and extraction algo-
rithm. In particular, it incorporates user feedback
through the selection of important tags (i.e. selecting
relevant words according to the user’s interests). A
similar approach could be used to incorporate user
feedback into narrative maps. Lastly, our participants
mentioned the idea of incorporating user feedback

through keywords as a way to obtain a more relevant
map. This could be implemented by emphasizing
events based on input keywords on a search bar or
highlighted words by the user. In general, it could be
useful to include interactive Al techniques to improve
narrative maps, such as using explainable AI and
semantic interactions.

Task-specific maps: Narrative maps should be
designed with a specific target task. We found that
using a single narrative map to attempt answering both
the directed and open-ended tasks was sub-optimal.
The current extraction algorithm focuses on the
directed task, thus leading to lower performance in
recognizing important side stories. While a combined
map for both tasks can provide an appropriate over-
view, it would be better to create task-specific maps.
For example, for the open-ended task, we could gener-
ate a map without a fixed ending event and with high
topic coverage, as this would likely lead to a narrative
map that explored multiple outcomes.

Discussion

Visual storytelling and narrative maps

Regarding the use of visual storytelling techniques with
narrative maps, we discuss some concepts, taken from
the work of Segel and Heer,’ that could be potentially
useful in the design of an interactive visualization tool
for narrative maps.

Regarding visual narrative elements. We note that
narrative maps should guide viewers to explore paths
in the visualization through the use of visual highlight-
ing (e.g. color, size, boldness). In practice, this would
require highlighting the main storyline, but there
should also be clear indications for side stories. The
ability to perform close-ups or zooming into relevant
map sections is also important.

Regarding messaging, narrative maps already include
the headlines of the events as core elements of the nar-
rative. Nevertheless, there are other messaging tools
from storytelling that could be used. For example,
annotations, such as edge labels, storyline names, or
other macro-structures names (e.g. clusters) to the
narrative map could prove useful as well. The inclusion
of a summary could also be a useful feature, as it would
be able to provide additional context and a brief over-
view of the content of the map.

Regarding interactivity elements, narrative maps
should also consider including a details-on-demand fea-
ture, either by mousing-over an event on the graph or
by clicking on them. Such a feature could open a spe-
cial details tab, containing information such as the full
article, a snapshot of the original publication, or even a
list of related articles. It could also be useful to include
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a umelne shider element, as it could allow users to
change the scope of the visualized narrative to a differ-
ent time window. Moreover, it should be possible to
perform filtering, selection, and searching over the events
of the narrative.

Influence of analyst background and
experience

First, we note that the analysts were not working pro-
fessional analysts, but were student analysts-in-train-
ing. Thus, their specific sensemaking strategies might
be influenced by their lower level of experience com-
pared to real analysts. Moreover, if analysts were famil-
iar with structured analytic techniques,®® such as the
generic narrative space model®® or other methods, they
might affect their sensemaking process, as these tech-
niques provide ways to develop compelling narrative
rationales.®®%” Nevertheless, previous work has shown
that studies with real analysts and with students have
similar findings and implications.°® Exploring the
influence of specific analyst experience and is left as
future work. More specifically, future work should
include the study of more cases with professional
analysts.

Influence of the data set and task choice

Regarding the data set, we note that the use of a cur-
rent topic such as COVID-19 might have influenced
the results, as participants could have been influenced
heavily by their own experiences with the pandemic.
Moreover, the data set was relatively small, a limita-
tion imposed due to time constraints. The data set size
could make it difficult to scale the detected strategies
or results to larger data sets, which, for example, could
place more emphasis on the foraging steps of the sen-
semaking loop or require more complex narrative map
structures. Regardless of these issues, the COVID-19
data set should still provide valuable insight into the
synthesis loop part of the sensemaking process.
Moreover, the data set size is in line with related
works*®*” that use intelligence analysis data sets,®’
such as The Sign of the Crescent data set (41 docu-
ments) or the Atantic Storm data set (47 documents)
to understand the analyst sensemaking process.

It should also be noted that experience and prior
knowledge might heavily influence the work done by
participants, especially due to the use of a recent and
high-profile topic such as COVID-19. In particular,
participants had different levels of expertise on the
topic and were able to bring insights from their own
knowledge and experiences. Specifically, in the RQ1
experiment, we note that only four analysts made
explicit remarks on how they used domain knowledge

in their construction process. However, the other six
analysts might have drawn on this knowledge impli-
citly without properly acknowledging it.

In addition to this, we note that the specific choice
of starting and ending events in the directed task also
influences the construction of the map and what is
considered part of the main storyline or a side story.
For example, when trying to find the connection
between the initial outbreak and travel restrictions, it
is unlikely that documents relating to oil prices are
directly part of the main story. However, if the ques-
tion required connecting the dots between the initial
outbreak and the economic impacts it would make
more sense as part of the main storyline.

Finally, we note that both of the tasks used in this
study represent simplified and constrained versions of
what analysts would do in a real-world setup, but they
still provide valuable insights into the general narrative
sensemaking process. Nevertheless, as these tasks do
not capture the full sensemaking process, caution
should be exercised when attempting to generalize
these conclusions, especially as higher complexity tasks
might yield different kinds of strategies or structures.

Sensemaking process

We note that much of the evaluation process redis-
covers parts of the larger sensemaking process.
However, in this article, we focus exclusively on how
the synthesis loop of the sensemaking process applies
to narrative maps. Thus, the results are only applicable
to this scope. Future work could address how other
types of sensemaking strategies or tools compare
against narrative maps.

Furthermore, it would be useful for future work to
do multiple evaluations with data sets with different
characteristics and analysts with different levels of
experience. Such work could ask analysts to create a
narrative map based on their own analytical work that
they have previously completed as part of their regular
practice, as opposed to using a specific toy data set,
although such an approach would have several more
variables to account for, requiring careful experimental
design. However, there would be value in drawing les-
sons and guidelines from a more diverse set of analytic
problems, as this would also provide information on
where and how narrative maps could be best applied.

Interaction With Other Guidelines

We note that our proposed guidelines focus on the
design of the narrative maps, but any implementation
of an interactive tool for narrative maps should con-
sider general visualization principles and design guide-

lines, such as the visualization mantra’®: “overview
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first, filtering and selection, then details on demand.”
For example, by presenting users with an overview of
the map at first, then letting them zoom to specific
storylines or components of the map, and then provid-
ing specific details about the events as needed.

Limitations

Our work is not without limitations. First, there is an
unbalanced number of participants in the two experi-
ments, the first one has 10 subjects, based on the
methodology of Bradel et al.,*® while the second had
78 valid responses. Due to the qualitative nature of the
first experiment and the need to understand the con-
struction strategies in depth, it was necessary to use a
much smaller sample size. In contrast, the second
experiment did not require such a level of detail, mak-
ing it much simpler to scale up. However, we note that
the difference in sample size makes comparing results
between these experiments more complex.

Regarding the limitations of the RQ1 experiment,
we note that we conducted interviews with only a
handful of analysts (10). While the number was small,
all participants had a background in intelligence analy-
sis. They also spanned a variety of majors and had rea-
sonable gender representation (six females and four
males). Nevertheless, even with 10 participants, we
were able to observe diverse strategies and structures
for narrative map construction.

Regarding the limitations of the RQ2 experiment,
we first note that each factor combination had a differ-
ent response rate, as not all participants completed the
assigned tasks. Nevertheless, the general trend still
provided useful insight toward how to design narrative
maps. Another issue was the lack of experience of the
participants; however, the data set was small enough
and the questions were designed to be simple so even
non-expert users could answer them. Finally, we note
that this experiment lacks an explicit baseline, such as
a basic timeline or similar representation.

Conclusions

We studied how analysts construct narrative maps and
the characteristics of these maps. In particular, our
user study detected seven types of cognitive connec-
tions. In particular, we have shown the importance of
topical and causal relationships in the construction of
narrative maps, as these were the most common high-
level connections in the user-generated maps.

In terms of strategies, we found three major ways to
construct maps. Each one of these strategies can be the
basis of a new extraction algorithm. Furthermore, in
terms of the structure of the map, we saw an even dis-
tribution between tree-like maps and DAG-like maps.

Regarding layout, we found that most users preferred a
vertical top-down layout (i.e. scrollytelling), with the
main story shown first. We also evaluated the effect of
map size and transitivity, finding that users preferred
long maps without transitive connections.

All these results led to a series of design guidelines
for narrative maps. These guidelines can be used in
the design of new extraction algorithms and interactive
visualization tools. Future work will deal with the
implementation of such algorithms and tools, as well
as their evaluation based on the insights gathered in
this work.

Future work could explore how strategies differ
when applied to different domains, data set sizes, and
analyst experience. In particular, it would be useful to
consider how previous analyst training (e.g. experience
with structured analytic techniques) could influence
the construction strategies or the narrative map
structures.

Finally, as mentioned before, the overarching goal
of our study was to improve the design of narrative
maps.'® Thus, by extracting these design guidelines
and understanding the narrative sensemaking process,
we have provided the basis for future improvements of
the narrative map model. Thus, future work should
focus on using these findings to improve narrative
maps and the associated extraction algorithms.
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