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Two geometric phases of mixed quantum states, known as the interferometric phase and Uhlmann
phase, are generalizations of the Berry phase of pure states. After reviewing the two geometric
phases and examining their parallel-transport conditions, we specify a class of cyclic processes that
are compatible with both conditions and therefore accumulate both phases through their defini-
tions, respectively. Those processes then facilitate a fair comparison between the two phases. We
present exact solutions of two-level and three-level systems to contrast the two phases. While the
interferometric phase exhibits finite-temperature transitions only in the three-level system but not
the two-level system, the Uhlmann phase shows finite-temperature transitions in both cases. Thus,
using the two geometric phases as finite-temperature topological indicators demonstrates the rich

physics of topology of mixed states.

I. INTRODUCTION

Geometric phase has been an intensely studied topic
since the discovery of its physical implications [1-8].
For example, the Berry phase of pure states plays an
important role in the study of topological matter since it
lays the foundation for characterizing topological prop-
erties [6-17]. The formalism of geometric phase can also
be generalized to quantum systems at finite temperatures
described by density matrices. There have been many
approaches to characterize geometric phases for mixed
states [18-29], among which the Uhlmann phase [18-20]
and the interferometric phase [21] are frequently men-
tioned and widely applied.

The interferometric phase proposed by Sjoqvist et al.
[21] and developed in subsequent works [30-35] is built by
generalizing the optical process of the Mach-Zehnder in-
terferometer to a unitary evolution of mixed states. The
interferometric phase is related to the Berry phase in the
sense that the former may be viewed as a type of thermal
average of the latter. The interferometric phase has been
realized and measured in experiments by using nuclear
magnetic resonance [36, 37], polarized neutrons [38] and
Mach-Zehnder interferometer [39]. Moreover, the for-
malism was extended to nonunitary evolutions [30-34].
Meanwhile, the Uhlmann phase follows a mathematical
construction similar to that of the Berry phase by devel-
oping a formalism of the density matrix, which inherits
the topological nature since it reflects the holonomy when
the system traverses a loop in the parameter space. It
has been applied as a topological indicator to exemplary
quantum systems at finite temperatures [40-44]. In those
cases, the Uhlmann phase jumps at a critical temperature
T., indicating a change of the topological structure with
temperature. More recently, experimental simulations of
the Uhlmann phase have been realized by controlling a
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bipartite entangled state formed by a system of inter-
est and an ancilla for environmental effects [45]. The
Uhlmann phase can be described by the fiber-bundles
language [19, 20, 46]. However, the principal bundle, or
the Uhlmann bundle, is a trivial one [47]. Therefore,
all the characteristics, including the Chern number, van-
ish. Nevertheless, the Uhlmann phase corresponds to the
Uhlmann holonomy and is still able to reflect the under-
lying topological properties.

While both interferometric and Uhlmann phases can
be formulated as the phases from the evolution following
the corresponding parallel transport conditions, the two
geometric phases are inequivalent. The Uhlmann phase
requires manipulations of the ancilla while the interfer-
ometric phase in its original form does not. Moreover,
the interferometric phase does not require the concept
of holonomy used in Uhlmann’s formalism. In a previ-
ous comparative study of the two geometric phases of the
Kitaev chain [35], it was found that the interferometric
phase is intact when temperature varies, leading to the
claim that there is no discrete jump of the interferometric
phase at finite temperatures and accordingly, no finite-
temperature topological transition. It can be shown that
the absence of any finite-temperature transition of the
interferometric phase holds for all two-level systems and
some other cases. Nevertheless, the interferometric phase
can capture topological features of the band structure of
the Kitaev chain just like the Berry phase. In contrast,
the Uhlmann phase of two-level systems already exhibits
finite-temperature transitions [40, 42, 43|, including the
Kitaev chain. In our later discussion, we will present an
explicit example showing a finite-temperature transition
of the interferometric phase in a three-level system.

To facilitate a fair comparison, we first prove that it
is possible for a physical process to satisfy both parallel-
transport conditions of the interferometric and Uhlmann
phases, at least when unitary evolution is considered. Af-
ter specifying the requirements for such processes, we also
explain the resulting phase and its implications. By ex-
amining specific two-level and three-level models follow-
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ing the process compatible with both parallel-transport
conditions, we contrast the difference between the two
geometric phases. The interferometric phase only ex-
hibits discrete jumps at finite temperatures in the three-
level model when traversing a certain type of loops in
the parameter space while such finite-temperature tran-
sitions of the Uhlmann phase appear in both two-level
and three-level systems. The comparison thus demon-
strates the rich physics associated with topology of finite-
temperature quantum systems.

The rest of the paper is organized as follows. Sec. II
briefly reviews and compares the interferometric and
Uhlmann phases via their geometric frameworks and
then characterizes the class of processes that satisfy both
parallel-transport conditions. Sec. III presents exactly
solvable models of two-level and three-level systems to
contrast the two phases and a discussion on their physical
implications. Sec. IV concludes our work. The Appendix
summarizes some details and derivations.

II. OVERVIEW OF TWO GEOMETRIC PHASES
OF MIXED STATES

A. Purification of density matrix

Since the frameworks of both the interferometric and
Uhlmann phases can be described via purification of den-
sity matrices, we begin with a brief overview of purifica-
tion here. For simplicity, we set A = kg = 1 in the fol-
lowing. In quantum mechanics, a mixed quantum state
is represented by a density matrix p, a Hermitian op-
erator carrying no phase information. To define a ge-
ometric phase similar to the Berry phase, Uhlmann in-
troduced the concept of purification or amplitude of p
(18, 48] via W = ,/pV, where p should have full rank.
W and the unitary matrix V play the roles of wave-
function and phase factor, respectively. Equivalently,
W is said to purify p since p = WWT. Let N be the
rank of p. If p is diagonalized as p = ZN_l An|n)(n],
then W = S0 /A, [n)(n|V. The purification W is a
N x N matrix that is isomorphic to a NZ2-dimensional
state-vector called the purified state of p. Explicitly,

=Y Vuln)e @ VT [n)a, (1)

where |n)s and |n), are respectively called system and
ancilla states. The ancilla is an auxiliary system en-
coding the environmental effects on the system, which
is defined up to a unitary transformation V. The in-
troduction of the ancilla and purified state allows us
to rewrite quantum statistical expressions in terms of
quantum-mechanical like expressions. While suitable
manipulations of the ancilla are often present in a non-
trivial Uhlmann process, manipulations of the ancilla are
not necessary for the interferometric phase. This sub-
tlety will be clarified in our later discussions. It can be

shown that the inner product between two purified states
follows the Hilbert-Schmidt product

(Wh|Wa) = Te(W{Wy). (2)
Moreover, the density matrix of the system can be ob-
tained by

p = Tra([W)(W]), 3)

where Tr, means the partial trace is taken over the an-
cilla space. The physical meaning of W is still under
debate since it is a matrix but plays the similar role as
the wavefunction. To simulate mixed states on classical
or quantum computers, one instead constructs the puri-
fied state |W) by employing an ancilla state entangled
with the system state [45, 48].

B. Interferometric phase

The original introduction of the interferometric phase
of mixed states is quite straightforward [21] without de-
composing the density matrix to obtain a matrix-valued
phase factor. Inspired by the optical process of the Mach-
Zehnder interferometer, Sjoqvist et al. [21] directly as-
signed a phase to a mixed state after a unitary evolution
U(t). Explicitly, if the density matrix evolves according
to p(t) = U(t)p(0)UT (t), the system with density matrix
p(t) obtains a phase

0 = arg Tr[p(0)U (t)] (4)

with respect to the initial state p(0). If p initially de-
scribes a pure state of the form p(0) = [¢(0))(x(0)|, un-
der a unitary evolution such that |¢(t)) = U(¢)[¢(0)),
the phase between p(t) = [¢(t))(x(¢)] and p(0) natu-
rally reduces to the known result § = arg Tr[p(0)U (¢)] =
arg(y(0)|v(t)) according to Eq. (4).

The phase discussed above is general. Ref. [21] further
introduced the interferometric phase if U(t) is a paral-
lel transport, which we will briefly explain here. Recall
that when considering pure states |17 2), if the overlap
(11]|1h2) is a positive real number, the two states are said
to be ‘in phase’ or ‘parallel” with each other. As a gener-
alization, Ref. [21] called a unitary transformation U ()
a parallel transport if p(t + dt) is always in phase with
p(t), meaning that § = 0 according to Eq. (4). Note
the relative transformation that takes p(t) to p(t + dt) is
U(t+ dt)UT(t) since

p(t+dt) = Ut +d)UT()pt)UR)UT(t +dt).  (5)
Then, Eq. (4) indicates that the ‘in phase’ condition be-
tween p(t) and p(t + dt) is

arg Tr [p(t)U (t +dt)UT(¢)] =0, (6)

which is the parallel-transport condition suggested by
Sjoqvist et al. [21]. An expansion of the left-hand-side



gives Tr[p(t)U(t + AUt ()] =~ 1 4 dtTe[p(t)U @)U (1)].
Since Tr[p(t)U (t)UT(¢)] is an imaginary number, the con-
dition (6) indicates

Tr [p(t)U(t)UT(t)} = 0. (7)

For a pure state with p(t) = |¢(¢)){((t)], Eq. (7) reduces
to

() SR (0) =0 0

which is the parallel-transport condition for pure states
[49].

If U(t) describes a dynamical evolution governed by
the Hamiltonian H, then iU = HU, and the condition
(7) becomes

Tr [p(t)H(1)] = 0. (9)

The accumulated dynamical phase during U (t) is

O0p = — /O Te [p(¢)H(t)] dt’. (10)

Thus, the parallel-transport condition requires that the
dynamical phase vanishes. The total phase is the sum
of the dynamical and geometric phases. If the dynam-
ical phase vanishes according to condition (7), only the
geometric phase is accumulated, leading to the interfer-
ometric phase

0r = arg Tr [p(0)U ()] = arg Tr [p(t)U (t)] . (11)

Theoretically, the operator U(t) for constructing the
interferometric phase should be a solution to Eq. (7).
However, this single equation is not sufficient to fully
determine U(t), which is a N x N matrix. If we di-
agonalize p(t) as p(t) = >, A(t)|n(t))(n(t)|, it follows
from Eq. (11) that the interferometric phase is §; =
D on () (n(t)|U(t)|n(t)), ie., only the N diagonal ele-
ments of U(t) are relevant to §7. Thus, it was suggested
[21] to strengthen the parallel-transport condition (7) by

nOUBUT ) |n®) =0, n=0,1,---,N—1. (12)

Alternatively, the interferometric phase can be refor-
mulated in terms of purification of the density matrices
in the form p(0) = W(0)WT(0) and p(t) = W(t)WT(¢t).
The transformation p(t) = U()p(0)UT(t) implies W (t) =
U)W (0). In terms of purified states, this corresponds
to |W(t)) = U(t) ® 1|W(0)), implying that only the evo-
lution of the system is relevant. By using the Hilbert-
Schmidt product (2), the interferometric phase is given
by

01 = arg Tr [p(0)U (1)] = arg(W (0)|W (1)), (13)

which is the relative phase between the initial and final
(instantaneous) states. Similarly, the parallel-transport
condition (7) can be written as

0="Tr p(t)U(t)UT(t)} - [Wf(t)W(t)}

= (W)W ), (14)
which is also equivalent to
I (W (1) W/ (1)) = 0 (15)

due to (W(t)|W(t)) = 1.

The unitary evolution U(t) in the derivation of the in-
terferometric phase has a clear physical meaning because
during the process, the purified state evolves according
to

W) =Y VAU (B)n)s @ |n)a. (16)

When compared to the Uhlmann phase that will be dis-
cussed later, the interferometric phase may be more ac-
cessible because the Uhlmann parallel-transport condi-
tion is matrix-valued, making it challenging to interpret
the meaning. Moreover, Eq. (16) indicates that U only
acts on the first Hilbert space of the purified state in the
interferometric phase.

In principle, a generic expression of the interferomet-
ric phase can be obtained for arbitrary models. Con-
sider a quantum system initially in a mixed state p(0) =
> An|n)(n|, and each individual pure state in the en-
semble evolves under the transformation along a loop
~(t), then

N-1
Uty =D e o Olar N n@) (n(r)).  (17)

n=0

It can be shown that the parallel-transport condition
is indeed satisfied: (n(t)|U@)UT(t)|n(t)) = 0, n =
0,1,---,N — 1. At the end of the evolution, the system
acquires an interferometric phase

01(y) = arg <Z )\neiﬁ"('y)> , (18)

where
5a(2) =1  de(an(t) 3 n(e) (19)

is the geometric phase of the nth individual pure state
when evolving along ~(t).

C. Uhlmann phase

If a quantum system depends on a set of parameters
R = (Ri1, Ry, -, Ri) spanning a parameter space M,
the Hamiltonian and density matrix can be controlled
externally via these parameters. Starting with a curve
~v(t) € M, we have p(t) = p(R(t)) and its purification
W(t) = W(R(t)):

p(t) = WHWi(t).  (20)

t—p(t), t— W(),



The purification is said to be parallel-transported along
~ if the length of v, given by

Liy) = / v, (21)

is minimized [50]. As explained in Appendix A, the
parallel-transport condition is given by

wwt=wwt (22)

In the language of fiber bundles, p(t) defines a closed
curve in the base space, and W (t) is a lift of this loop
in the total space. If W (t) is parallel-transported, it
is said [18] to be a horizontal lift of p(t). Clearly, the
parallel-transport condition (22) is different from Eq. (7)
in the formalism of the interferometric phase since the
former is a matrix-valued equation. Integrating both
sides, we obtain the parallel condition between two am-
plitudes Wy a:

WAWS = wow > 0. (23)
2 1

Note the parallelity relation between amplitudes is not
an equivalence relation: It lacks transitivity. We also
call a process equipped with the condition (23) as the
Uhlmann process, which has been shown to be incom-
patible with dynamic processes governed by the Hamil-
tonian [46]. Thus, no dynamical phase is generated in
an Uhlmann process. Meanwhile, the parallel-transport
condition of the interferometric phase also excludes the
generation of any dynamical phase.

Here we give a brief description of the Uhlmann phase
via the fiber-bundle language. More details can be found
in Uhlmann’s original works [18-20] or more recent works
[46, 51, 52]. Consider a cyclic process during which the
amplitude of a density matrix is parallel-transported.
Let this cyclic process be parameterized by ¢ € [0, 7],
0 <t < 7. Here ‘cyclic’ means the initial and final den-
sity matrices are the same: p(0) = p(7) provided «(t) is
a closed curve. Although W (t) is parallel-transported at
every t, the initial and final amplitudes, W (0) and W (1),
may not be parallel since the parallel condition (22) is
not transitive. Explicitly, given W(0) = +/p(0)V(0)
and W(r) = /p(1)V (1) = /p(0)V(7), the violation
of Eq. (23) or W(0)WT(7) # W (7)WT(0) implies

VOV(r) # V(r)V(0). (24)

In general, the two phase factors may be different from
each other, and they are off by an Uhlmann holonomy
depending on ~:

V(r) = U,V(0), (25)

where U, may not be Hermitian (due to the inequal-
ity (24)) but always unitary. As long as the parallel-
transport condition (22) is satisfied, it can be shown that
the Uhlmann holonomy is given by

U, =Pe 40, (26)

4

where P is the path-ordering operator and Ay = —dV VT
is the Uhlmann connection. In terms of the eigenvalues
and eigenvectors of p, the Uhlmann connection has the
form

(nlldy/p, \/pllm)
Ay = — ———"{(m)|. 27
o= = DR . 21)
To quantify the difference between the initial and final
purifications, we introduce the transition amplitude be-
tween the initial and final purified states

Gu = (WO)W(r)) =Tr [p0yPe £:47] . (28)
Its argument is the famous Uhlmann phase
Oy = arg(W(0)|W (7)) = arg Tr [p(O)Pe- s, AU] . (29)

Two features of the Uhlmann process are mentioned
here. Firstly, the Uhlmann process may or may not be a
unitary process. In general, the amplitude evolves as

W(t) =Y VB n®)|V (@) (30)

following the Uhlmann parallel-transport condition. The
corresponding density matrix p(t) = W(#)WT'(t) may
not be of the form p(t) = U(t)p(0)UT(¢) for some uni-
tary transformation U if the eigenvalues A, (t) change
with ¢. Typical examples of nonunitary Uhlmann pro-
cesses include two-band models [40]. Meanwhile, uni-
tary Uhlmann processes also exist, such as the spin-j
model [42, 43] and the three-level model to be discussed
later. While nonunitary generalizations of the interfero-
metric phase have been proposed [33], we will focus on
unitary processes in the following discussion. Moreover,
implications of the Uhlmann connection on the fidelity
of fermionic systems have been studied in a series of
works [53-55].

Secondly, the Uhlmann parallel-transport condition is
qualitatively different from the parallel-transport condi-
tion of the interferometric phase shown in Eq. (15). We
note that Eq. (22) implies Im(WW1) = 0. Taking the
trace of both sides, we get

0=ImTr(WW') = ImTr(WTW) = Im(W(t)|i|W(t)>,

dt
(31)

which is the same as Eq. (15) suggested by Sjoqvist et
al. [21]. Superficially, it seems that the two parallel-
transport conditions are similar. However, their differ-
ence is subtle but important: Eq. (31) is a weaker neces-
sary implication of the condition (22) since the latter is
matrix-valued with more degrees of freedom. Moreover,
the equivalence between the original ‘in phase’ condition
(7) and the reformulated identity (15) or (31) for the in-
terferometric phase is valid only if there is no t-dependent
transformation acting on the ancilla. On the other hand,
the ancilla transformation is ubiquitous in Uhlmann’s ap-
proach. We will comment on the subtlety later.



D. Comparison between the two geometric phases
in a single process

A comparison of Eq. (13) and Eq. (29) shows that both
interferometric and Uhlmann phases come from the rel-
ative phase between the initial and final (instantaneous)
purified states. This brings forth a sequence of intriguing
problems: Is there any cyclic physical process that can si-
multaneously satisfy the two different parallel-transport
conditions (12) and (22)7 If such a process exists, what
is the relative phase between the initial and final states
at the end of the evolution? Moreover, if such a pro-
cess exists, it will provide a fair comparison between the
Uhlmann and interferometric phases. Here we explicitly
construct such processes and specify the requirements.

For a single process to simultaneously satisfy the two
parallel-transport conditions, the following conditions
must be satisfied. Firstly, the process must be cyclic,
as required by the Uhlmann holonomy. Therefore, the
evolution should bring the final density matrix to be the
same as the initial density matrix. However, the final
purified state may be different from the initial purified
state and gives rise to a geometric phase. Secondly, we
will focus on the interferometric phase from a system
undergoing unitary evolution. Hence, the corresponding
Uhlmann process is also chosen to be unitary. Accord-

ingly, we assume a cyclic unitary process of duration 7
described by

p(t) = Us(t)p(0)UL (#), (32)
where the subscript ‘s’ emphasizes that Us(¢) is a system
transformation. At the end of the cyclic process, p(0) =
p(7) implies

[0(0), Us(7)] = 0. (33)

W(tWwi(t),

Next, we purify the density matrix as p(t) =
or conversely W (t) . The evolution (32) can

=VpV(t)
be satisfied by

W (1) = U)W (0)Ua(t) = U, ()\/p(O)V (0)Ua (¢
— VpOULOV ()T (2). (34)

with respect to Us(0) = Uy(0) = 1. Here /p(t) =
s(t)\/p( U (t has been applied. When compared to
W(t) = +/p V , the phase factor evolves as V (t) =
Us(t)V(0) a( ), snnllar to W (t). We remark that U,(t)

is not a U(N) phase factor but an ancilla transforma-
tion with the subscript ‘a’. Its meaning becomes clear

by noting that the related purified state corresponding
to Eq. (34) is

W(t) =D VAUt

During an Uhlmann process, W(t) follows the
Uhlmann parallel-transport condition. By substituting
Eq. (34) into the condition (22), Uy , must satisfy

UIWHO)UIUW (0)U, + UIWT(0)W (0)UL,

® (V(0)Ua(t))" [n)a-  (35)

=Uulwtoyuiv,w)u, + Uiwtoywo)u,. (36)

The validity is actually guaranteed by Eq. (2
is outlined in Appendix B.

To satisfy the parallel-transport condition of the in-
terferometric phase, we emphasize that an extra t-
dependent evolution operator U,(t) appears in the an-
cilla. Such a transformation on the ancilla is necessary
in the Uhlmann process. However, the ¢-dependent trans-
formation on the ancilla invalidates the equivalence be-
tween Egs. (7) and (31) for the interferometric phase.
In the original approach of Ref. [21], it is the system
density matrix p(t) that must be kept in phase dur-
ing parallel transport, so U, is irrelevant to the evo-
lution of p(t) according to Eq. (32). Thus, we are al-
lowed to follow the strengthened parallel-transport con-
dition (12) from Ref. [21] by replacing U by Us and
[n(t)) = Us(t)|n)s.Moreover, by substituting Eq. (35)
into Eq. (31), we obtain

7). A proof

Tr, [p(0)U,US | + Tra [pF(O)TU]] = 0. (37)

Here p, is the density matrices of the ancilla. When
a general transformation on the ancilla is involved, the
condition (31) then defines a generalization of the inter-
ferometric phase, called the generalized Berry phase, as
discussed in Ref. [56]. However, this is beyond the scope
of our current discussion.

Based on the results, as long as the Uhlmann connec-
tion

Ay = —dVVT = —d[UV(0)U] [UV(0)Ua)"  (39)

satisfies Eq. (27) and U, respects Eq. (12), it is possi-
ble that a single physical process meets both parallel-
transport conditions. At the end of such a process of
duration 7, the relative phase between the initial and
final states is

Q
=
0
=
=
=

(0)|W (7)) = arg Tr [WT(0)W (7)]
V1OV (1) VPOV (0)Ua(7)]
pO)UL(T)V (0)Ua(r)VT(0)] (39)

[

where Eq. (33) has been applied in the last step. From
V(r) = Uy(r)V(0)Ua(7) and V(7) = Pe” $ 47V (0) ac-
cording to Eqs. (25) and (26), we conclude that the rel-
ative phase between the initial and final purified states
is the Uhlmann phase (29). This is not surprising since
Eq. (15) covers Uhlmann’s parallel-transport condition
(22) but takes a different form from the condition (7)
here. Therefore, we follow Eq. (12) with U replaced by
U, to extract the interferometric phase, which is given
by

01 = arg Tr [p(0)Us(7)] - (40)

To end this section, we present a comparison be-
tween the two geometric phases of mixed states. The



major difference comes from the ancilla evolution U,.
Given an arbitrary unitary transformation U,, the den-
sity matrix remains the same: p(t) = W(H)WT(t) =
Tr,(JW(t))(W(t)]). This means at each point p(t) on
the loop 7 of evolution, there is a corresponding lin-
ear space generated by U,, which is the fiber space at
p(t). If U, and Us respect Eq. (36), Uhlmann’s parallel-
transport condition is satisfied, and a point in the fiber
space that corresponds to W (t) lies on the horizontal lift
of v. Thus, the Uhlmann phase is naturally connected
to the topological structure of the Uhlmann bundle via
the concept of Uhlmann holonomy, and its jump signals a
topological phase transition of the system. On the other
hand, only the system evolution U is relevant in the
parallel-transport condition of the interferometric phase
according to Sjoqvist et al.’s approach [21]. To our knowl-
edge, the formalism of the interferometric phase does not
naturally connect to a fiber-bundle description like the
Uhlmann phase. Nevertheless, the interferometric phase,
as given by Eq. (18), may be considered as the thermal
average of the Berry phase factor from each energy level
and thus reflects the geometrical properties of the Berry
holonomy. Accordingly, we refer to the quantized jump
of the interferometric phase as a geometric phase transi-
tion, which will be discussed in the following section.

III. EXAMPLES AND DISCUSSIONS

Here we analyze some concrete examples that will gen-
erate both the interferometric and Uhlmann phases and
compare their behavior.

A. Interferometric phase

We begin with a simple two-level system (or a qubit)
described by

Hy=0 "R, (41)

where R = R(sinfcos¢,sinfsin¢,cosd)’ and o =
(04,04,0.)T is the vector of the Pauli matrices. At
temperature 7', the canonical-ensemble density matrix

is p = %emﬁ = % 1—tanh([3R)a-f{ , where 8 = %,

R=|R/|, and R = %. Applying Eq. (18), we obtain the
interferometric phase

01(v) = arctan [tanh(SR) tan(8-(v))] , (42)

where f_(7) = 3 ﬁy(l—cos 0)d¢ is the geometric phase of
the ground state. Here (¢) denotes a unitary-evolution
loop on the parameter space-the two-dimensional unit
sphere S2. For example, suppose R initially points along
the z-axis, then Ha(t = 0) = H2(0(0) = F,4(0) =
0) = o0, R. By gradually changing the direction of R
along the equator, the Hamiltonian evolves as Ha (6, ¢) =

U.(¢)o.RUI(¢) = R(0, cos ¢ + o, sin ¢), where U, (¢) =
e~ 2%9= is a ¢-rotation about the z-axis.

Accordingly, the mixed state evolves unitarily as p =
%e_ﬂUz(¢)H2(O)U:(¢) = LU.(¢)e PH2(O0UT(¢). Here the
partition function Z is invariant under a unitary trans-
formation. At the end of the evolution (t = 1), ¢ = 2,
and p(7) returns to p(0), corresponding to a closed loop
for the density matrix. The interferometric phase 8; that
the mixed state obtains with respect to the evolution can
be inferred from Eq. (11). The expression (42) suggests
that 0; for the two-level system is continuous with re-
spect to 3 except at =0 (or T' = c0). In other words,
the interferometric phase of the two-level system has no
discrete jumps provided the system does not reach the
maximally mixed state at infinite temperature. We re-
mark that the absence of finite-temperature transition of
the interferometric phase in two-level systems is a gen-
eral feature [35]. On the contrary, it will be shown later
the Uhlmann phase of the same two-level system already
exhibits finite-temperature transitions.

The lack of finite-temperature transitions of the in-
terferometric phase in the literature raises an interest-
ing question: Is it possible to have temperature-induced
quantized jumps of the interferometric phase at finite
temperatures? Here we provide an affirmative answer
by modifying the two-level model to a three-level system
with the Hamiltonian

ne (R ) o

where again R = R(sin 0 cos ¢, sin § sin ¢, cos §)7. We use
the convention that vanishing elements of a matrix will
not be explicitly shown. The Hamiltonian can be diago-
nalized as H = RU(0, ¢)AUT (0, $), where

sin fe~1¢
—cosf . (43)
1

cos
sin fe'?

—sin%efiqt7 1
cos % JA= -1
1 1

(44)

The Hamiltonian has two eigenvalues =R with +R being
doubly degenerate. The associated eigenstates are

cos §
sin Zel?

U, ) =

cosg 0
|+ Ri)=| sinbe® |, |+R)=1|0[,
0 1
—sin ge*i‘Zb
_ )
|- R) = co(s), 5 . (45)

The parameter space is also S2, whose local coordi-
nates are (0,¢). A loop in S? can be parameterized
by (6(¢),#(t)) with 0 < ¢ < 7 such that 6(0) = 0(7),
¢(0) = ¢(7). Hence, U itself induces a unitary transfor-
mation U(0(t), #(t)). Note

] 0 —e i@
U= ¢¢ o

N D



Figure 1. Geometrical generating function and interferomet-
ric phase (inset) of the model (43) as functions of temperature.
The red dotted and blue solid lines correspond to €2 = 1 and
2, respectively. When €2 is even, g diverges at 7. and 6; has
a discrete jump.

sin? ¢ sin £ cos Le~1¢
) e 2, 2V 2 .
+1i| —singcos §el¢ —sin” g ¢.

A straightforward evaluation shows
} 1 }
Tr(pUu’) = T (Ue—BRAuTuuT)
2i . 0
- —Zlgbsinh(ﬂR) sin” 2. (46)

Thus, the allowed parallel-transport at finite temperature
must be along circles of longitude (meridians), i.e., ¢ = 0.

However, a subtlety arises here due to the traditional
choice of the ranges of the spherical coordinates given
by 0 <0 <m 0< ¢ < 2w. There are two superficial
singular points in this coordinate system, the north and
south poles, at which the latitudes are § = 0 and w, re-
spectively, causing the longitudes not well defined. When
traversing a circle of longitude with ¢ = ¢, the longi-
tude suddenly jumps to ¢g £ 7 after passing the south
or north pole. In fact, a whole meridian contains two
semi-meridians: (0 < 6 < 7, ¢g) with longitude ¢y and
(m >0 >0,¢9 + ) with longitude ¢ + w. This artifact
leads to artificial singularities in ¢ = 0 for the parallel-
transport condition at the two poles. Fortunately, those
spurious singularities can be avoided by making a slight
adjustment to the ranges of the spherical coordinates. In
Eq. (43), the Hamiltonian is invariant under the symme-
try transformation (0, ¢) — (27 — 0, ¢ + 7), which maps
a semi-meridian of longitude ¢ to that of ¢ + m. Thus,
we can redefine the ranges of the spherical coordinates as
0<60<2m0< ¢ <. Inthis convention, a whole circle
of longitude ¢ is expressed as (0 < 0 < 2, ¢), which
covers without singularity the two semi-meridians in the
previous definition.

Suppose the system initially stays at the north pole of
52 and starts to evolve along a meridian of longitude ¢q
at t = 0. We also assume that the evolution path can
slightly deviate from a certain meridian such that the
winding number of the path may be higher than one by

making multiple rounds on S2. To ensure the evolution
path will not introduce a non-negligible contribution to ¢,
we assume the total deviation |d¢| along a whole merid-
ian is at most comparable to |df| along a small segment
dt. Thus, |¢)| is a higher order infinitesimal compared to
|0]. We define Q = - §df as the number of the evolu-
tion path circling a meridian. The initial density matrix
is p(0) = %diag(e_BR,e'@R,e_BR). At the end of the
evolution, the transformation U is

cos(72) 0

U2TQ, ¢o) = 0 — cos(mQ2)
1

;o (47

which is independent of the longitude ¢y. Thus, the in-
terferometric phase for any meridian is given by

01(T) = argTr [p(0)U (278, ¢o)]
cos(mQ)e PR + e R — cos(nQ)el R

=arg 70) . (48)

Importantly, when € is even, one can see that 6;(T) has
a quantized jump at the critical temperature T, = ILR

n2
independent of Q. Explicitly,

m, T <T,,
HI(T) = { 0, T>T.. (49)

To characterize the features at 7., we introduce the
geometrical generating function [57]

o1 2
9= Jim —In|G/(T)]" (50)
where L is the degrees of freedom of the system, and
G1(T) = (W(0)|W (7)) with its norm called the visibility
by analogy with optical process [21]. A jump of 6; indi-
cates that T, is a zero of the visibility, which indicates
that the initial and final purified states are orthogonal
even though the initial and final density matrices are
the same in a cyclic process. Furthermore, g has non-
analytical behavior at T,. This is quite similar to the
dynamical quantum phase transition of quantum quench
processes [58] because ¢ is the counterpart of the dynam-
ical free-energy density, and |G;(T')]| is the counterpart of
the Loschmidt echo.

We visualize our findings in Fig. 1, where g and 6; are
plotted as functions of T for Q = 1 and 2, respectively.
When Q =1 (odd), g varies continuously as T increases,
and 0 is trivial at any finite 7. When Q = 2 (even), 65
jumps from 7 to 0 as the temperature increases across
T.. Moreover, g exhibits non-analytical behavior at T,
signaling a change of the geometrical nature of the sys-
tem. By comparing with the dynamical quantum phase
transition after a quantum quench [58], the behavior of
the = 2 case may be recognized as a phase transition
since temperature can be thought of as the complex con-
tinuation of time and the geometrical generating function
plays the role of free energy. We call the transition shown



Figure 2. Geometrical generating function and Uhlmann
phase (inset) of the model (43) as functions of temperature.
The red dotted and blue solid lines correspond to €2 =1 and
2, respectively. g exhibits non-analytical behavior at topolog-
ical phase transitions with quantized jumps of the Uhlmann
phase.

in Fig. 1 a geometric phase transition since it is signaled
by a jump of the interferometric phase, which is a geo-
metric phase of mixed states.

We elaborate on the physical meaning of 7, from
a jump of A;. For a system in thermal equilibrium,
Eq. (18) indicates that 0y comes from a thermal average
of the Berry phase factors. In the zero-temperature limit,
lim7_.g An>0 limg 00 e~ B(En>0=Fo) — 0, so the contri-
bution is solely from the ground state. Thus, 67 reduces
to the corresponding Berry phase as T — 0, which is con-
sistent with the argument that the interferometric phase
inherits the geometrical properties of the Berry phase at
low temperatures [59]. In the infinite-temperature limit,
p corresponds to the maximally mixed state with the
thermal weight of each level being equal. Accordingly,
01 loses its resemblance to the ground-state Berry phase.
Hence, the interferometric phase can be thought of as a
measure to detect the temperature where p loses its abil-
ity to capture the ground-state geometrical properties.

For the simplest two-level system studied above, one
may assign T, = oo according to Eq. (42). This implies
that 6; is relatively insensitive to temperature in the two-
level case. Nevertheless, it has been proposed that driven
by other parameters, 7 may reflect the same phase tran-
sition just as the Berry phase does, as illustrated in a
study on the Kitaev chain [59]. In contrast, the three-
level system studied above indeed shows that T, can be
finite. Therefore, f; resembles the Berry phase of the
ground state when 7" < T, but changes to resemble the
Berry phase of the excited states when 7" > T.. This is
corroborated by Eq. (47), where — cos(7§2) and cos(7(2)
are from the Berry phase factors of the ground state and
the parameter-dependent excited state, respectively. One
may envision that there might exist more than one tran-
sition points at finite temperatures for more complicated
multiple-level systems according to the interferometric
phase.

B. Uhlmann phase

As a comparison, we also study the Uhlmann phase us-
ing the same models with the Uhlmann parallel-transport
condition satisfied. We have given a brief discussion of
the Uhlmann phase of similar models in our previous
work [57] but using a different calculation. Here we will
present a detailed study to contrast the result with the
interferometric phase. A similar example to the two-level
system shown in Eq. (41) is the spin-1 model undergoing
a unitary Uhlmann process, which has been discussed in
our previous work [42]. Here we quote some key results
by identifying the parameters of the Hamiltonian (41)
with R = pupB, where up is the Bohr magneton and B
is the external magnetic field. The parameter space of
this model is also S? and the great circles on S2, such as
the equator and meridians, are evolution loops satisfying
Uhlmann’s parallel-transport condition. When evolving
along one of those loops, the system obtains an Uhlmann

phase 0y = arg [cos(wQ) cos (wQsech%)} where  is

the winding number counting how many times the loop
wraps around a great circle in the parameter space. Dif-
ferent from the interferometric phase shown in Eq. (42),
the Uhlmann phase of the two-level system already ex-
hibits quantized jumps at T, = R

21n(Fﬂ_g+ (ﬁ%—)tl)’
where n = 0,1,--- ,Q — 1. For the Uhlmann phase, a
jump signifies a topological change of the Uhlmann holon-
omy.

Next, we consider the same three-level model described
by Eq. (43). Under the evolution U(t), it is straightfor-
ward to get

duut,e Y 20~ ydute= %
CNA L e ey

Thus, the Uhlmann connection is given by

Ay = Z an|¢m><7/}m|UduT|¢n><7/}n|a (52)

mn=+1,+1,—1

—mBR | ~nBR_o —TfngR
where Y, = & etcmﬁR_i_e?SBR : ; |n) = |+ Ry),

| + R2) or | — R). Using

—% sin g % cos ge*w
aut (6, ¢) = 1cosfe®  Llsing dé
0
0 —isin ge’w
+ | isin et 0 de.  (53)
0
it can be found that
0 —ei¢
Ap =21 e¢ 0 0
2 0
—sinf cosfe i®
— = | cosfel?  sind do, (54)
0



—BR, BR_o .
where x = x1,-1 = X-11 = Cc,ﬂ,}fifrcﬂ,ﬁ is the only

nonzero component of x.,,. When the system evolves
along a meridian of longitude ¢ = ¢g, ¢ = 0, and the
corresponding Uhlmann holonomy is

sin(Qmy)e %o
cos(Qmy)

cos(Qmy)

Pe $4v = | —sin(Qry)ei¢o

(55)

At the end of evolution, the system acquires an Uhlmann
phase given by Eq. (29). Explicitly,

Tr[p(0)Pe™# 4v] = arg Gu (T), (56)

Oy =

0 Qn —BR
(—=1)*2cosh(BR) cos (cosh(ﬁR)) e

Gu(T) = Z00) ;

(57)

independent of ¢y. A comparison with the discussion
of the interferometric phase shows that the norm of
Gu(T) can also be recognized as the visibility. Accord-
ingly, we introduce the geometrical generating function
g = —limy_. %1n|QU(T)|2. A jump of fy also corre-
sponds to a zero of the visibility, which indicates orthog-
onality between the initial and final purified states even
though the initial and final density matrices are the same
in a cyclic process. Moreover, g diverges at a topological
transition point when the Uhlmann phase jumps.

Our numerical calculations show that Gy (T') always
has at least one zero no matter 2 is odd or even. For ex-
ample, if Q = 1, there is a zero of Gy (T) at T, ~ 0.7338R.
Similarly, the value of 6 jumps at T, where g diverges,
which is visualized in Fig. 2. Since 0y reflects the topo-
logical nature of the system at finite temperatures via
the Uhlmann holonomy [18, 51], T, signals a topologi-
cal phase transition. Moreover, Fig. 2 indicates that the
winding number has a nontrivial effect on the topologi-
cal phase transition in this case. If = 1, the system
is in the topologically-nontrivial phase with 0y = 7 at
low temperature T' < T.. Above T, the system becomes
topologically-trivial with 6;; = 0. This is because the
thermal distribution changes the topology of W (t), the
horizontal lift of p(t) [18]. If Q@ = 2, the system expe-
riences two distinct topological phase transitions since
Gu (T) has two zeros. As the temperature increases from
T = 0, the system begins with the topologically-trivial
phase, then jumps to the nontrivial phase, and then
jumps back to the trivial phase, showing an intermediate-
temperature topological regime sandwiched by trivial
regimes at lower and higher temperatures [42, 44].

We mention that the behavior of the Uhlmann phase
of the three-level system is somewhat similar to the
spin-3 system previously investigated in Ref. [42]. The
resemblance with the two-level spin—% system is be-
cause the three-level model here is obtained by includ-
ing a parameter-independent energy-level as indicated

by Eq. (45). Nevertheless, the three-level model is not
a trivial generalization of a two-level system since the in-
terferometric phase clearly shows an intrinsic difference
between the two-level and three-level systems.

C. Implications

While the interferometric phase has been measured via
different experimental techniques [36-39], the Uhlmann
phase of a two-level system has been simulated and mea-
sured on quantum computers [45]. The reason that the
interferometric phase can be measured from the evolution
of a natural system while the Uhlmann phase is gener-
ated from an entangled state of the system and ancilla
is because the transformations of the former is on the
system only but there are both system and ancilla trans-
formations for the latter, as explained in our previous
discussions. We remark that previous experimental mea-
surements of the two phases are all on two-level systems.
Therefore, our analysis of the three-level system offers
testable predictions, such as the discrete jump of the in-
terferometric phase of a three-level system at finite tem-
peratures that is absent in two-level systems, for future
experiments.

Moreover, a three-level system may be represented by
a system with spin 1, and the interferometric phase may
be measured using the same procedure as that of a two-
level system. In contrast, a three-level system on a quan-
tum computer may be represented by two qubits [42] or
using a three-state qutrit. The corresponding purified
states need to be constructed for the measurement of
the Uhlmann phase. Therefore, despite the possibility of
satisfying both parallel-transport conditions in a single
process, one may still need to construct different exper-
iments for the two phases due to their specific require-
ments of physical systems. For example, in the measure-
ment of the interferometric phase via nuclear magnetic
resonance [36], no extra manipulations were needed for
the ancilla since the transformation on the system alone
is sufficient. In contrast, time evolution governed by en-
gineered Hamiltonians of both the system and ancilla
was implemented in the simulation of the Uhlmann phase
on quantum computers [45]. Nevertheless, our analysis
shows the conditions for a process to satisfy both parallel-
transport conditions, which will allow future experiments
to facilitate fair comparisons of the two geometric phases
of mixed states.

IV. CONCLUSION

The inequivalent parallel-transport conditions of the
interferometric and Uhlmann phases clearly show that
while the two geometric phases of mixed states gener-
alize the Berry phase of pure states, they have differ-
ent physical requirements and implications. The class of
physical processes satisfying both parallel-transport con-



ditions analyzed here not only offers a fair comparison
of the two phases and their phase transitions but also
provides deeper insights into the meanings of geometric
phases of mixed states. Furthermore, realizations and
measurements of the two-level and three-level systems
for both phases in quantum simulators or computers will
help us navigate the complex web of geometry, topology,
quantum physics, and temperature.
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Appendix A: Details of Uhlmann parallel-transport
condition

We begin with Eq. (21) and rewrite it as y(¢) can be
modified as

L(v):A\/<W|W>dt:/\/Tr(WTdtht). (A1)

Y

To minimize L(7), it is equivalent to search all possible
W (t) to minimize

Te(WTdtWw dt)
~Tr [(W(t+dt) — W) (Wt +dt) — Wi(t))]

=2 —Tr [W(t+d)Wit)+ WeHWT(t+dt)]. (A2)

Let Wy = W(t) and Wy = W (t + dt). We are set to find
the maximum of Re(WngT ). By definition, W; and W5

are both of full rank, so A = VVQVVIf is also of full rank.
Thus, it has a unique polar decomposition A = |A|Vy,

where |A| = vV AAT. The following inequality is valid:

Re (TrA) < |TrA| = [Te(v/[Al/TA]Va)|
< T AT (V][ A]Va) = To| 4],

(A3)

where the Cauchy-Schwartz inequality Tr(ATB) <
V/Tr(ATA)Tr(BTB) has been applied. The inequality
(A3) is saturated if /|A] = \/|A|V4, i.e., V4 = 1, which
implies

A= VAAT >0, (A4)
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where ‘> 0’ means all eigenvalues of the corresponding
matrix are positive. This is because the full-ranked ma-

trix vV AAT only has positive eigenvalues. Eq. (A4) fur-
ther leads to A2 = AAT or A = AT, which is

W(t+dWT(t) = W)W (t+dt) > 0. (A5)
Expanding both sides to the first order, we get the
parallel-transport condition

W)W () = we)ywh). (A6)

Appendix B: Proof of Eq. (36)

For simplicity, we assume the initial phase factor is
trivial: V/(0) = 1. Thus, W(0) = /p(0), U(t) =
Us(t)Uq(t), and Eq. (36) becomes

UINVPoULUs/poUa + Ul poUs
=Ul\/poUlUs/poUa + Ul poUs,

where pg = p(0). This equality can be further rearranged
as

(B1)

Us/poU1Us/poUL = Usy/poUL Us /o U]
=U,U, Ul poUl — UspoU,UIUT. (B2)

Now we show that the modified parallel-transport con-
dition (B2) in a unitary Uhlmann process can be inferred
from Eq. (27). Since V(0) = 1, Ay = —d(U,U,)(U,U,)".
Suppose X is the tangent vector of the closed curve p(t),
then

Ay(X) = -UU! - UU,UIUT. (B3)
Moreover, Eq. (27) is equivalent to
pAu + Avp = [V/p,d\/pl. (B4)

Let X be the horizontal lift of X, then d\/p(X) = \/p.
Therefore, Eq. (B4) leads to [46]

pAu(X) + Av(X)p = [vp, dVp(X)] = [vp, V7. (B5)

Substituting \/p = Usy/poU, T into the right-hand-side of
Eq. (B5) and rearranging terms, we get

Us/poULUs\/poU} = Us/poUUs/poU}

=pAy(X) + Ap(X)p+ UUlp— pU UL (B6)
From Eq. (B3) and U,Uf = ~U,U}, we finally get
Us/PoUIUs\/poUT = Us/poUl U /poUf
=U,U, Ul poUl — UspoU,ULUT, (B7)

which validates Eq. (36).
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