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Abstract. Let u be a harmonic function in a C1-Dini domain, such that u vanishes on an
open set of the boundary. We show that near every point in the open set, u can be written
uniquely as the sum of a non-trivial homogeneous harmonic polynomial and an error term
of higher degree (depending on the Dini parameter). In particular, this implies that u has
a unique tangent function at every such point, and that the convergence rate to the tangent
function can be estimated. We also study the relationship of tangent functions at nearby
points in a special case.

1. Introduction and main results

A harmonic function can be decomposed into the summation of homogeneous harmonic
polynomials of integer degrees. In particular, it can be written as a homogeneous harmonic
polynomial plus a higher-order error term. In [Han], the author proved that a similar ex-
pansion holds for solutions to elliptic operators whose coefficients are Lipschitz. This is
optimal: there are examples of elliptic operators with Hölder coefficients for which the so-
lution does not have finite order of vanishing (see [Plis] for an example of non-divergence
form operator, and [Miller] for an example of divergence form operator), so one cannot ex-
pect an expansion in homogeneous harmonic polynomials of finite degrees. On the other
hand, if a solution of an elliptic operator with Hölder-continuous coefficient does have a
finite order of vanishing at a point, Han’s argument works and he gets a similar expansion
near that point.

In a C1-Dini domain, consider a non-trivial harmonic function u which vanishes on an
open set of the boundary ∂D∩B5R(0). Then u has a finite order of vanishing in BR(0), which
follows from a doubling property proven in [AE] and later in [KN] using a different method.
Moreover, in a previous paper [KZ], we proved a more precise decay rate for such function
(see Lemma 2.10); more importantly, we gave an estimate of the size of the singular set

S(u) := {X ∈ D ∩ BR(0) : u(X) = 0 = |∇u(X)|}.

Combining the arguments in [KZ] and [Han], we are able to show that u has a similar
expansion at the boundary of a Dini domain:

Theorem 1.1. Let D ⊂ Rd be a Dini domain with parameter θ (see Definition 2.1) and
∂D 3 0. Let R0,Λ > 0 be finite. Suppose that u is a non-trivial harmonic function in
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D ∩ B5R0(0), u = 0 on ∂D ∩ B5R0(0), and the (modified) frequency function (defined in [KZ,
Sections 4 and 3], and restated in (2.9)) at the origin satisfies N0(4R0) ≤ Λ.

Then for any boundary point X0 ∈ ∂D ∩ BR0(0), there exists R > 0 such that u has a
unique expansion

u(X) = PN(X − X0) + ψ̃(X − X0) in BR(X0), (1.2)

where PN is a non-trivial homogeneous harmonic polynomial of degree N ∈ N, and the
error term ψ̃ satisfies

|ψ̃(Y)| ≤ C|Y |N θ̃(2|Y |), (1.3)
and

|∇ψ̃(Y)| ≤ C|Y |N−1θ̊(2|Y |), (1.4)
Here

• N agrees with the vanishing order of u at X0, i.e. N = NX0 = limr→0 NX0(r), where
NX0(·) is the (modified) frequency function of u centered at X0;

• the radius R is determined by the frequency function at X0 and the Dini parameter
θ (see (4.9));
• θ̃ is determined by the Dini parameter θ as in (5.19) and it satisfies θ̃(r) → 0 as

r → 0;
• θ̊ is determined by θ as in (6.13) and (6.10), and it satisfies θ̊(r)→ 0 as r → 0.

Remark 1.5. We remark that when D is a C1,α domain with α ∈ (0, 1) (that is, when θ(r) ≈
rα), the upper bounds of the error term satisfy that θ̃(r), θ̊(r) . rα.

The significance of the above theorem is that we get a higher-order expansion of u even
though u only has regularity up to C1 at the boundary. Moreover, it is more difficult to
estimate the gradient of the error term compared to [Han]. This is not only because of
difficulties at the boundary, but also due to regularity issues. Recall that (because of a
different regularity and structure of the coefficient matrix) the solutions in the setting of
[Han] are in the Sobolev space W2,p for any p > 1, i.e. they are strong solutions. So the
Lp estimates of ∇ψ̃ as well as ∇2ψ̃ follows directly from the estimate of ψ̃ in (1.3), using
interior Lp estimates for strong solutions, see [GT, Theorem 9.11]. But more work is needed
here to obtain the gradient estimate in (1.4).

We also remind the readers that for an interior point X0 ∈ D, we can simply use the
decomposition of u (into homogeneous harmonic polynomials of integer degrees) near X0
to obtain the expansion

u(X) − u(X0) = PN(X − X0) + ψ̃(X − X0)

for any X ∈ D such that |X − X0| < dist(X0, ∂D), where the error term ψ̃ satisfies |ψ̃(Y)| ≤
C|Y |N+1 as well as higher regularity estimates.

Recall that in [KZ], we have studied the blow up of the function u at a boundary point as
follows. For any X0 ∈ ∂D ∩ BR0(0) and r > 0, let

TX0,ru(Z) :=
u(X0 + rZ)(

1
rd

˜
Br(X0)∩D u2dY

) 1
2
, for any Z ∈

D − X0

r
. (1.6)
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Since D is a C1 domain (i.e. the domain above the graph of a C1 function ϕ : Rd−1 → R),
clearly D−X0

r converges locally graphically to a half space, above the hyperplane determined
by ∇ϕ(x0), where x0 ∈ R

d−1 is such that X0 = (x0, ϕ(x0)) ∈ ∂D. Assuming without loss
of generality that ∇ϕ(x0) = 0, then D−X0

r converges graphically to the upper half space Rd
+.

Then for any sequence r j → 0, there exists a homogeneous harmonic polynomial P in Rd
+

(possibly depending on the sequence {r j}) of degree NX0 , such that modulo passing to a
subsequence

TX0,r ju→ P locally uniformly and locally strongly in L2, and weakly in W1,2,

and ¨
B+

1 (0)
|P(Z)|2dZ = 1,

where we denote B+
1 (0) := B1(0) ∩ Rd

+. We say that P is a tangent function of u at the point
X0. A priori for different sequences {r j}, we may get different tangent functions. However,
using the expansion in (1.2), we can prove the following corollary:

Corollary 1.7. For any X0 ∈ ∂D ∩ BR0(0), we have

TX0,ru(Z) = cPN(Z) + O(θ̃(r)), (1.8)

where PN is the homogeneous harmonic polynomial as in (1.2), c is a normalizing constant
so that P = cPN has unit L2 norm in B+

1 (0), and θ̃ is as in Theorem 1.1. In particular, the
polynomial cPN is the unique tangent function of u at X0, and the convergence rate to the
tangent function is bounded by a constant multiple of θ̃(r).

We remark that the global estimate we obtained in [KZ, Theorem 1.1] does not imply the
above result. In Corollary 1.7, not only do we know that there is a unique tangent function at
every point, we also know the convergence rate. The result in the current paper complements
the main theorem in [KZ] and uses the frequency function and purely PDE arguments.

By the monotonicity of the frequency function NX0(·) and the fact that its limit NX0 =

limr→0 NX0(r) is integer-valued, we can show that

X0 ∈ ∂D ∩ BR0(0) 7→ NX0 ∈ N

is upper semi-continuous. The proof uses a standard argument adapted to the modified
frequency function we introduced in [KZ]. Since this fact is tangential to the main topic
of this paper, we defer the proof to the appendix. In general, the vanishing order could
jump up, and we give a simple example in the footnote.* But in the particular case where
a sequence X j ∈ ∂D ∩ BR0(0) converges to X0 is such that NX j → NX0 , since the vanishing
order is integer-valued, we have NX j ≡ NX0 for j sufficiently large. We can then show that
the leading order polynomials in the expansion also converge:

*Consider the upper-half space R3
+ = {(x1, x2, t) : x1, x2 ∈ R, t > 0}. The function u : R3

+ → R defined as

u(x1, x2, t) = (x1 + x2) · t

is harmonic. Let L := {(x1, x2, 0) : x1 + x2 = 0} be a subset of ∂R3
+. It is an easy exercise to show that for any

X0 ∈ L, the vanishing order NX0 is 2; and for any X0 ∈ ∂R
3
+ \ L, the vanishing order NX0 is 1.
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Proposition 1.9. Let {X j}, X0 be points in ∂D ∩ BR0(0) satisfying X j → X0. Suppose that
NX j = NX0 for each j. Let PX j , PX0 denote the homogeneous harmonic polynomials in the
expansions (1.2) near X j, X0, respectively. Then PX j converges to PX0 in the Ck-topology for
any k ∈ N.

The paper is organized as follows. In Section 2 we introduce some notation, recall how
we defined the modified frequency function in [KZ], and use that to estimate the ratio of the
L2 norm of u in two concentric balls of different radii. In Sections 3 and 4, we reduce the
problem from a harmonic function u in a C1-Dini domain to a solution v in the upper half-
space to a divergence-form elliptic operator, whose coefficient matrix is the identity matrix
at the center point and is Dini-continuous everywhere. Then in Section 5, we write down
the expansion of v, estimate the error term using Dini-continuity of the coefficient matrix
and show the leading-order homogeneous harmonic polynomial is non-trivial. Moreover in
Section 6, we estimate the gradient of the error term in Lp and L∞. These are combined
to give us the expansion of the original function u (i.e. Theorem 1.1) in Section 7. The
convergence rate to the (unique) tangent function is just a simple corollary of that expansion.
Finally in Section 8 we prove Proposition 1.9, namely the tangent functions are continuous
at the boundary point where the vanishing orders do not jump up.

2. Preliminaries

Definition 2.1 (Dini domains). Let θ : [0,+∞) → [0,+∞) be a nondecreasing function
verifying ˆ ∗

0

θ(r)
r

< ∞.* (2.2)

In particular, (2.2) implies that θ(r) → 0 as r → 0. A connected domain D in Rd is a
C1-Dini domain with parameter θ if for each point X0 on the boundary of D there is a
coordinate system X = (x, xd), x ∈ Rd−1, xd ∈ R such that with respect to this coordinate
system X0 = (0, 0), and there are a ball B centered at X0 and a continuously differentiable
function ϕ : Rd−1 → R verifying the following

(1) ‖∇ϕ‖L∞(Rd−1) ≤ C0 for some C0 > 0;
(2) |∇ϕ(x) − ∇ϕ(y)| ≤ θ(|x − y|) for all x, y ∈ Rd−1;
(3) D ∩ B = {(x, xd) ∈ B : xd > ϕ(x)}.

Remark 2.3. By shrinking the ball B if necessary, we may modify the coordinate system so
that ∇ϕ(0) = 0.

Under the assumptions of Theorem 1.1, we have u ∈ C1(D ∩ B4R0(0)) by the work of
[DEK]. Note that in [DEK], the Dini parameter is required to be doubling, in the sense that
there exists a constant C > 1 such that

θ(2r) ≤ Cθ(r) for all r, (2.4)

*In particular, we can choose R0 > 0 so that θ(8R0) < 1
72 and

´ 16R0
0

θ(s)
s ds ≤ 1.
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see [DEK, (1.4)]. This is not necessarily satisfied by all θ above verifying (2.2), in which
case we just replace θ(r) by

α(r) := sup
x,y∈Rd−1
|x−y|≤r

|∇ϕ(x) − ∇ϕ(y)|.

(For a general bounded Dini domain D, by Definition 2.1 it is characterized by finitely many
coordinate systems and C1 functions ϕi’s. In this case we take α(r) to be the maximum of
the above value for all ϕi’s in their respective domains.) We claim that α(·) is doubling. In
fact, assume that α(2r) = |∇ϕ(x)−∇ϕ(y)| for some x, y ∈ Rd−1 with |x− y| ≤ 2r. Let z be the
middle point on the line segment [x, y]. Clearly |x − z|, |z − y| ≤ r. Thus

α(2r) = |∇ϕ(x) − ∇ϕ(y)| ≤ |∇ϕ(x) − ∇ϕ(z)| + |∇ϕ(z) − ∇ϕ(y)| ≤ 2α(r).

Besides α also verifies the Dini condition (2.2), since α(r) ≤ θ(r) by the property of ∇ϕ.
Therefore without loss of generality, we assume the above Dini parameter θ satisfies (2.4).
Moreover, we remark that an example in [JMS] seems to indicate that Dini regularity is the
optimal condition to guarantee continuous differentiability of u.*

When D is not a convex domain, the standard Almgren’s frequency function for u cen-
tered at a boundary point X, defined as

r 7→ N(u, X, r) :=
r
˜

Br(X) |∇u|2 dX´
∂Br(X) u2 dHd−1 (2.5)

may not be monotone. (In the above definition, we assume we have extended u by zero
across the boundary, to simplify the notation.) However in [KZ], for a Dini domain D and
for every boundary point X0 ∈ BR0(0) ∩ ∂D, we were able to define a modified frequency
function for u, denoted by NX0(·), using a special transformation ΨX0 , and prove that the
map r 7→ NX0(r) is monotone. More precisely, using the notation in [KZ, Sections 3 and 4],
we recall the definition of the transformation

ΨX0 : X = (x, xd) ∈ Rd−1 × R 7→ X0 + (x, xd + 3|X|θ̂(|X|)) ∈ Rd (2.6)

where

θ̂(r) =
1

log2 2

ˆ 2r

r

1
t

ˆ 2t

t

θ(s)
s

ds dt. (2.7)

is a smoothed version of the Dini parameter θ, and it satisfies θ(r) ≤ θ̂(r) ≤ θ(4r). Then
u◦ΨX0 satisfies a divergence-form elliptic equation in the domain Ψ−1

X0
(D), see [KZ, Section

4]. As in [KZ, Section 3], we may define the frequency function

N(u ◦ ΨX0 , r) :=
rD(u ◦ ΨX0 , r)
H(u ◦ ΨX0 , r)

for non-homogeneous elliptic operator satisfying certain assumptions, see [KZ, (3.8)] or
the proof of Lemma A.9 for the details. Finally, in [KZ, Proposition 3.10] we proved the
following:

*In [JMS], the authors gives a divergence-form elliptic operator L = − div(A(·)∇), where coefficient matrix
A(·) is continuous but its modulus of continuity fails the Dini condition (2.2), and a solution u to L which satisfies
u ∈ W1,p

loc for every p > 1 but u < W1,∞
loc .
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Proposition 2.8. The map

r 7→ NX(r) := N(u ◦ ΨX , r) exp
(

C
ˆ r

0

θ(s)
s

ds
)

(2.9)

is monotone nondecreasing.

The following doubling property essentially follows from [KZ, Corollary 3.28] and the
monotonicity of the (modified) frequency function for u ◦ΨX0 . (Recall that u is extended by
zero outside of D.)

Lemma 2.10 (L2-doubling property). Let X0 = (x0, ϕ(x0)) ∈ BR0(0) be a boundary point of
D. Then for any pair of radii 0 < s < r sufficiently small, we have( s

r

)d+2NX0 (2r)
.

˜
Bs(X0) u2dX˜
Br(X0) u2dX

.
( s

r

)d+2NX0 exp
(
−C
´ 4r

0
θ(s)

s ds
)
, (2.11)

where NX0(·) = Ñ(X0, ·) is the monotone frequency function centered at X0, as is defined in
[KZ, Sections 3 and 4], and NX0 = limr→0 NX0(r) ∈ N.

Remark 2.12. We follow the convention in [KZ] and call the above a doubling property. But
we point out that it is actually a misnomer. In fact, under the same assumption it has already
been proven in [AE, Theorem 0.4] and [KN, Theorem 2.2] that there exists a constant C > 0
such that ¨

B2r(X0)
u2dX ≤ C

¨
Br(X0)

u2dX (2.13)

for every X0 ∈ ∂D∩BR0(0) and r sufficiently small. And (2.13) is what is usually referred to
as an L2-doubling property. In Lemma 2.10, not only do we compare the L2-norm of u for
a pair of balls of any radii 0 < s < r, we also get a precise estimate on the decay rate, which
is very close to d + 2NX0 , the decay rate for homogeneous harmonic polynomials of degree
NX0 . So Lemma 2.10 is much stronger than a doubling property.

Proof. By [KZ, (8.16)], for r sufficiently small we have

Br(X0) ⊂ B2r(X0 + 6rθ̂(2r)ed) = ΨX0(B2r),

and similarly

Br(X0) ⊃ B r
2

(
X0 +

3r
2
θ̂
( r

2

)
ed

)
= ΨX0(B r

2
),

where θ̂ is defined as in (2.7). Hence
¨

Br(X0)
u2dX .

¨
B2r

∣∣u ◦ ΨX0

∣∣2 dY .
ˆ 2r

0
H(u ◦ ΨX0 , ρ)dρ, (2.14)

and ¨
Br(X0)

u2dX &
¨

B r
2

∣∣u ◦ ΨX0

∣∣2 dY &
ˆ r

2

0
H(u ◦ ΨX0 , ρ)dρ, (2.15)
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where H(u ◦ ΨX0 , ρ) is defined as in [KZ, (3.8)] and it is essentially the L2-surface integral
of u ◦ ΨX0 in Bρ(0), adapted to a certain elliptic coefficient matrix. By (2.14), (2.15), [KZ,
(3.30)], (2.2) and the monotonicity of NX0(·), we have˜

Br(X0) u2dX˜
Bs(X0) u2dX

.

´ 2r
0 H(u ◦ ΨX0 , ρ)dρ´ s

2
0 H(u ◦ ΨX0 , ρ)dρ

=
4r
s
·

´ s
2

0 H(u ◦ ΨX0 ,
4r
s ρ)dρ´ s

2
0 H(u ◦ ΨX0 , ρ)dρ

.

(
4r
s

)d+2NX0 (2r)

.

Since NX0(2r) is uniformly bounded depending on Λ (see [KZ, Lemma 5.1]), in particular it
follows that ¨

B4r(X0)
u2dX .Λ

¨
Br(X0)

u2dX. (2.16)

On the other hand, by [KZ, (3.29)] and the monotonicity of NX0(·), we have˜
Br(X0) u2dX˜
Bs(X0) u2dX

&

˜
B4r(X0) u2dX˜
Bs(X0) u2dX

&

´ 2r
0 H(u ◦ ΨX0 , ρ)dρ´ 2s
0 H(u ◦ ΨX0 , ρ)dρ

=
r
s
·

´ 2s
0 H(u ◦ ΨX0 ,

r
sρ)dρ´ 2s

0 H(u ◦ ΨX0 , ρ)dρ

&
( r

s

)d+2NX0 exp
(
−C
´ 4r

0
θ(s)

s ds
)
,

where we have used (2.16) in the first inequality. This finishes the proof of the lemma. �

The next lemma about matrices will be needed in Section 8. If not specified otherwise,
for any n × n matrix M we always use the matrix norm

|M| := sup
x∈Rn
x,0

|Mx|
|x|

(2.17)

that is compatible with the `2 vector norms in Rn.

Lemma 2.18. Suppose S 1, S 2 are n×n symmetric matrices such that |S 1|, |S 2| � 1. Suppose
that A and B are n × n symmetric, positive semi-definite matrices* such that

A2 = Idn +S 1, B2 = Idn +S 2. (2.19)

Then A and B are invertible, and moreover,

|A−1 − B−1| . |A2 − B2| = |S 1 − S 2|. (2.20)

Proof. For each i = 1, 2, since |S i| � 1, all the eigenvalues of the symmetric matrix Idn +S i
are real-valued and close to 1. By the diagonalization of symmetric matrices and (2.19), it
follows that all the eigenvalues of A and B are real-valued and close to 1. More precisely, by
choosing |S i| small, we can guarantee that all the eigenvalues of A and B lie in the interval
[1/2, 2]. The same statements hold for the eigenvalues of their inverse matrices A−1 and
B−1. Hence by the sub-multiplicativity of matrix norms, we have

|A−1 − B−1| =
∣∣A−1 (A − B) B−1

∣∣ . |A − B|.

*The positive square root of the matrix Idn +S i always exists, by considering the diagonalization of the
symmetric matrix Idn +S i whose eigenvalues are all strictly positive (since |S i| � 1).
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Therefore to prove (2.20) it suffices to show that

|A − B| . |A2 − B2|.

Suppose that e1, · · · , ed are eigenvectors of the matrix A (with respective eigenvalues
λ1, · · · , λd ∈ [1/2, 2]) which form an orthonormal basis of Rd. Let | · |∗ denote the maximum
norm of matrices, i.e. |M|∗ := maxi, j |mi j| for any matrix M = (mi j). Suppose that under the
orthonormal basis {e1, · · · , ed}, the matrix A − B is written as (mi j), and that |A − B|∗ = |mi j|

for some i, j ∈ {1, · · · , d}.

Since

A2 − B2 = (A − B)A + B(A − B),

when we multiply both matrices above by the vector e j we get that

(A2 − B2)e j = (A − B)Ae j + B(A − B)e j = λ j(A − B)e j + B(A − B)e j

= (λ j Idd +B)(A − B)e j. (2.21)

Consider the diagonalization of the symmetric matrix B in the form

B = UDU−1, where U is an orthogonal matrix, and D =

µ1
. . .

µd

 .

Notice that each µk is an eigenvalue of B, and thus µk ∈ [1/2, 2]. It follows that λ j + µk ∈

[1, 4] for all k ∈ {1, · · · , d}. Because orthogonal matrices do not change vector norms, we
have that ∣∣(λ j Idd +B)(A − B)e j

∣∣ =
∣∣U(λ j Idd +D)U−1 · (A − B)e j

∣∣
=
∣∣(λ j Idd +D)U−1 · (A − B)e j

∣∣
=

∣∣∣∣∣∣∣
λ j + µ1

. . .

λ j + µd

 · U−1(A − B)e j

∣∣∣∣∣∣∣
≥ |U−1(A − B)e j|

= |(A − B)e j|. (2.22)

Because A − B = (mi j) under the orthonormal basis {e1, · · · , ed}, we have by the choice of
e j that

|(A − B)e j| =
∣∣(m1 j, · · · ,md j)

∣∣ ≥ |mi j| = |A − B|∗ ≈ |A − B|, (2.23)

where we used the equivalence of all matrix norms in the last inequality. Combining (2.23),
(2.22) and (2.21), we have that

|A − B| . |(A − B)e j| ≤
∣∣(λ j Idd +B)(A − B)e j

∣∣ = |(A2 − B2)e j| ≤ |A2 − B2|,

which finishes the proof of (2.20). �
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3. Orthogonal transformation

Let (x0, ϕ(x0)) be a boundary point such that ∇ϕ(x0) , 0. We want to find an orthogonal
transformation O = Ox0 : Rd → Rd and a function ϕ̃ = ϕ̃x0 : Rd−1 → R such that

O maps graph(ϕ) − (x0, ϕ(x0)) to graph(ϕ̃), and ϕ̃(0) = 0,∇ϕ̃(0) = 0.

We first determine the orthogonal matrix O. We write O in the form of a block matrix

O =

(
Õ b
dT c

)
where Õ is a (d−1)× (d−1) matrix, b, d ∈ Rd−1 and c ∈ R. Since O should be an orthogonal
matrix, the block matrices ought to satisfy ÕÕT + bbT = Idd−1,

Õd + cb = 0,
|d|2 + c2 = 1.

(3.1)

Moreover, in order to guarantee that

O
((

x
ϕ(x)

)
−

(
x0

ϕ(x0)

))
=

(
y

ϕ̃(y)

)
,

or equivalently, {
Õ(x − x0) + (ϕ(x) − ϕ(x0))b = y
d · (x − x0) + c(ϕ(x) − ϕ(x0)) = ϕ̃(y) (3.2)

and the property that ∇ϕ̃(0) = 0, the matrix should satisfy

d + c∇ϕ(x0) = ÕT∇ϕ̃(0) + (b · ∇ϕ̃(0))∇ϕ(x0) = 0.

Combined with (3.1), we just need
c2 =

(
1 + |∇ϕ(x0)|2

)−1
, 0,

d = −c∇ϕ(x0),
b = Õ∇ϕ(x0),
Õ
(
Idd−1 +∇ϕ(x0)∇ϕ(x0)T

)
ÕT = Idd−1

(3.3)

Modulo the sign, c ∈ R is uniquely determined. Since for any non-zero vector z ∈ Rd−1 we
have

zT (Idd−1 +∇ϕ(x0)∇ϕ(x0)T) z = |z|2 + (z · ∇ϕ(x0))2 ≥ |z|2 > 0, (3.4)

the matrix Idd−1 +∇ϕ(x0)∇ϕ(x0)T is symmetric and positive semi-definite. We can find a
solution to the last equation in (3.3), for example by letting Õ be a symmetric, positive
semi-definite matrix whose inverse matrix Õ−1 is the square root of Idd−1 +∇ϕ(x0)∇ϕ(x0)T .
In particular

| det Õ|2 =
1

det
(
Idd−1 +∇ϕ(x0)∇ϕ(x0)T

) =
1

1 + |∇ϕ(x0)|2
;
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besides, by (3.4) and by choosing x0 sufficiently close to the origin so that |∇ϕ(x0)| ≤ 1, we
can guarantee that the eigenvalues of Õ are bounded from below and above (and the bounds
are uniform for all x0 near the origin). To sum up, the orthogonal matrix is of the form

O =

(
Õ, Õ∇ϕ(x0),

(−c∇ϕ(x0))T , c

)
(3.5)

where c ∈ R and the block matrix Õ satisfies (3.3).

Next we show that the image of graph(ϕ) − (x0, ϕ(x0)) under O is indeed graphical. First,
considering (3.2) we look at the map

g : x ∈ Rd−1 7→ Õ(x − x0) + (ϕ(x) − ϕ(x0))b =: y ∈ Rd−1. (3.6)

Clearly g(x0) = 0. We compute

Dg(x) = Õ + b (∇ϕ(x))T = Õ + Õ∇ϕ(x0) (∇ϕ(x))T . (3.7)

Hence in particular

Dg(x)|x=x0 = Õ + Õ∇ϕ(x0) (∇ϕ(x0))T

= Õ
(
Idd−1 +∇ϕ(x0) (∇ϕ(x0))T)

=
(
ÕT)−1

= Õ−1,

where we use (3.3) and the symmetry of Õ in the second to last and last equalities, respec-
tively. By the inverse function theorem, near x0 the function g has an inverse function g−1,
which is defined in a neighborhood of the origin and satisfies

Dg−1(y) =
(
Dg
(
g−1(y)

))−1
. (3.8)

Therefore by defining

ϕ̃(y) = −c∇ϕ(x0) · (g−1(y) − x0) + c
(
ϕ(g−1(y)) − ϕ(x0)

)
(3.9)

in a neighborhood of the origin, it satisfies the equality (3.2). Moreover

∂ jϕ̃(y) =
∑

i

c
(
∂iϕ(g−1(y)) − ∂iϕ(x0)

)
∂ j
(
g−1(y)

)
i ,

or equivalently
∇ϕ̃(y) = c

(
Dg−1(y)

)T (
∇ϕ(g−1(y)) − ∇ϕ(x0)

)
. (3.10)

Moreover, we claim that for y, y′ sufficiently close to the origin, we have

|∇ϕ̃(y) − ∇ϕ̃(y′)| . θ(2|y − y′|), (3.11)

where θ is the modulus of continuity for ∇ϕ. In fact, (3.7) implies that

|Dg(x) − Dg(x′)| =
∣∣∣Õ∇ϕ(x0)

(
∇ϕ(x) − ∇ϕ(x′)

)T
∣∣∣ . ∣∣∇ϕ(x) − ∇ϕ(x′)

∣∣ ≤ θ(|x − x′|). (3.12)

Here we use the boundedness of |∇ϕ(x0)| and the maximum norm |Õ|. In particular, since
the eigenvalues of the matrix Dg(x0) = Õ−1 are bounded from above and below, it follows
from (3.12) that for x sufficiently close to x0, the eigenvalues of Dg(x) are also uniformly
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bounded from above and below, and thus the same holds for its inverse Dg−1(y) (by (3.8)),
for any y sufficiently close to 0 = g(x0). Moreover, let x = g−1(y), x′ = g−1(y′). Since∣∣∣Dg(x)

[
(Dg(x))−1 −

(
Dg(x′)

)−1
]

Dg(x′)
∣∣∣ =
∣∣Dg(x′) − Dg(x)

∣∣ . θ(|x − x′|),

we get∣∣Dg−1(y) − Dg−1(y′)
∣∣ =

∣∣∣(Dg(x))−1 −
(
Dg(x′)

)−1
∣∣∣ . |Dg−1(y)| · θ(|x − x′|) · |Dg−1(y′)|

. θ(|x − x′|). (3.13)

Additionally,

|x − x′| = |g−1(y) − g−1(y′)| ≤ ‖Dg−1‖∞|y − y′| ≤ 2|y − y′|. (3.14)

Therefore, by combining (3.10), (3.13) and (3.14), we get∣∣∇ϕ̃(y) − ∇ϕ̃(y′)
∣∣

=

∣∣∣c (Dg−1(y)
)T (
∇ϕ(g−1(y)) − ∇ϕ(x0)

)
− c
(
Dg−1(y′)

)T (
∇ϕ(g−1(y′)) − ∇ϕ(x0)

)∣∣∣
≤ c
∣∣∣(Dg−1(y)

)T [
∇ϕ(g−1(y)) − ∇ϕ(g−1(y′))

]∣∣∣
+ c
∣∣∣[Dg−1(y) − Dg−1(y′)

]T (
∇ϕ(g−1(y′)) − ∇ϕ(x0)

)∣∣∣
. θ(|g−1(y) − g−1(y′)|) + |Dg−1(y) − Dg−1(y′)| · θ(|g−1(y′) − x0|)

. θ(2|y − y′|),

which finishes the proof of the claim (3.11).

4. Flattening and extension of u across the boundary

By the previous section, we may assume that near any boundary point (x0, ϕ(x0)) ∈ ∂D∩
BR0(0), we have ∇ϕ(x0) = 0. If not, we just apply the orthogonal transformation Ox0 ,
under which the domain D (locally) becomes the region above the graph ϕ̃ = ϕ̃x0 , which
satisfies ϕ̃(0) = 0, ∇ϕ̃(0) = 0 and the modulus of continuity becomes θ(2·) (modulo uniform
constants). Hence it suffices to consider D near the boundary point X0 = (0, 0) with a flat
tangent, i.e. ∇ϕ(0) = 0.

Let u be a harmonic function in D. We consider the map

Φ : (y, s) ∈ Rd
+ 7→ (y, s + ϕ(y)) =: (x, t) ∈ D, (4.1)

and v : Rd
+ → R defined by v(y, s) := u ◦ Φ(y, s). A simple computation shows that v is

the solution to the elliptic operator − div(A(y, s)∇v) = 0 in Rd
+, where the coefficient matrix

A(y, s) is given by

A(y, s) = (det DΦ) · (DΦ(y, s))−1 (DΦT (y, s)
)−1

=

(
Idd−1 −∇ϕ(y)

(−∇ϕ(y))T 1 + |∇ϕ(y)|2

)
. (4.2)

In particular A(y, s) is independent of the s-variable, so we will denote it by A(y). By the
properties of ϕ, we know that A(0) = Id and |A(y) − A(y′)| . θ(2|y − y′|).
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Since v = u ◦Φ vanishes on B4R0(0) ∩ ∂Rd
+, we can extend v by odd reflection, i.e. we let

ṽ(y, s) =

{
v(y, s), (y, s) ∈ Rd

+

−v(y,−s), (y, s) ∈ Rd
−.

(4.3)

We also define

Ã(y, s) :=


A(y, s) =

(
Idd−1 −∇ϕ(y)

(−∇ϕ(y))T 1 + |∇ϕ(y)|2

)
, (y, s) ∈ Rd

+,(
Idd−1 ∇ϕ(y)

(∇ϕ(y))T 1 + |∇ϕ(y)|2

)
, (y, s) ∈ Rd

−.

A simple computation shows that the co-normal derivatives of ṽ(y, s) from above (i.e. Rd
+)

and below (i.e. Rd
−) cancel each other out, or more precisely,

lim
s→0+

A(y, s)∇v(y, s) · (0,−1) + lim
s→0−

Ã(y, s)∇ṽ(y, s) · (0, 1) = 0.

Using integration by parts, the newly-defined function ṽ satisfies − div(Ã(y, s)∇ṽ) = 0 in
B4R(0). For simplicity we still denote ṽ as v.

To summarize, by an orthogonal transformation (in Section 3), flattening the domain,
and an odd reflection, we have modified the original harmonic function u near any bound-
ary point X0 ∈ BR0(0) ∩ ∂D into a solution v to a divergence-form elliptic operator Lv :=
− div(Ã(y, s)∇v) in an entire ball B4R0(0), where the coefficient matrix Ã is the identity ma-
trix at the origin, and it is Dini continuous in the upper and lower half space, respectively.
We emphasize that Ã is not even continuous across ∂Rd

+. In general, solutions to operators
of the form L may not have finite vanishing order at an interior point. In fact, even if the co-
efficient matrix is Hölder continuous with exponent less than 1, the corresponding solution
may still have infinite vanishing order, for example see [Miller]. However, since v comes
from the harmonic function u in a C1-Dini domain, with vanishing boundary data, we can
show v does have finite vanishing order.

By the doubling property of u in Lemma 2.10, we can easily show the following doubling
property of v:

Lemma 4.4. For any pair of radii 0 < r1 < r2 sufficiently small, we have(
r1

r2

)d+2NX0 (2r2)

.

˜
Br1 (0) v2dyds˜
Br2 (0) v2dyds

.

(
r1

r2

)d+2NX0 exp
(
−C
´ 4r2

0
θ(s)

s ds
)
. (4.5)

Proof. Recall we defined v by v = u ◦ Φ and reflection across ∂Rd
+. Hence¨

Br(0)
v2dyds = 2

¨
B+

r (0)
|u ◦ Φ(y, s)|2dyds ≈

¨
Φ(B+

r (0))
u2dxdt.

For any (y, s) ∈ B+
r (0), since ϕ(0) = 0 and ∇ϕ(0) = 0, it follows that

|ϕ(y)| = |ϕ(y) − ϕ(0)| ≤ sup
ξ∈[0,y]

|∇ϕ(ξ)| · |ξ| . rθ(2r).

Hence
|Φ(y, s)| = |(y, s + ϕ(y))| < r(1 + Cθ(2r)),
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and ¨
Br(0)

v2dyds ≈
¨

Φ(B+
r (0))

u2dxdt ≤
¨

B2r(X0)
u2dX.

Similarly ¨
Br(0)

v2dyds ≈
¨

Φ(B+
r (0))

u2dxdt ≥
¨

B r
2

(X0)
u2dX.

On the other hand, in Lemma 2.10 we have shown that¨
B2r(X0)

u2dX ≈
¨

Br(X0)
u2dX ≈

¨
B r

2
(X0)

u2dX,

with constants depending on Λ. Therefore we conclude that¨
Br(0)

v2dyds ≈
¨

Br(X0)
u2dX,

and the estimates (4.5) follows from (2.11). �

Corollary 4.6. For any pair of radii 0 < r1 < r2 sufficiently small, we have(
r1

r2

)NX0 (2r2)

.
supBr1 (0) |v|

supBr2 (0) |v|
.

(
r1

r2

)NX0 exp
(
−C
´ 4r2

0
θ(s)

s ds
)
. (4.7)

Proof. Recall that solutions to elliptic PDEs with vanishing boundary data satisfy the fol-
lowing boundary L∞ bound:

sup
Br(0)
|v| .

(
1
rd

¨
B2r(0)

v2dyds
)1/2

,

see for instance [Kenig, Lemma 1.1.22]. Combined with the doubling property (4.5), we
have that

sup
Br(0)
|v| .

(
1
rd

¨
B2r(0)

v2dyds
)1/2

.

(
1
rd

¨
Br(0)

v2dyds
)1/2

.

On the other hand (
1
rd

¨
Br(0)

v2dyds
)1/2

. sup
Br(0)
|v|.

Therefore

sup
Br(0)
|v| ≈

(
1
rd

¨
Br(0)

v2dyds
)1/2

and the L∞-doubling property follows from the L2-doubling property in Corollary 4.4. �

Let R ∈ (0,R0) be sufficiently small such that Corollary 4.6 holds up to scale 2R. Then
for any 0 < r < 2R we have

C1(R) · rNX0 (4R) ≤ sup
Br(0)
|v| ≤ C2(R) · rNX0 exp

(
−C
´ 8R

0
θ(s)

s ds
)
. (4.8)
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For any α ∈ (0, 1) sufficiently small, we may choose R small enough such that

exp
(

C
ˆ 8R

0

θ(s)
s

ds
)
≤

NX0

NX0 − α
, NX0(4R) ≤ NX0 + α. (4.9)

Note that in order to satisfy the second inequality, the choice of R is X0-dependent. It then
follows from (4.8) that

rNX0 +α . sup
Br(0)
|v| . rNX0−α. (4.10)

In particular, since α < 1, it follows that

lim sup
Y→0

|v(Y)|
|Y |NX0 +1 = +∞.

On the other hand, by the boundary gradient estimate with Dini-continuous coefficient in
Rd

+ and in Rd
− (see [DEK, Proposition 2.7], or more precisely [DEK, Lemma 2.11]), for any

Y ∈ BR(0) we have

|v(Y)|
|Y |
. sup

BR(0)
|∇v| .

1
R

(
1

Rd

¨
B2R(0)

v2dyds
)1/2

< +∞.

Hence
supBr(0) |v|

r
≤ C(R) < +∞.

This estimate, combined with (4.10), implies that for any k = 1, · · · ,NX0 − 1 (or for k = 1
when NX0 = 1) we have

|v(Y)| ≤ Ck|Y |k for any Y ∈ BR(0).

We consider two cases

either lim sup
Y→0

|v(Y)|
|Y |NX0

= +∞ or lim sup
Y→0

|v(Y)|
|Y |NX0

< +∞.

(When NX0 = 1 we can only have the second case.) In both cases, there exists N ∈ N such
that

|v(Y)| ≤ CN |Y |N for any Y ∈ B2R(0), (4.11)
and

lim sup
Y→0

|v(Y)|
|Y |N+1 = +∞. (4.12)

We call N the vanishing order of v (at the origin). Notice that the integer N = NX0 − 1 in the
first case, and N = NX0 in the second case. A priori we can not rule out the first case, but at
the end of the paper we will show it is impossible and v does have vanishing order exactly
NX0 .

We remark that a priori, we only know there exist R′ = R′(X0), possibly smaller than R
chosen in (4.9), and C′N > 0, such that

|v(Y)| ≤ C′N |Y |
N for any Y ∈ B2R′(0), (4.13)

i.e. the inequality (4.11) holds in a smaller ball. When Y ∈ B2R(0) \ B2R′(0), by the upper
bound in (4.10), we have

|v(Y)| ≤ C|Y |NX0−α ≤ C′RNX0−α ≤ C(R′,R,NX0)(2R′)N ≤ CN |Y |N .
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Therefore (4.13) holds for all Y ∈ B2R(0), possibly with a bigger constant CN ≥ C′N .

5. Proof of the expansion

In this section, we will prove that there exists a non-trivial homogeneous harmonic poly-
nomial PN of degree N, such that in BR/2(0) v has the expansion

v(y, s) = PN (y, s) + ψ(y, s), (5.1)

where
|ψ(y, s)| ≤ CCN |(y, s)|N θ̃(|(y, s)|), (5.2)

and θ̃(·) is defined in (5.19) and it satisfies that θ̃(r)→ 0 as r → 0.

For simplicity, we denote r := |(y, s)|. Assume that 0 < r ≤ R/2. We rewrite the equation
− div(Ã(y, s)∇v) = 0 as

−∆v = div
(
(Ã(y, s) − Id)∇v

)
.

Note that the coefficient matrix satisfies Ã(0) = A(0) = Id. We denote
~f (y, s) := (Ã(y, s) − Id)∇v(y, s).

In [DEK, Proposition 2.7] (or more precisely [DEK, Lemma 2.11]) the authors proved that
a solution to an elliptic operator with Dini-continuous coefficients and which vanishes on an
open set of the boundary satisfies the boundary gradient estimate. Applying it to Rd

+ and Rd
−

respectively, we get

|∇v(y, s)| .
1
r

(
1
rd

¨
B2r(0)

v2 dZ
)1/2

.
1
r

sup
B2r(0)

|v|. (5.3)

Combined with the estimate (4.11), we get

| ~f (y, s)| ≤
∣∣Ã(y, s) − Id

∣∣ · |∇v(y, s)| .
θ(2r)

r
· sup

B2r(0)
|v| . θ(2r)rN−1, (5.4)

where the constant is just a constant multiple of the constant CN in the estimate (4.11).

Let ζ be a smooth cut-off function, such that 0 ≤ ζ ≤ 1, ζ ≡ 1 on BR/2(0), ζ is compactly
supported in BR(0). Let Γ(ξ) = cd |ξ|

2−d be the fundamental solution of the Laplacian in Rd

with d ≥ 3. (The proof for the planar case d = 2 with Γ(ξ) = c log |ξ| is similar.) In the ball
BR(0) we define

w(Y) :=
¨
{|Z|<R}

Γ(Y − Z) div( ~f ζ)(Z) dZ. (5.5)

By the divergence theorem, we have

w(Y) =

¨
{|Z|<R}

Γ(Y − Z) div( ~f ζ)(Z) dZ = −

¨
{|Z|<R}

∇Z (Γ(Y − Z)) · ~f ζ(Z) dZ

=

¨
{|Z|<R}

∇Γ(Y − Z) · ~f ζ(Z) dZ.

By considering the above integral in the regions {|Z| < 2|Y |} and {2|Y | ≤ |Z| < R}, one can
show it is well-defined, and hence w(Y) is well-defined. Moreover, it satisfies

−∆w(Y) = div( ~f ζ)(Y) = −∆v(Y), for Y ∈ BR/2(0),
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i.e. v − w is a harmonic function in BR/2(0). Hence v − w(Y) can be written as the infinite
sum of homogeneous harmonic polynomials. In particular, we have

v − w(Y) = P1(Y) + ψ1(Y), (5.6)

where P1 is a harmonic polynomial of degree at most N, and the error term ψ1 satisfies
|ψ1(Y)| ≤ C1|Y |N+1, where C1 only depends on the radius R and the constant CN in (4.11).

Next we consider the Taylor expansion of ∇Γ(· − Z) near the origin. Let β = (β1, · · · , βd)
denote a d-index. For each k ∈ {0, · · · ,N}, we define an Rd-valued function as follows

Γ̃k(Y,Z) :=
∑
|β|=k

Dβ∇Γ(−Z)
Yβ

β!
.

For fixed Z ∈ Rd\{0}, the function Γ̃k(·,Z) is a harmonic homogeneous polynomial of degree
k. Besides, since

|Dβ∇Γ(−Z)| . |Z|1−d−|β|,

we have ∣∣∣Γ̃k(Y,Z)
∣∣∣ ≤ Ck|Z|1−d−k|Y |k, (5.7)

where the constant Ck depends on k as well as the dimension d.

Let

P2(Y) :=
¨
{|Z|<R}

N∑
k=0

Γ̃k(Y,Z) · ~f ζ(Z) dZ. (5.8)

Since Γ̃k is not well defined at Z = 0, we first need to justify that the above integral is
well-defined. In fact, for any δ ∈ (0,R), let

fδ(Y) :=
¨
{δ≤|Z|<R}

N∑
k=0

Γ̃k(Y,Z) · ~f ζ(Z) dZ.

By (5.7) and (5.4), we have

| fδ(Y)| ≤
N∑

k=0

¨
{δ≤|Z|<R}

∣∣∣Γ̃k(Y,Z)
∣∣∣ · ∣∣∣ ~f (Z)

∣∣∣ dZ

.
N∑

k=0

|Y |k
ˆ R

δ
sN−k−1θ(2s) ds

≤

N−1∑
k=0

|Y |kRN−kθ(2R) + |Y |N
ˆ 2R

2δ

θ(s)
s

ds,

which is uniformly bounded as δ → 0. Moreover, let γ = (γ1, · · · , γd) be a d-index, such
that |γ| = j ∈ {0, 1, · · · ,N}. Notice that when we take the Y-derivative of Γ̃k, it does not
affect the coefficients which just depend on Z. Then similarly we obtain

|Dγ fδ(Y)| .
N−1∑
k= j

|Y |k− jRN−kθ(2R) + |Y |N− j
ˆ 2R

2δ

θ(s)
s

ds,
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which is also uniformly bounded as δ → 0. (When j = N the first term on the right hand
side does not appear.) Since fδ(Y) is a polynomial of degree at most N, it is completely
determined by Dγ fδ(0) with indices |γ| ∈ {0, 1, · · · ,N}. Therefore as δ → 0 (modulo pass-
ing to a subsequence), the sequence fδ(Y) converges to P2(Y) in C j

loc(Rd), for any j ∈ N.
Therefore P2 is well-defined. Moreover, since fδ(Y) is a harmonic function for any δ > 0,
the limit function P2(Y) is a harmonic polynomial of degree less than or equal to N.

We will estimate the error

ψ2(Y) := w(Y) − P2(Y) =

¨
{|Z|<R}

(
∇Γ(Y − Z) −

N∑
k=0

Γ̃k(Y,Z)

)
· ~f ζ(Z) dZ. (5.9)

For each τ > 0 we denote
v̄(τ) := sup

Bτ(0)
|v|. (5.10)

By the estimate (4.11), we know that v̄(τ) . τN whenever 0 < τ ≤ 2R. Denote r = |Y | < R/2.
We split the integral in (5.9) into three parts:

I :=
¨
{|Z|<2r}

∇Γ(Y − Z) · ~f ζ(Z) dZ,

II :=
¨
{|Z|<2r}

N∑
k=0

Γ̃k(Y,Z) · ~f ζ(Z) dZ,

III :=
¨
{2r≤|Z|<R}

(
∇Γ(Y − Z) −

N∑
k=0

Γ̃k(Y,Z)

)
· ~f ζ(Z) dZ.

By (5.4) and the bound on the fundamental solution Γ, we can easily estimate

| I | .
¨
{|Z|<2r}

|Y − Z|1−d · | ~f (Z)| dZ

.
θ(4r)

r
· v̄(4r) ·

¨
{|X|<3r}

|X|1−d dX

. θ(4r) · v̄(4r) (5.11)

. θ(4r)rN . (5.12)

Combining (5.7) and (5.4), we get

| II | .
N∑

k=0

rk ·

¨
{|Z|<2r}

| ~f (Z)||Z|1−d−k dZ

.
N∑

k=0

rk
ˆ 2r

0
τ1−d−k ·

θ(2τ)
τ
· v̄(2τ) · τd−1 dτ

. rN
ˆ 2r

0

θ(2τ)
τ
·

v̄(2τ)
τN dτ (5.13)

.

(ˆ 4r

0

θ(s)
s

ds
)

rN . (5.14)
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Lastly, since ∇Γ(·) is smooth away from the origin, on the set {|Z| ≥ 2r} we have the expan-
sion

∇Γ(Y − Z) −
N∑

k=0

Γ̃k(Y,Z) =
∑
|β|=N+1

Dβ∇Γ(θY − Z)
(Y)β

β!

for some θ ∈ [0, 1]. Hence by the decay of the fundamental solution, we have∣∣∣∣∣∇Γ(Y − Z) −
N∑

k=0

Γ̃k(Y,Z)

∣∣∣∣∣ ≤ ∑
|β|=N+1

|θY − Z|1−d−|β| ·
r|β|

β!
.

rN+1

|Z|d+N ,

where in the last inequality the constant multiple also depends on N. Therefore

| III | .
¨
{2r≤|Z|<R}

rN+1

|Z|d+N · |
~f (Z)| dZ

. rN+1
ˆ R

2r

1
τd+N ·

θ(2τ)
τ
· v̄(2τ) · τd−1 dτ

. rN+1
ˆ R

2r

θ(2τ)
τ2 ·

v̄(2τ)
τN dτ (5.15)

. rN
(

r
ˆ 2R

4r

θ(s)
s2 ds

)
. (5.16)

We claim that

r
ˆ 2R

4r

θ(s)
s2 ds→ 0 as r → 0. (5.17)

In fact, we split into two cases: either
´ 2R

0
θ(s)
s2 ds < +∞ (which happens if θ(s) decays faster

than s), or
´ 2R

r
θ(s)
s2 ds→ +∞ as r → 0+. In the first case,

r
ˆ 2R

4r

θ(s)
s2 ds ≤

(ˆ 2R

0

θ(s)
s2 ds

)
r → 0 as r → 0;

and in the second case, applying l’Hospital rule we get

lim
r→0+

r
ˆ 2R

4r

θ(s)
s2 ds = lim

r→0+

−
θ(4r)
4r2

− 1
r2

= lim
r→0+

θ(4r)
4

= 0,

which also proves the claim (5.17). Combining (5.9), (5.12), (5.14), (5.16) and (5.17), we
conclude that

|ψ2(Y)| . rN
(
θ(4r) +

ˆ 4r

0

θ(s)
s

ds + r
ˆ 2R

4r

θ(s)
s2 ds

)
=: rN θ̃(r), (5.18)

with

θ̃(r) = θ(4r) +

ˆ 4r

0

θ(s)
s

ds + r
ˆ 2R

4r

θ(s)
s2 ds→ 0 as r → 0. (5.19)

Finally, combining (5.6) and (5.9), we have the following expansion in BR/2(0):

v(Y) = P1(Y) + P2(Y) + ψ1(Y) + ψ2(Y), (5.20)
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where P1 + P2 is a harmonic polynomial of degree less or equal to N, |ψ1(Y)| ≤ C1rN+1 and
|ψ2(Y)| ≤ C2rN θ̃(r). In the special case when θ(s) ∼ sα with α ∈ (0, 1), it is easy to see that
θ̃(r) ∼ rα. By the estimate (4.11), we know that either P1 + P2 ≡ 0, or it is nontrivial and
homogeneous of degree exactly N. In the special case when θ(s) ∼ sα, it is easy to rule out
the first case, as is shown in [Han]. However, the proof is more delicate for general Dini
parameters.

Assume for the sake of contradiction that P1 + P2 ≡ 0, then (5.20) implies that

v(Y) = ψ1(Y) + ψ2(Y), (5.21)

where |ψ1(Y)| ≤ C1rN+1. Recall that we split ψ2(Y) into three terms I, II, III. Combining
(5.21) and (5.11), (5.13), (5.15), we get

|v(Y)| ≤ | I | + | II | + | III | + |ψ1(Y)|

. θ(4r) · v̄(4r) + rN
ˆ 2r

0

θ(2τ)
τ
·

v̄(2τ)
τN dτ + rN+1

ˆ R

2r

θ(2τ)
τ2 ·

v̄(2τ)
τN dτ + C1rN+1.

(5.22)

Now let ρ ∈ (0,R/2) be fixed, and we let Y vary in the annulus Bρ(0) \ Bρ/2(0). Then
r = |Y | ∈ [ρ/2, ρ), and (5.22) implies

|v(Y)| . θ(4ρ) · v̄(4ρ)+ρN
ˆ 2ρ

0

θ(2τ)
τ
·
v̄(2τ)
τN dτ+ρN+1

ˆ R

ρ

θ(2τ)
τ2 ·

v̄(2τ)
τN dτ+C1ρ

N+1. (5.23)

Similarly to (5.10), we define
¯̄v(τ) := sup

Bτ(0)\Bτ/2(0)
|v|, for any τ > 0.

We claim that
v̄(τ) . ¯̄v(τ) ≤ v̄(τ). (5.24)

The second equality is simply because of the inclusion Bτ(0) \ Bτ/2(0) ⊂ Bτ(0). To prove
the first inequality, we note that

v̄(τ) = sup
k∈N0

¯̄v(2−kτ). (5.25)

For each k ∈ N, as in the proof of Corollary 4.6 and Lemma 4.4 (applying the same argument
to annulii instead of solid balls), we get

¯̄v(2−kτ)
¯̄v(τ)

. (2−k)NX0−α ≤ (2−k)1−α, for any 0 < τ < 2R.

To get the exponent NX0 − α in the first inequality, we have used the choice of R in (4.9).
Combined with (5.25), we get

v̄(τ) = sup
k∈N0

¯̄v(2−kτ) . ¯̄v(τ),

with a constant depending on α. This finishes the proof of the claim. Applying the doubling
property in Corollary 4.6 and (5.24) to the estimate (5.23), we get

¯̄v(ρ) . θ(4ρ) · v̄(4ρ) + ρN
ˆ 2ρ

0

θ(2τ)
τ
·

v̄(2τ)
τN dτ + ρN+1

ˆ R

ρ

θ(2τ)
τ2 ·

v̄(2τ)
τN dτ + C1ρ

N+1
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. θ(4ρ) · ¯̄v(ρ) + ρN
ˆ 2ρ

0

θ(2τ)
τ
·

¯̄v(τ/2)
τN dτ + ρN+1

ˆ R

ρ

θ(2τ)
τ2 ·

¯̄v(τ)
τN dτ + C1ρ

N+1

. θ(4ρ) · ¯̄v(ρ) + ρN
ˆ ρ

0

θ(4τ)
τ
·

¯̄v(τ)
τN dτ + ρN+1

ˆ R

ρ

θ(2τ)
τ2 ·

¯̄v(τ)
τN dτ + C1ρ

N+1. (5.26)

We choose R sufficiently small so that

C · θ(2R) < 1/2

where C > 0 denotes the constant in front of the first term in (5.26). This way, we can move
the first term to the left hand side for any ρ < R/2, and (5.26) becomes

¯̄v(ρ) . ρN
ˆ ρ

0

θ(4τ)
τ
·

¯̄v(τ)
τN dτ + ρN+1

ˆ R

ρ

θ(2τ)
τ2 ·

¯̄v(τ)
τN dτ + C1ρ

N+1 (5.27)

By setting

h(τ) :=
¯̄v(τ)
τN

and dividing both sides of (5.27) by ρN , we get

h(ρ) .
ˆ ρ

0

θ(4τ)
τ
· h(τ)dτ + ρ

ˆ R

ρ

θ(2τ)
τ2 · h(τ)dτ + C1ρ. (5.28)

For every ε > 0, let

gε(τ) :=
h(τ)
τ + ε

=
¯̄v(τ)
τN ·

1
τ + ε

> 0.

By (4.11), each gε(·) is bounded from above (with a constant depending on ε):

gε(τ) ≤
CN

τ + ε
<

CN

ε
< +∞.

Let ρε := ρ + ε and τε := τ + ε. Dividing both sides of (5.28) by ρε and plugging in gε(·),
the inequality becomes

gε(ρ) =
h(ρ)
ρε
.

1
ρε

ˆ ρ

0

θ(4τ)
τ
· gε(τ)τεdτ +

ρ

ρε

ˆ R

ρ

θ(2τ)
τ
· gε(τ)

τε
τ

dτ + C1.

Notice that τε < ρε when τ < ρ, and
ρ

ρε
·
τε
τ
< 1 when τ > ρ.

It then follows that

gε(ρ) .
ˆ ρ

0

θ(4τ)
τ
· gε(τ)dτ +

ˆ R

ρ

θ(2τ)
τ
· gε(τ)dτ + C1 (5.29)

≤ C2

ˆ R

0

θ(4τ)
τ
· gε(τ)dτ + C′1

≤ C2 sup
τ∈[0,R]

gε ·
ˆ R

0

θ(4τ)
τ

dτ + C′1, (5.30)
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where C2 is chosen to be the larger constants in front of the first two terms in the right hand
side of (5.29). Since (5.30) holds for any ρ < R/2, we can take the supremum of ρ ∈ [0,R/2]
and obtain

sup
τ∈[0,R/2]

gε ≤ C2 sup
τ∈[0,R]

gε ·
ˆ R

0

θ(4τ)
τ

dτ + C′1. (5.31)

For any τ satisfying R/2 ≤ τ ≤ R, by the doubling property of ¯̄v we have

gε(τ) =
¯̄v(τ)

τN(τ + ε)
≤ C3

¯̄v
(R

2

)(R
2

)N (R
2 + ε

) = C3 · gε

(
R
2

)
≤ C3 sup

τ∈[0,R/2]
gε .

Hence (5.31) can be rewritten as

sup
τ∈[0,R/2]

gε ≤ C2C3 sup
τ∈[0,R/2]

gε ·
ˆ R

0

θ(4τ)
τ

dτ + C′1. (5.32)

We can choose R sufficiently small so that

C2C3

ˆ R

0

θ(4τ)
τ

dτ <
1
2
,

and thus (5.32) implies that
sup

τ∈[0,R/2]
gε ≤ 2C′1 < +∞.

Since each gε has a uniform upper bound independent of the parameter ε, we conclude that
¯̄v(τ)
τN+1 = lim

ε→0
gε(τ) ≤ 2C′1 < +∞.

In particular

lim sup
ρ→0

¯̄v(ρ)
ρN+1 ≤ 2C′1 < +∞.

On the other hand, by (5.24) and (4.12) we also know

lim sup
ρ→0

¯̄v(ρ)
ρN+1 ≈ lim sup

ρ→0

v̄(ρ)
ρN+1 = lim sup

Y→0

|v(Y)|
|Y |N+1 = +∞.

This is a contradiction. Therefore we have shown that in the expansion (5.20), it is im-
possible that P1 + P2 is trivial, and thus it must be a non-trivial homogeneous harmonic
polynomial of degree exactly N. This finishes the proof of (5.1) with the desired decay.

We remark that if N = NX0 − 1, by the expansion (5.1) it is impossible that

sup
Br(0)
|v| . rNX0−α,

as is shown in (4.10). Therefore we must have that the degree N is exactly NX0 , and in
particular

|v(Y)| ≤ CN |Y |NX0 for any Y ∈ BR/2(0), (5.33)

and

lim sup
Y→0

|v(Y)|
|Y |NX0 +1 = 0.
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6. Gradient estimate for the error term

In this section we estimate the gradient of the error term ψ. We first remark that ψ also
satisfies

ψ ≡ 0 on BR(0) ∩ ∂Rd
+.

Since v vanishes on the boundary, it suffices to show that PN vanishes as well on ∂Rd
+. If not,

since PN is a homogeneous function, there exists a unit vector ~e ∈ ∂Rd
+ such that PN(~e) , 0.

Moreover,
PN(r~e) = rN PN(~e) for any r > 0. (6.1)

On the other hand, by the estimate (5.2) we have∣∣ψ(r~e)
∣∣ ≤ CCNrN θ̃(r).

Hence for any 0 < r < R/2 we always have∣∣PN(r~e)
∣∣ =
∣∣v − ψ(r~e)

∣∣ =
∣∣ψ(r~e)

∣∣ ≤ C′rN θ̃(r). (6.2)

Combining (6.1), (6.2) and letting r → 0, we get PN(~e) = 0, which is a contradiction.
Therefore PN ≡ 0 on ∂Rd

+, and hence ψ ≡ 0 on ∂Rd
+ ∩ BR(0).

Since v satisfies − div(A(·)∇v) = 0 and PN is a harmonic function, we have

− div(A(·)∇ψ) = − div(A(·)∇(v − PN)) = − div(A(·)∇v) + ∆PN + div((A(·) − Id)∇PN)
= div((A(·) − Id)∇PN).

That is to say, the error term ψ satisfies{
− div(A(·)∇ψ) = div~g, in B+

R(0) := BR(0) ∩ Rd
+

ψ = 0, on BR(0) ∩ ∂Rd
+

(6.3)

where ~g is defined by
~g(Z) = (A(Z) − Id)∇PN(Z)

in the upper half space. Notice that when N = 1, PN must be a linear function and thus ∇PN
is a constant vector; when N ≥ 2, ∇PN is (at least) Lipschitz continuous. In both cases, it
follows that ~g is Dini continuous. Recall that the coefficient matrix A(·) in the equation (6.3)
is also Dini continuous in the upper half space. We will use the arguments in [DEK, Section
2] (more precisely, [DEK, Lemma 2.11]) to estimate ∇ψ.

Let r ∈ (0,R/6) be fixed, and denote ψr(Y) := ψ(rY) in B+
1 (0). Then it satisfies the

rescaled equation {
− div(Ar(·)ψr) = div~gr, in B+

2 (0)
ψr ≡ 0, on B2(0) ∩ ∂Rd

+

where we denote
Ar(Y) := A(rY), ~gr(Y) := r~g(rY). (6.4)

For each Y ∈ B+
1 (0) and 0 < t ≤ 2, we denote

ωAr (t) := sup
Y,Y′∈B+

2 (0)
|Y′−Y |≤t

|Ar(Y ′) − Ar(Y)| = sup
Z′ ,Z∈B+

2r (0)
|Z′−Z|≤tr

∣∣A(Z′) − A(Z)
∣∣ ,
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and
ω~gr (t) := sup

Y,Y′∈B+
2 (0)

|Y′−Y |≤t

∣∣~gr(Y) − ~gr(Y ′)
∣∣ = r sup

Y,Y′∈B+
2 (0)

|Y′−Y |≤t

∣∣~g(rY ′) − ~g(rY)
∣∣ .

Since the modulus of continuity of A(·) is bounded above by θ(2·) (by (4.2)), it follows that

ωAr (t) . θ(2tr). (6.5)

On the other hand, since PN is a homogeneous harmonic polynomial of degree N, its de-
rivative of any order is uniformly bounded in B+

2 (0) by a constant multiple of ‖PN‖L∞(B+
1 (0)).

Moreover,∣∣~g(rY ′) − ~g(rY)
∣∣ ≤ ∣∣(A(rY ′) − Id)(∇PN(rY ′) − ∇PN(rY))

∣∣ +
∣∣(A(rY ′) − A(rY))∇PN(rY)

∣∣
. θ(2r|Y ′|) · rN−1

∣∣∇PN(Y ′) − ∇PN(Y)
∣∣ + θ(2r|Y ′ − Y |) · rN−1|∇PN(Y)|

. rN−1θ(4r) · |Y ′ − Y | + rN−1 · θ(2r|Y ′ − Y |),

where the constant depends on ‖PN‖L∞(B+
1 (0)). Hence

ω~gr (t) . rNθ(4r) · t + rN · θ(2tr). (6.6)

In particular ω~gr (·) is Dini continuous. Therefore [DEK, Lemma 2.11] implies that for any
Y ∈ B+

1 (0),

|∇ψr(Y)| . ‖∇ψr‖L1(B+
2 (0)) +

ˆ 1
2

0

ω̂~gr (t)
t

dt, (6.7)

where the constant depends on d, the ellipticity constants and ωAr , which we have shown
in (6.5) to be uniformly bounded. Moreover, following the notation in [DEK], ω̂•(t) is
determined by ω•(t) as follows: let β ∈ (0, 1), we define

ω̂•(t) := ω•(t) + ω•(4t) + ω]•(4t), * (6.8)

with

ω]•(t) := sup
s∈[t,1]

( t
s

)β
ω•(s). (6.9)

It is also proven in [DEK] that if ω•(·) satisfies (2.1) and is doubling (i.e. (2.4)), then
ω
]
•(·) also verifies (2.1). By the above definitions (6.8) and (6.9), it is not hard to see if

ω(t) ≤ λ1ω1(t) + λ2ω2(t), then ω̂(t) ≤ λ1ω̂1(t) + λ2ω̂2(t). Besides, when ω•(t) is taken to be
θ(2tr), we have that

ω]•(t) := sup
s∈[t,1]

( t
s

)β
θ(2rs) = sup

s′∈[2tr,2r]

(
2tr
s′

)β
θ(s′) ≤ sup

s′∈[2tr,R]

(
2tr
s′

)β
θ(s′) = θ](2tr),

where, as in (6.9), we define

θ](t) := sup
s∈[t,R]

( t
s

)β
θ(s) (6.10)

Hence
ω̂•(t) = θ(2tr) + θ(8tr) + ω](4t) ≤ 2θ(8tr) + θ](8tr).

*In [DEK] they need the additional parameter ω̃•(·) because they work with Dini continuous functions in the
average sense, i.e. functions with Dini-mean oscillation. When one works with uniform Dini function, which is
our case here, ω̃•(·) can be simply taken the same as ω•(·).
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When ω•(t) is taken to be t, we have that

ω̂•(t) = t + 4t + ω]•(4t) . tβ.

Therefore (6.6) implies that

ω̂~gr (t) . rNθ(4r) · tβ + rN ·

[
θ(8tr) + θ](8tr)

]
,

and thus ˆ 1
2

0

ω̂~gr (t)
t

dt . rNθ(4r) + rN ·

[ˆ 4r

0

θ(s)
s

ds +

ˆ 4r

0

θ](s)
s

ds

]
. (6.11)

On the other hand, by Hölder’s inequality and the energy estimate with vanishing bound-
ary data (see, for example, [CK, Lemma 1.41]), we have
¨

B+
2 (0)
|∇ψr |dY .

(¨
B+

2 (0)
|∇ψr |

2dY

)1/2

.

(¨
B+

3 (0)
|ψr |

2dY +

¨
B+

3 (0)
|~gr |

2dY

)1/2

. sup
B+

3r(0)
|ψ| + r · sup

B+
3r(0)
|~g|

. rN θ̃(3r), (6.12)

where we recall θ̃(·) is defined in (5.19). Inserting (6.11) and (6.12) back into (6.7), we
obtain,

|∇ψr(Y)| .
¨

B+
2 (0)
|∇ψr |dY +

ˆ 1
2

0

ω̂~gr (t)
t

dt

. rN θ̃(3r) + rNθ(4r) + rN ·

[ˆ 4r

0

θ(s)
s

ds +

ˆ 4r

0

θ](s)
s

ds

]
.

Or equivalently,

|∇ψ(rY)| . rN−1 ·

[
θ̃(3r) + θ(4r) +

ˆ 4r

0

θ(s)
s

ds +

ˆ 4r

0

θ](s)
s

ds

]
.

Finally, let

θ̊(r) := θ̃(3r) + θ(4r) +

ˆ 4r

0

θ(s)
s

ds +

ˆ 4r

0

θ](s)
s

ds, (6.13)

where we recall θ](·) is defined in (6.10) and it verifies the Dini condition (2.2). We conclude
that

|∇ψ(Y)| ≤ C|Y |N−1θ̊(|Y |) for any Y ∈ B+
R/6(0), (6.14)

where
θ̊(r)→ 0 as r → 0.

We remark that exactly the same proof as above yields the gradient estimate of ∇ψ on the
lower half space. Moreover ∇ψ = ∇v − ∇PN is continuous up to the boundary from above
and below, by [DEK, Proposition 2.7]. Therefore (6.14) holds in the entire ball BR/6(0).
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7. Proof of Theorem 1.1 and Corollary 1.7

Now we are ready to prove the expansion of u by the expansion (5.1) for v which is proven
in the previous section. By the definition of v in Section 4, we have

u(x, t) = v(x, t − ϕ(x)) = PN(x, t − ϕ(x)) + ψ(x, t − ϕ(x)). (7.1)

Let r = |(x, t)|, then |ϕ(x)| ≤ θ(2r)r. Hence for r sufficiently small, we have
r
2
< |(x, t − ϕ(x))| <

3r
2
.

By the error estimate (5.2), we have

|ψ(x, t − ϕ(x))| ≤ C′CNrN θ̃(2r). (7.2)

On the other hand

PN(t, x − ϕ(x)) = PN(x, t) − ϕ(x) ·
ˆ 1

0
∂dPN(x, t − τϕ(x))dτ. (7.3)

By (5.1), (5.33) and (5.2), we can estimate
1
rd

¨
B2r(0)

|PN |
2dX =

1
rd

¨
B2r(0)

|v − ψ|2dX .
1
rd

¨
B2r(0)

v2dX +
1
rd

¨
B2r(0)

ψ2dX

. C2
Nr2N + C2

Nr2N θ̃(2r)2

. C2
Nr2N ,

with a uniform constant (which only depends on the dimension d and the ellipticity). (The
r2N-decay clearly just follows from the homogeneity of PN . But here we want to emphasize
how the constant in front depends on the constant CN from (4.11).) Since PN is a harmonic
function in Rd, we have

sup
B 3r

2
(0)
|∇PN | .

1
r

(
1
rd

¨
B2r(0)

|PN |
2dX

)1/2

. CNrN−1. (7.4)

Moreover,

‖∇2PN‖L∞(Br) .
1
r2 ‖PN‖L∞(B2r) . CNrN−2. (7.5)

Therefore∣∣∣∣ϕ(x) ·
ˆ 1

0
∂dPN(x, t − τϕ(x))dτ

∣∣∣∣ ≤ sup
B 3r

2
(0)
|∇PN | · |ϕ(x)| . CNrN−1 · rθ(2r) = CNrNθ(2r).

Combined with (7.1), (7.2) and (7.3), we conclude that in BR/3(0), u has the expansion

u(x, t) = PN(x, t) + ψ̃(x, t), (7.6)

where the error term

ψ̃(x, t) = ψ(x, t − ϕ(x)) − ϕ(x) ·
ˆ 1

0
∂dPN(x, t − τϕ(x))dτ

satisfies
|ψ̃(x, t)| ≤ CCN |(x, t)|N θ̃(2|(x, t)|).
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(For our purpose, the expansion (7.6) is meaningful only inside BR/3(0) ∩ D, i.e. when
t > ϕ(x), but the expansion holds in the entire ball if we consider an extension of u across
the boundary by the odd reflection of v in (4.3) and the transformation as in (7.1).) Moreover,
by the gradient estimates in (6.14) and (7.5), we have∣∣∇ψ̃(x, t)

∣∣ ≤ CCN |(x, t)|N−1θ̊(2|(x, t)|).

Recall that for any X0 = (x0, ϕ(x0)) ∈ ∂D, we can apply a translation and orthogonal
transformation Ox0 as in Section 3 so that X0 becomes the origin and the tangent plane to
∂D at X0 is flat (i.e. ∇ϕ(x0) = 0). Taking into account the orthogonal transformation, we in
fact get

u(x, t) = PN
(
Ox0 ((x, t) − X0)

)
+ ψ̃

(
Ox0 ((x, t) − X0)

)
= P̃N((x, t) − X0) + ˜̃ψ((x, t) − X0),

where P̃N is still a non-trivial homogeneous harmonic polynomial of degree N = NX0 . For
simplicity we still denote it as PN , and simply write

u(x, t) = PN((x, t) − X0) + ψ̃((x, t) − X0), in BR/3(X0) ∩ D. (7.7)

In order to prove the uniqueness of the expansion, we assume that u has two such expan-
sions

u(X) = PN(X − X0) + ψ̃(X − X0)
and

u(X) = P′N(X − X0) + ψ̃′(X − X0),
such that

|ψ̃(Y)| ≤ C1|Y |N θ̃(|Y |), |ψ̃′(Y)| ≤ C2|Y |N θ̃(|Y |). (7.8)
Notice that the degree of the homogeneous harmonic polynomial is uniquely determined by
NX0 . It follows that

PN(Y) − P′N(Y) = ψ̃′(Y) − ψ̃(Y) for Y ∈ BR/3(0).

Let P̃N := PN − P′N . Then it is also a homogeneous harmonic polynomial of degree N.
Assuming that P̃N . 0, then there exists a unit vector ~e ∈ Sd−1 such that P̃N(e) , 0. In
particular P̃N(r~e) = rN P̃N(e) , 0. On the other hand by the estimates (7.8), we have∣∣P̃N(r~e)

∣∣ =
∣∣ψ̃′(r~e) − ψ̃(r~e)

∣∣ ≤ (C1 + C2)rN θ̃(r).

Hence it follows that ∣∣P̃N(~e)
∣∣ ≤ (C1 + C2)θ̃(r)→ 0 as r → 0,

which contradicts the assumption that P̃N(~e) , 0. Therefore it must be the case that P̃N ≡ 0.
As a result PN ≡ P′N and ψ̃ ≡ ψ̃′, i.e. the expansion is unique. This finishes the proof of
Theorem 1.1.

Now we set out to prove Corollary 1.7, or more precisely, prove (1.8). Denote X0 =

(x0, ϕ(x0)). We recall that TX0,ru is defined in the domain D−X0
r , which is the region above

the graph of the function

ϕr : y ∈ Rd−1 7→
ϕ(x0 + ry) − ϕ(x0)

r
.
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Assuming without loss of generality that ∇ϕ(x0) = 0, we have that D−X0
r converges to the

upper half space Rd
+. Moreover, the Lebesgue measure of the set difference between D−X0

r
and Rd

+ can be estimated as∣∣∣∣B1(0) ∩
(

D − X0

r
∆ Rd

+

)∣∣∣∣ ≤ ˆ
Bd−1

1 (0)
|ϕr(y)|dy . sup

Bd−1
r (x0)

|∇ϕ − ∇ϕ(x0)| ≤ θ(r). (7.9)

Since PN is homogeneous of degree N, we have

1
rd

¨
B+

r (0)
|PN |

2 dY =

¨
B+

1 (0)
|PN(rZ)|2 dZ = r2N ·

¨
B+

1 (0)
|PN |

2 dZ. (7.10)

Combined with the estimate of ψ̃, we have

1
rd

¨
B+

r (0)

∣∣PN(Y) + ψ̃(Y)
∣∣2 dY =

1
rd

¨
B+

r (0)
|PN |

2 dY + O
(
r2N θ̃(r)

)
. (7.11)

By a change of variable, the pointwise bounds of PN , ψ̃ and the estimate (7.9), we have∣∣∣∣ 1
rd

¨
Br(0)∩(D−X0)

∣∣PN(Y) + ψ̃(Y)
∣∣2 dY −

1
rd

¨
B+

r (0)

∣∣PN(Y) + ψ̃(Y)
∣∣2 dY

∣∣∣∣
≤

¨
B1(0)∩

(
D−X0

r ∆Rd
+

) ∣∣PN(rZ) + ψ̃(rZ)
∣∣2 dZ

≤ sup
Br(0)

(
|PN | + |ψ̃|

)2
·

∣∣∣∣B1(0) ∩
(

D − X0

r
∆Rd

+

)∣∣∣∣
. r2Nθ(r). (7.12)

Therefore by combining (7.12), (7.11) and (7.10), we conclude

1
rd

¨
Br(X0)∩D

u2 dY =
1
rd

¨
Br(0)∩(D−X0)

∣∣PN(Y) + ψ̃(Y)
∣∣2 dY

=
1
rd

¨
B+

r (0)
|PN + ψ̃|2dY + O(r2Nθ(r))

=
1
rd

¨
B+

r (0)
|PN |

2 dY + O
(
r2N θ̃(r)

)
=

1
rd

¨
B+

r (0)
|PN |

2 dY ·
(
1 + O(θ̃(r))

)
.

Hence

TX0,ru(Z) =
u(X0 + rZ)(

1
rd

˜
B+

r (0) |PN |
2 dY

) 1
2
· (1 + O(θ̃(r)))

1
2

=
PN(rZ) + ψ̃(rZ)(

1
rd

˜
B+

r (0) |PN |
2 dY

) 1
2

(
1 + O(θ̃(r))

)
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=

 PN(rZ)(
1
rd

˜
B+

r (0) |PN |
2 dY

) 1
2

+ ψ̃(rZ) · O
(

1
rN

)(1 + O(θ̃(r))
)

= cPN(Z) + O(θ̃(r)),

where

c =

(¨
B+

1 (0)
|PN |

2dZ

)− 1
2

.

This finishes the proof of the claim (1.8).

8. Proof of Proposition 1.9

We denote X j = (x j, ϕ(x j)) for each j ∈ N0. Recall that in Section 3 we find an orthogonal
transformation Ox j , which locally maps the domain D − X j to a domain Dx j , defined as the
region above the graph of a function ϕ̃x j . Under this transformation, the harmonic function u
in D becomes a harmonic function ũ in Dx j : for any Y ∈ Dx j sufficiently close to the origin,
we have

ũ(Y) := u(X j + OT
x j

Y). (8.1)
Recall that in Section 4, we were able to study the harmonic function ũ using the flattening
map

Φx j : (y, s) ∈ Rd
+ 7→ (y, s + ϕ̃x j(y)) ∈ Dx j

and
v(y, s) = ũ ◦ Φx j(y, s). (8.2)

Combining (8.1) and (8.2), we get a function v j : Rd
+ → R defined as

v j(y, s) = ũ(y, s + ϕ̃x j(y)) = u
(

X j + OT
x j

(y, s + ϕ̃x j(y))
)
. (8.3)

To study how the functions v j’s are related, we need to study how the map Ox j and ϕ̃x j

depend on the sub-index x j.

Recall that for any (x, ϕ(x)) ∈ ∂D, the orthogonal matrix Ox is explicitly determined by
∇ϕ(x), as in (3.5), where cx satisfies cx = (1 + |∇ϕ(x)|2)−

1
2 and the block matrix Õx is sym-

metric, positive semi-definite and satisfies Õ−1
x is the square root of Idd−1 +∇ϕ(x)∇ϕ(x)T .

Hence
|cx − cx′ | .

∣∣|∇ϕ(x)| − |∇ϕ(x′)|
∣∣ ≤ ∣∣∇ϕ(x) − ∇ϕ(x′)

∣∣ ≤ θ(|x − x′|); (8.4)

and the block matrices Õ−1
x and Õ−1

x′ satisfy the assumptions of Lemma 2.18. Therefore we
have that

|Õx − Õx′ | .
∣∣∣((Õx′)−1)2

−
(
(Õx)−1)2

∣∣∣
=
∣∣∇ϕ(x′)∇ϕ(x′)T − ∇ϕ(x)∇ϕ(x)T

∣∣
. |∇ϕ(x′)| ·

∣∣∇ϕ(x′)T − ∇ϕ(x)
∣∣ +
∣∣∇ϕ(x′) − ∇ϕ(x)

∣∣ · |∇ϕ(x)T |

. |∇ϕ(x′) − ∇ϕ(x)|

≤ θ(|x − x′|). (8.5)
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Combining (3.5), (8.4) and (8.5), we get

|Ox − Ox′ | . θ(|x − x′|). (8.6)

On the other hand, the map ϕ̃ is defined as in (3.9), where the function g is defined as in
(3.6): that is, for any (x, ϕ(x)) ∈ ∂D

gx : z ∈ Rd−1 7→ Õx(z − x) − (ϕ(z) − ϕ(x))Õx∇ϕ(x) = y ∈ Rd−1.

It follows that

gx(z) − gx′(z) = Õx
[
(x′ − x) + ϕ(z)

(
∇ϕ(x′) − ∇ϕ(x)

)
+
(
ϕ(x) − ϕ(x′)

)
∇ϕ(x)

+ ϕ(x′)
(
∇ϕ(x) − ∇ϕ(x′)

)]
+
(
Õx − Õx′

) [
(z − x′) +

(
ϕ(x′) − ϕ(z)

)
∇ϕ(x′)

]
.

Hence by (8.5), we get

‖gx − gx′‖L∞(Bd−1
1 (0)) . θ(|x − x′|).

Similarly by (3.7), we obtain

‖Dgx − Dgx′‖L∞(Bd−1
1 (0)) . |Õx − Õx′ | + |Õx∇ϕ(x) − Õx′∇ϕ(x′)| . θ(|x − x′|).

In the same fashion (and using (3.14)), we conclude that

‖ϕ̃x − ϕ̃x′‖L∞(Bd−1
1/2 (0)) . θ(|x − x′|), ‖∇ϕ̃x − ∇ϕ̃x′‖L∞(Bd−1

1/2 (0)) . θ(|x − x′|). (8.7)

Recall that u is continuously differentiable near the boundary of the Dini domain (by the
work of [DEK]). Therefore combining (8.3), (8.6), (8.7) and X j → X0, we conclude that
v j → v0 (locally uniformly) in C1-topology.

Let N = NX0 = NX j ∈ N. By Section 5, each v j has the expansion

v j(Y) = P j(Y) + ψ j(Y)

in some ball BR j(0), where P j is a non-trivial homogeneous harmonic polynomial of degree
N, and the error term ψ j satisfies |ψ j(Y)| ≤ C j|Y |N θ̃(|Y |). By the proof in Section 7, it suffices
to show that P j converges to P0 in the CN-topology. By the definitions of w j and P j,2 in (5.5)
and (5.8), respectively, and ∇v j → ∇v0 locally uniformly*, we get that

w j → w0, P j,2 → P0,2

uniformly. On the other hand, since v j → v0 uniformly, the harmonic functions v j − w j also
converge uniformly to v0 − w0. By the expansions of these harmonic functions to degree N
as in (5.6), the polynomials P j,1 also converge uniformly to P0,1. Thus

P j = P j,1 + P j,2 → P0,1 + P0,2 = P0

locally uniformly. Since P j, P0 are homogeneous harmonic polynomials of the same degree
N, they also converge in CN-topology. This finishes the proof of Proposition 1.9.

*In fact, it suffices to know that ∇v j ⇀ ∇v0 weakly in Lp for some p > d.
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Appendix. Proof of upper semi-continuity of the vanishing order

The goal of this appendix is to prove the upper semi-continuity of the vanishing order.

Lemma A.8. Let D and u be as in Theorem 1.1. The map

X ∈ ∂D ∩ BR0(0) 7→ NX ∈ N

is upper semi-continuous. That is,

lim sup
X∈∂D∩BR0

(0)
X→X0

NX ≤ NX0 .

Recall that in [KZ, Section 4], we define the modified frequency functions at different
boundary points by applying different transformation maps. To compare them, we need
to understand what the modified frequency function at each boundary point means in the
original domain D.

Lemma A.9. Let D and u be as in Theorem 1.1. For any X ∈ ∂D ∩ B2R0(0) and r > 0 small
(so that θ(4r) < 1/26), we have

N(u ◦ ΨX , r) = [1 + O(θ(4r))] · N(u, X + 3rθ̂(r)ed, r), (A.10)

where ΨX and θ̂ are defined in (2.6) and (2.7), respectively; N(u,Y, r) denotes the standard
Almgren’s frequency function of u centered at Y ∈ D and at scale r, see (2.5); and N(u ◦
ΨX , r) denotes the frequency function for an elliptic equation (satisfied by u ◦ ΨX) in the
domain Ψ−1

X (D), see [KZ, Section 3].

Remark A.11. The formula (A.10) is related to an observation pointed out in [KN]: the Dini
domain is star-shaped near the boundary. To be more precise, let X ∈ ∂D and r > 0 be
sufficiently small. Then the domain D ∩ Br(X) is star-shaped with respect to some Yr ∈ D.
(See the proof of [KN, Lemma 3.2].)

Proof. Recall that in [KZ, (3.8)], we define

D(u ◦ ΨX , r) =

¨
Br∩ΩX

µ|∇g(u ◦ ΨX)|2g dVg =

¨
ΨX(Br)∩D

|∇u|2 dZ =: D̂(X, r);

and

H(u ◦ ΨX , r) =

ˆ
∂Br∩ΩX

µ(u ◦ ΨX)2 dV∂Br =

ˆ
∂Br∩ΩX

η̃(u ◦ ΨX)2 dHd−1

= (1 + O(θ(4r)))
ˆ

ΨX(∂Br)∩D
u2 dHd−1

= (1 + O(θ(4r))) Ĥ(X, r),

where we introduce the notation

Ĥ(X, r) :=
ˆ

ΨX(∂Br)∩D
u2 dHd−1.

Let

N̂(X, r) :=
rD̂(X, r)
Ĥ(X, r)

,
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then the frequency function satisfies

N(u ◦ ΨX , r) =
rD(u ◦ ΨX , r)
H(u ◦ ΨX , r)

= (1 + O(θ(4r)))
rD̂(X, r)
Ĥ(X, r)

= (1 + O(θ(4r))) N̂(X, r). (A.12)

By the definition of ΨX in (2.6), it is clear that it can be written as X + Ψ(·) for a map Ψ

independent of X ∈ ∂D. Besides, we have

Ψ(∂Br) = ∂Br + 3rθ̂(r)ed = ∂Br(3rθ̂(r)ed).

To understand what the set ∂Ψ(Br) is, we first study the set Ψ(Br). Clearly

Ψ(Br) =
⋃

ρ∈[0,r)

Ψ(∂Bρ) =
⋃

ρ∈[0,r)

∂Bρ
(
3ρθ̂(ρ)ed

)
.

Consider the function
f : ρ ∈ [0, r) 7→ −ρ + 3ρθ̂(ρ),

which corresponds to the height of the lowest point of the (shifted) ball ∂Bρ(3ρθ̂(ρ)ed).
Simple computation shows that f is a continuous function, and

f ′(ρ) = −1 + 3θ̂(ρ) + 3ρθ̂′(ρ) = −1 + 3θ̂(ρ) +
3

log2 2

ˆ 2ρ

ρ

θ(2s) − θ(s)
s

ds

≤ −1 + 3θ(4ρ) +
3

log 2
θ(4ρ)

≤ −1 + 13 θ(4r).

By choosing r sufficiently small so that θ(4r) < 1/26, we can guarantee that f is decreasing.
In particular, this implies that the balls Ψ(∂Bρ) = ∂Bρ

(
3ρθ̂(ρ)ed

)
with ρ ∈ [0, r) are nested,

i.e.
Bρ(3ρθ̂(ρ)ed) ⊂ Bρ′(3ρ′θ̂(ρ′)ed), if ρ ≤ ρ′.

In fact, let Y ∈ Bρ(3ρθ̂(ρ)ed) be arbitrary. Then

|Y − 3ρ′θ̂(ρ′)ed | ≤ |Y − 3ρθ̂(ρ)ed | +
(
3ρ′θ̂(ρ′) − 3ρθ̂(ρ)

)
< ρ + f (ρ′) + ρ′ − ( f (ρ) + ρ))

= ρ′ + ( f (ρ′) − f (ρ))

≤ ρ′.

Hence Y ∈ Bρ′(3ρ′θ̂(ρ′)ed). Moreover by the intermediate value theorem f (ρ) assumes all
the values between limρ→r− f (ρ) = −r + 3rθ̂(r) and limρ→0+ f (ρ) = 0. Therefore we have
that

Ψ(Br) = Br(3rθ̂(r)ed),

and
∂Ψ(Br) = ∂Br(3rθ̂(r)ed) = Ψ(∂Br). (A.13)

Therefore

Ĥ(X, r) =

ˆ
ΨX(∂Br)∩D

u2 dHd−1 =

ˆ
∂Br(X+3rθ̂(r)ed)∩D

u2 dHd−1,
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D̂(X, r) =

¨
ΨX(Br)∩D

|∇u|2 dZ =

¨
Br(X+3rθ̂(r)ed)

|∇u|2 dZ,

and the proof is finished. �

Recall in [KZ, Proposition 3.10], we have shown that

r 7→ NX(r) := N(u ◦ ΨX , r) exp
(

C
ˆ r

0

θ(s)
s

ds
)

(A.14)

is monotone nondecreasing. Since NX0 = limr→0 NX0(r), for r sufficiently small we have

NX0(r) ≤ NX0 +
1
5
. (A.15)

By Lemma A.9 and (A.14), we have

NX0(r) = N(u ◦ ΨX0 , r) exp
(

C
ˆ r

0

θ(s)
s

ds
)

= [1 + O(θ(4r))] N
(
u, X0 + 3rθ̂(r)ed, r

)
exp

(
C
ˆ r

0

θ(s)
s

ds
)
. (A.16)

Let r be sufficiently small, so that

θ(4r) .
NX0 + 1

4

NX0 + 1
5

.

Then by (A.15) and (A.16) we get

N
(
u, X0 + 3rθ̂(r)ed, r

)
exp

(
C
ˆ r

0

θ(s)
s

ds
)
≤ NX0 +

1
4
. (A.17)

Suppose X̂ j, X̂0 ∈ D satisfy X̂ j → X̂0. Then the standard Almgren’s frequency function (see
(2.5)) satisfies

N(u, X̂ j, r)→ N(u, X̂0, r) as j→ ∞.

In fact, clearly the map

X 7→
¨

Br(X)
|∇u|2dY

is continuous since u ∈ W1,2. By a change of variable, it is also easy to see the map

X 7→
ˆ

Br(X)
u2 dHd−1

is differentiable (and strictly positive for non-trivial harmonic function u). Therefore

N(u, X̂ j, r) =
r
˜

Br(X̂ j)
|∇u|2dY´

Br(X̂ j)
u2 dHd−1 →

r
˜

Br(X̂0) |∇u|2dY´
Br(X̂0) u2 dHd−1 = N(u, X̂0, r).

In particular, this combined with (A.17) and X j → X0, gives

N
(
u, X j + 3rθ̂(r)ed, r

)
exp

(
C
ˆ r

0

θ(s)
s

ds
)
≤ NX0 +

1
3
, (A.18)
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for j sufficiently large. Again by Lemma A.9 and by taking r sufficiently small, we have

NX j(r) = [1 + O(θ(4r))] N
(
u, X j + 3rθ̂(r)ed, r

)
exp

(
C
ˆ r

0

θ(s)
s

ds
)
≤ NX0 +

1
2
.

By the monotonicity of the frequency function r 7→ NX j(r), we finally conclude that

NX j ≤ NX j(r) ≤ NX0 +
1
2
.

Since NX take integer values, this implies NX j ≤ NX0 . This finishes the proof of Lemma A.8.
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