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Abstract. Let u be a non-trivial harmonic function in a domain D ⊂ Rd which vanishes on
an open set of the boundary. In a recent paper, we showed that if D is a C1-Dini domain,
then within the open set the singular set of u, defined as {X ∈ D : u(X) = 0 = |∇u(X)|}, has
finite (d − 2)-dimensional Hausdorff measure. In this paper, we show that the assumption
of C1-Dini domains is sharp, by constructing a large class of non-Dini (but almost Dini)
domains whose singular sets have infinite Hd−2-measures.

1. Introduction

We consider the following question, which is inspired by a classical question asked by
Bers (see the introduction in [9]):

Suppose u is a non-trivial harmonic function in a domain D, and that u = 0 on
a relatively open set of the boundary B2R(0) ∩ ∂D. How big can the singular
set S := {X ∈ BR(0) ∩ ∂D : ∇u(X) = 0} be?

(Q)

When D is aC1,1 domain, Lin proved thatS has zero (d−1)-dimensional Hausdorffmeasure,
and that S is a (d − 2)-dimensional set, see [11, Theorem 2.3]. Adolfsson, Escauriaza and
Kenig [2] (see also Kenig-Wang [5] for an alternative proof) extended the result to convex
domains. This was then followed by works of Adolfsson-Escauriaza [1] and Kukavica-
Nyström [10], who proved (using different methods) the result for C1-Dini domains (see
Definition 2.1). Recently, Tolsa [14] proved that for all C1 domains (or Lipschitz domains
with sufficiently small Lipschitz constant), the set S has zero (d− 1)-dimensional Hausdorff
measure.

In a recent work, we proved the following theorem:

Theorem 1.1 ([9]). Let D be a C1-Dini domain in Rd (see Definition 2.1) with 0 ∈ ∂D, and
let R > 0. Suppose u is a non-trivial harmonic function in D ∩ B50R(0), and that u = 0 on
∂D ∩ B50R(0). Then the singular set

S(u) := {X ∈ D ∩ B50R(0) : u(X) = 0 = |∇u(X)|}
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satisfies that S(u) ∩ BR(0) is (d − 2)-rectifiable, and
Hd−2(S(u) ∩ BR(0)) ≤ C < +∞,

where the constant C depends on d,R and (the upper bound of) the frequency function of u
centered at 0 with radius 50R.

In short, the theorem says that when D is aC1-Dini domain, the singular set at the interior
and boundary, S(u) ∩ BR(0), is (d − 2)-rectifiable, and its (d − 2)-dimensional Hausdorff
measure is finite. We remark that a similar result for convex domains can be found in [12].

It is natural to ask whether such fine estimate (i.e. Hd−2 estimate) of the singular set can
be extended to more general domains, for example, Lipschitz domains with small constants.
In that setting, recall Tolsa showed that S(u) ∩ ∂D has surface measure zero in BR(0) (see
[14]). The answer is no in general, because if the domain is less regular than C1-Dini, the
gradient of harmonic functions which vanish on an open subset of the boundary may not
exist everywhere in that open set, and thus it does not make sense to talk about its Hd−2-
measure. The goal of this paper is to give counterexamples which say that C1-Dini domains
are indeed the optimal class of domains for which Theorem 1.1 holds. More precisely if D
is less regular than C1-Dini and a harmonic function u vanishes on an open subset of ∂D, in
general we can not make sense of ∇u at the boundary. However, in the special case when
u is a non-negative harmonic function in D which vanishes in ∂D ∩ B2R(0) with 0 ∈ ∂D,
by the comparison principle (see Lemma 2.4) u is comparable to the Green’s function G in
D ∩ BR(0). Hence for σ-almost every x ∈ ∂D ∩ BR(0) (where σ := Hd−1|∂D denotes the
boundary surface measure of D), we have

∇u(x) ≈ ∂nG(x) ≈
dω
dσ

(x),

where ∂nG denotes the normal derivative of G at the boundary, dω/dσ denotes the Poisson
kernel of the harmonic measure ω (whose pole is the same as that of the Green’s function
G). Since the upper and lower densities of the Radon measure ω are defined everywhere
(and take values in [0,+∞]), we can use the following set∗

!
p ∈ ∂D : lim inf

r→0

ω(∆r(p))
r

= lim sup
r→0

ω(∆r(p))
r

= 0
"

in place of the boundary singular set of u, namely {p ∈ ∂D : ∇u(p) = 0}. Roughly speaking,
we showed that when the domain D barely fails to be C1-Dini, the Hd−2-measure of the
above set could be infinite.

Theorem 1.2. Given a monotone non-decreasing function θ : R+ → R+ which satisfies

lim
r→0+

θ(r) = 0 and
ˆ ∗

0

θ(r)
r

dt = +∞, (1.3)

there exist a C1 function ϕ : R→ R and a C1 domain

D := {(x, t) ∈ R × R : x ∈ R, t > ϕ(x)}
∗Throughout the paper, we always use ∆r(p) to denote a surface ball at the boundary, as in

∆r(p) := ∂D ∩ Br(p).
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such that the following holds:

• there exists a bounded set S ⊂ R containing infinitely (countably) many points, such
that for each x0 ∈ S the modulus of continuity of ∇ϕ at x0, denoted by α(r), satisfies

θ(r) ≤ α(r) ≤ θ(4r);
• ϕ ∈ C2(R \ S );
• let ω denote the harmonic measure in D, we have that

!
p ∈ ∂D : lim inf

r→0

ω(∆r(p))
r

= lim sup
r→0

ω(∆r(p))
r

= 0
"
⊃ graphS ϕ,

where graphS ϕ := {(x,ϕ(x) : x ∈ S }.

In particular, the set
!
p ∈ ∂D : lim inf

r→0

ω(∆r(p))
r

= lim sup
r→0

ω(∆r(p))
r

= 0
"

is infinite.

Remarks 1.4. • We can easily extend the above example of planar domains to do-
mains in Rd, by considering the domains D̃ := D × Rd−2 ⊂ Rd. In this case, the
singular set in the boundary of D̃ is equal to graphS ϕ×Rd−2 and has infiniteHd−2-
measure.

• In the proof we will also show that whenever x ≪ 0 and x ≫ 0, the function ϕ(x) is
linear, and thus the boundary ∂D = graphR ϕ is flat when we are sufficiently far from
the center (0,ϕ(0)). Therefore it is not hard to close off D so it becomes a bounded
domain, and at the same time maintain that ∂D has C2 regularity except for points
in graphS ϕ. Thus the result also holds for bounded domains.

We remark that when D is aC1-Dini domain and the harmonic function u in consideration
is non-negative, the Hopf maximum principle implies that

|∇u| = ∂νu ≥ c > 0 at the boundary,

where ∂νu denotes the normal derivative of u with the normal vector ν pointing inwards, see
[3]. (The Hopf maximum principle in [3] was proven for solutions to parabolic equations,
but by taking a slice at a fixed positive time the elliptic analogue follows.) In particular, this
implies that for C1-Dini domains, the singular set

!
p ∈ ∂D : lim inf

r→0

ω(∆r(p))
r

= lim sup
r→0

ω(∆r(p))
r

= 0
"
= Ø.

In a related work [4, Section 9], the author constructed the following example (credited
to Tolsa): there exist Lipschitz domains D ⊂ R2 with small constants such that the singular
set at the boundary

!
p ∈ ∂D : lim

r→0

ω(∆r(p))
r

exists and is equal to 0
"

has Hausdorff dimension as close to 1 as we want. In particular, it indicates that for Lipschitz
domains, one can not expect a better answer to (Q) than saying that the singular set has zero
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surface measure. (For comparison, our examples show that in order to obtain the sharp
(d − 2)-dimensional estimate for (Q) as in [9], the assumption of C1-Dini domains can not
be weakened.) These Lipschitz domains are built by taking the union of cones with vertices
at a fat Cantor set, whose Hausdorff dimension can be chosen sufficiently close to 1. The
purpose of their example is similar to ours, but the constructions are completely different.
Besides, our example of domains are better than C1-regular, instead of just Lipschitz, but
the singular set is 0-dimensional (albeit infinite), rather than (1 − ()-dimensional.

The proof of Theorem 1.2 is inspired by the work of the first named author [6]. There it
was shown that one can construct a Lipschitz domain in R2 with prescribed tangent vectors
on its boundary, such that its harmonic measure is given by the exponential of the Hilbert
transform of that prescribed function, see for example [6, Lemma 1.11]. The plan of the
paper is as follows. We recall some definitions and preliminary results in Section 2. Then
to fix ideas, we first construct Lipschitz domains with the desired properties in Section 3.
These domains are explicit and not difficult to visualize. In Section 4, we construct the
desired C1 domains for every modulus of continuity θ satisfying (1.3).

Acknowledgement. Remarks from C.K.: I have known David for 45 years, as a close
collaborator and a dear friend. When our collaboration began, at the start of our careers,
it brought us great excitement, and it greatly helped to launch my professional path. Our
close friendship, through both happy times and very difficult ones, has been a joy. Thank
you David! From Z.Z.: I have been greatly influenced and inspired by Prof. Jerison’s work,
especially how he makes connections between different fields of math. For that I am always
grateful. Happy birthday, Prof. Jerison!

2. Preliminaries

Definition 2.1 (Dini domains). Let θ : R→ R be a non-decreasing function which satisfies
limr→0+ θ(r) = 0 and

ˆ ∗

0

θ(r)
r

< ∞.

A connected domain D in Rd is a Dini domain with parameter θ if for each point X0 ∈ ∂D
there is a coordinate system X = (x, xd), x ∈ Rd−1, xd ∈ R such that X0 = (0, 0) with respect
to this coordinate system, and there are a ball B centered at X0 and a Lipschitz function
ϕ : Rd−1 → R verifying the following

(1) /∇ϕ/L∞(Rd−1) ≤ C0 for some C0 > 0;
(2) |∇ϕ(x) − ∇ϕ(y)| ≤ θ(|x − y|) for all x, y ∈ Rd−1;
(3) D ∩ B = {(x, xd) ∈ B : xd > ϕ(x)}.

The following integral will be used repeatedly in the computation of Hilbert transforms,
so we state it as a lemma here.

Lemma 2.2. Let a < b be two real numbers. Suppose x ! [a, b], we have that
ˆ b

a

1
x − y dy = log |x − a| − log |x − b|. (2.3)
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Proof. When x < a < y, let z := y − x > 0. By a change of variables, we have
ˆ b

a

1
x − y dy =

ˆ b−x

a−x
−1
z
dz = log(a − x) − log(b − x).

When x > b > y, let z = x − y > 0. By a change of variables, we have
ˆ b

a

1
x − y dy =

ˆ x−b

x−a

1
z
− dz =

ˆ x−a

x−b

1
z
dz = log(x − a) − log(x − b).

□

We recall the following lemmas about positive solutions to elliptic PDEs (for a reference
see [7]).

Lemma 2.4 (Comparison principle). Let D be a Lipschitz domain and p ∈ ∂D, r > 0.
Let u, v ≥ 0 be two non-trivial harmonic functions in D ∩ B2r(p) such that u = v = 0 on
∆2r(p) := ∂D ∩ B2r(p). Then for any X ∈ D ∩ Br(p),

C−1
u
v
(Ar(p)) ≤

u
v
(X) ≤ C

u
v
(Ar(p)),

where C ≥ 1 is a universal constant, and Ar(p) denotes the corkscrew point in D ∩ Br(p),
that is to say, there exists a constant M > 0 only depending on the Lipschitz constant of the
domain, such that Br/M(Ar(p)) ⊂ D ∩ Br(p).

Lemma 2.5. Let D be a Lipschitz domain in Rd. For any X ∈ D, let G(X, ·) denote the
Green’s function for the Laplacian in D with pole at X, and let ωX denote the corresponding
harmonic measure. For any p ∈ ∂D and r > 0 such that X ! B2r(p), we have that

ωX(∆r(p))
rd−1

≈ G(X, Ar(p))
r

where ≈ means that the two quantities are equivalent modulo two universal constants.

3. Lipschitz domains

Let H : R→ R be the Heaviside step function, namely

H(x) =
!

0, x ≤ 0
1, x > 0

Let {xk} be a sequence of distinct points in R \ {0} such that xk → 0. (Then in particular {xk}
is bounded, say |xk| ≤ 1.) Let c be a positive real number, and {ak} be a sequence in R+ such
that

c′ := c
#

ak <
π

2
. (3.1)

We define a function f : R→ R as

f (x) = c
#

akH(x − xk).

Clearly

/ f /L∞ = c
#

ak = c′ <
π

2
.
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Let K be the Hilbert transform operator, modulo a constant, defined as

Kh(x) := lim
#→0

1
π

ˆ

h(y)
$
χ|x−y|≥#
x − y +

χ|y|>1
y

%
dy, (3.2)

whenever the limit on the right hand side exists. Here χE denotes the characteristic function
of the set E. Recall that the Hilbert transform maps L∞(R) functions into functions in the
BMO space. Simple computations show that

K (H(· − xk)) (x) = KH(x − xk) =
1
π
log |x − xk|,

and hence, formally, we have

K f (x) =
c
π

#
ak log |x − xk|.

In fact, by the assumption (3.1), we have that

c
#

k≤ℓ
akH(x − xk)→ f (x) in L∞(R), as ℓ → +∞.

Hence

K f (x) = lim
ℓ→+∞

K

&

c
#

k≤ℓ
akH(x − xk)

'

= lim
ℓ→+∞

c
π

#

k≤ℓ
ak log |x − xk|, (3.3)

where the limit is taken in the BMO space.

The function on the right hand side of (3.3) is well-defined and continuous in R \ {0}. In
fact, assume that x " 0 and x " xk for every k. Since log | · | is a continuous function in
R \ {0}, it is uniformly continuous on compact subset of R \ {0}. Let E be a compact subset
of R \ {0} containing x, such that E ∩ {xk : k ∈ N} = Ø. We have that for any y ∈ E

log |y − xk|→ log |y|, as xk → 0,

and the convergence is uniform. In particular, there exists k0 ∈ N depending on E, such that
for any k ≥ k0 and y ∈ E, we have that

((log |y − xk|
(( ≤

((log |y|
(( + 1.

Hence for any m ≥ ℓ ≥ k0, we have
(((((
c
π

m#

k=ℓ

ak log |y − xk|
((((( ≤

&

c
m#

k=ℓ

ak

'

·
)((log |y|

(( + 1
*
< +∞. (3.4)

Therefore
c
π

#
ak log |x − xk| = lim

ℓ→+∞

c
π

#

k≤ℓ
ak log |x − xk|

is well-defined and continuous in E. Therefore, we have shown that K f (x) is well-defined
and continuous on R \ ({xk} ∪ {0}). Also, we have

|K f (x)| ≤ π
2
log (|x| + 1) , whenever |x| ≥ 2. (3.5)
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Moreover near each xk, we have

K f (x) =
c
π
ak log |x − xk| + lim

k0→+∞

c
π

#

k′≤k0
k′!k

ak′ log |x − xk′ |

=:
c
π
ak log |x − xk| + ek(x). (3.6)

Since xk′ " xk for every k′ " k, and xk′ → 0 " xk, we have that

δk := inf{|xk′ − xk| : k′ ∈ N and k′ " k} > 0. (3.7)

Then as long as 0 < |x − xk| < δk/2,
c
π

#

k′!k

ak′
((log |x − xk′ |

(( = c
π

#

k′!k
|x−xk′ |≤1

ak′
((log |x − xk′ |

(( + c
π

#

k′!k
|x−xk′ |>1

ak′
((log |x − xk′ |

((

=
c
π

#

k′!k
|x−xk′ |≤1

ak′ log
1

|x − xk′ |
+

c
π

#

k′!k
|x−xk′ |>1

ak′ log |x − xk′ |

≤ c
π

#

k′!k
|x−xk′ |≤1

ak′ log
2
δk
+

c
π

#

k′!k
|x−xk′ |>1

ak′ log (|x| + 1)

≤ c′

π

+
log

2
δk
+ log (|x| + 1)

,
.

In particular, the second term in (3.6), ek(·), is bounded near xk, and thus

K f (x)→ −∞ as x→ xk. (3.8)

Let V(x, t) and W(x, t) be the Poisson integrals of f (x) and K f (x), respectively, in the
upper half plane R2+. (The Poisson integral of K f (x) is well-defined, since by (3.5) K f (x)
has logarithmic growth at infinity.) Since f (x) is continuous and bounded in R \ ({xk} ∪ {0}),
by the classical theory∗ for every x ∈ R \ ({xk} ∪ {0}), we have that V(z) → f (x) as z → x.
Since K f (x) is continuous in R \ ({xk} ∪ {0}), we also have thatW(z)→ K f (x) as z→ x for
every x ∈ R \ ({xk} ∪ {0}). Moreover, let

Fℓ(y) :=
c
π

#

k≤ℓ
ak log |y − xk|,

and recall that Fℓ → K f in BMO(R) and pointwise in R \ ({xk} ∪ {0}). We claim that for any
(x, t) ∈ R2+,

W(x, t) = Pt ∗ K f (x) = lim
ℓ→+∞

Pt ∗ Fℓ(x), (3.9)

where Pt denotes the Poisson kernel in R2+ with Pt(ξ) = 1
π

t
ξ2+t2 . Then it immediately follows

that
W(x, t) =

#
Pt ∗

- c
π
ak log |x − xk|

.
=

c
π

#
ak log |(x, t) − (xk, 0)|. (3.10)

∗See [7, Chapter 1 §2] for example.
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In the second equality, we use the fact that the Poisson integral of log |x| in R2+ is just
log |(x, t)|. To prove the claim, let

δ0 := inf{|(x, t) − (xk, 0)| : k ∈ N} > 0.

We let

Pt ∗ h(x) = P1t ∗ h(x) + P2t ∗ h(x)

:=
1
π

ˆ

|y−x|≥2δ0

t
(x − y)2 + t2

h(y) dy +
1
π

ˆ

|y−x|<2δ0

t
(x − y)2 + t2

h(y) dy, (3.11)

for any allowable function h on R. For the first term, we have

((P1t ∗ K f (x) − P1t ∗ Fℓ(x)
(( =

(((((
1
π

ˆ

|y−x|≥2δ0

t
(x − y)2 + t2

&
c
π

#

k>ℓ

ak log |y − xk|
'

dy

(((((

≤ 1
π

ˆ

|y−x|≥2δ0

t
(x − y)2 + t2

c
π

#

k>ℓ

ak
((log |y − xk|

(( dy

≤ 1
π

&
c
π

#

k>ℓ

ak

'
ˆ

t
(x − y)2 + t2

max
!
log

1
δ0

, log (|y| + 1)
"

dy,

which converges to 0 as ℓ → +∞. On the other hand, since |xk| ≤ 1 and log | · | is square-
integrable near the origin, for any E which is a neighborhood of the origin, we have by the
Minkowski integral inequality that

/K f −Fℓ/L2(E) =

/////
c
π

#

k>ℓ

ak log |y − xk|
/////
L2(E)

≤ c
π

#

k>ℓ

ak
//log |y − xk|

//
L2(E) ≲

c
π

#

k>ℓ

ak → 0,

as ℓ → +∞. Hence
((P2t ∗ K f (x) − P2t ∗ Fℓ(x)

(( ≤ /K f − Fℓ/L2(B|x|+2δ0 (0))
· 1
π

&
ˆ

|y−x|≤2δ0

+
t

(x − y)2 + t2

,2

dy

'1/2

≤ 1
π

+
2
δ0

,1/2

/K f − Fℓ/L2(B|x|+2δ0 (0))
,

which also converges to 0 as ℓ → +∞. This finishes the proof of the claim (3.9). In
particular, (3.10) implies that

W(x, t)→ −∞ as (x, t) converges to xk,

with logarithmic decay.

Let z = x + iy, and we define the function

g(z) := −W(x, y) + iV(x, y).

One can verify that −W,V satisfy the Cauchy-Riemann equations and thus g is analytic in
R2+. Let G(z) := exp g(z). Then G is analytic in R2+ and has non-tangential limit towards the
boundary for almost every x ∈ ∂R2+, since G is non-tangentially bounded at almost every
boundary point.

For every z ∈ R2+, |G(z)| = exp (−W(x, y)) " 0,
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for every x ∈ R \ ({xk} ∪ {0}) , |G(x)| = exp (−K f (x)) =
0

|x − xk|−
c
πak , (3.12)

as z converges to xk, |G(z)| ≈ |z − (xk, 0)|−
c
π ak → +∞, (3.13)

and ((argG(z)
(( = |V(x, y)| ≤ / f /L∞ ≤ c′ <

π

2
, (3.14)

where we used the maximum principle for the Poisson integral.

Let Φ denote the antiderivative of G in R2+. More precisely, for any z ∈ R2+, let γz denote
any rectifiable curve from i to z and let

Φ(z) =
ˆ

γz

G.

This function is well-defined (i.e. independent of the choice of curve) since R2+ is simply
connected. Besides, for any z = (x, t) ∈ R2+, by choosing γz to be the line segment connecting
i to z, we can easily show that

|Φ(z)| = |z − i|
((((
ˆ 1

0
G(γz(s)) ds

(((( ≤ |z − i| ·min{t, 1}− c′
π < +∞,

namely Φ(z) ∈ C. Since |Φ′(z)| = |G(z)| " 0, Φ is locally a conformal mapping. We claim
that Φ is injective. Assume there are two distinct points z1, z2 ∈ R2+ such that Φ(z1) = Φ(z2).
Let γ0 denote the line segment in R2+ connecting z1 to z2. More precisely, we consider the
parametrization γ0(t) = z1 + t(z2 − z1) with t ∈ [0, 1]. We have that

ˆ

γ0

G = Φ(z2) − Φ(z1) = 0,

and that
ˆ

γ0

G = (z2 − z1) ·
ˆ 1

0
G(γ0(t)) dt.

Hence it follows that
ˆ 1

0
G(γ0(t)) dt = 0.

In particular, the real part of the above integral also vanishes, i.e.
ˆ 1

0
|G(γ0(t))| cos

)
argG(γ0(t))

*
dt = 0. (3.15)

However, by (3.14) we have that

cos
)
argG(z)

*
≥ cos c′ > 0 for all z ∈ R2+.

Combined with G(z) " 0, this is a contradiction with (3.15). Therefore Φ is injective.

For any z ∈ ∂R2+ and z " xk, z " 0, by the properties of the Poisson integrals V and W it
is easy to see that

Φ(z) =
ˆ

γz

G is still well-defined

and moreover, it is independent of the choice of the curve γz ⊂ R2+. Next, we show that Φ(z)
is well-defined as z → xk and as z → 0, and is independent of the choice of the curve. For
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fixed k, let z, z′ be arbitrary points in R2+ \ {0} with z, z′ " xk′ for any k′ ∈ N and such that
δ := max {|z − (xk, 0)|, |z′ − (xk, 0)|} is sufficiently small. Let γ denote a rectifiable curve in
R2+ connecting z and z′, such that γ does not intersect the origin or xk′ for any k′ ∈ N. Then
by (3.13),

((Φ(z) − Φ(z′)
(( =

((((
ˆ

γ
G
(((( ≲

ˆ

γ
|γ(t) − (xk, 0)|−

c
πak .

Since c
πak < 1

2 by the assumption (3.1), by carefully choosing the curve γ (for example, by
taking γ to be the union of an arc on ∂Bδ(xk) and a line segment on a ray from xk) we can
guarantee that

ˆ

γ
|γ(t) − (xk, 0)|−

c
πak → 0 as δ→ 0.

Therefore Φ(z) is continuous and finite as z→ xk. To show Φ(z) is continuous at the origin,
let z = (x0, t0), z′ = (x′0, t

′
0) be arbitrary points in R2+ \ {0} that are sufficiently close to the

origin. Let δ := max{|z|, |z′|}, and clearly |x0|, |x′0|, t0, t′0 < δ. Let t∗ := max{t0 + δ, t′0 + δ}.
Let γ1 denote the vertical line segment between z and (x0, t∗), γ2 denote the horizontal line
segment between (x0, t∗) and (x′0, t∗), and γ3 denote the vertical line segment between (x′0, t∗)
and z′, each parametrized by unit length. For each i ∈ {1, 2, 3}, we have

((((
ˆ

γi

G
(((( ≤

ˆ

γi

|G| =
ˆ

γi

exp (−W(z)) =
ˆ

γi

exp
-
−
# c
π
ak log |z − (xk, 0)|

.

=

ˆ

γi

0
|z − (xk, 0)|−

c
πak .

Since we always have that

|z − (xk, 0)| ≥ Im z,

it follows that
ˆ

γ1

0
|z − (xk, 0)|−

c
π ak ≤

ˆ t∗

t0
t−

! c
π ak ≲ t

1− c
π

!
ak

∗ ≲ δ1−
c
π

!
ak ,

ˆ

γ2

0
|z − (xk, 0)|−

c
π ak ≤

ˆ

γ2

t
−
! c
π ak∗ = |x′0 − x0|t

−
! c
πak∗ ≲ δ1−

c
π

!
ak ,

and the same estimate holds for γ3. Therefore

((Φ(z) − Φ(z′)
(( =

((((
ˆ

γ1∪γ2∪γ3
G
(((( ≤

3#

i=1

ˆ

γi

|G| ≲ δ1− c
π

!
ak .

Hence Φ(z) is continuous and finite as z → 0. To sum up, we have shown that Φ has a
continuous extension to R2+. Using the same argument (3.15) as in the interior case, we can
show that Φ is also injective on R2+.

We claim that Φ(∞) = ∞. Thus in particular, the set D := Φ(R2+) is unbounded, and
∂D = Φ(∂R2+) (the boundary in R2+, not in the Riemann sphere). Let z j be an arbitrary
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sequence in R2+ such that z j → ∞. Let γ j denote the straight line segment connecting i to z j,
namely γ j(t) = i + t(z j − i) for t ∈ [0, 1]. Then

Φ(z j) =
ˆ

γ j

G = (z j − i) ·
ˆ 1

0
G(γ j(t)) dt.

Hence

Re
Φ(z j)
z j − i

= Re
ˆ 1

0
G(γ j(t)) dt =

ˆ 1

0
|G(γ j(t))| cos

)
argG(γ j(t))

*
dt ≥ cos c′·

ˆ 1

0
|G(γ j(t))| dt.

Using (3.10) again, we have
ˆ 1

0
|G(γ j(t))| dt =

ˆ 1

0

0
|γ j(t) − (xk, 0)|−

c
πak dt ≥

ˆ 1

0

)
|γ j(t)| + 1

*− c′
π dt ≥

)
|z j| + 1

*− c′
π .

Therefore

|Φ(z j)| =
((z j − i

(( ·
((((
Φ(z j)
z j − i

(((( ≥
((z j − i

(( ·
((((Re
Φ(z j)
z j − i

(((( ≳ |z j|1−
c′
π , (3.16)

for j sufficiently large. In particular Φ(z j)→ ∞ for any sequence z j in R2+ such that z j → ∞.
Since Φ : R2+ → D is a conformal homeomorphism, and Φ is injective on ∂R2+ with

∂D = Φ(∂R2+), it follows that D is also simply connected and bounded by a simple curve.
By the same argument as in [6, Theorem 1.1], at every x ∈ ∂R2+ where Φ′(x) exists and is
different from 0, it is a tangent vector to ∂D at the point p := Φ(x); and a set E ⊂ ∂R2+ has
measure zero if and only if Φ(E) ⊂ ∂D has surface measure zero. We remark that since
G(x) is continuous in R \ ({xk} ∪ {0}), by the fundamental theorem of calculus Φ′(x) = G(x)
there. Moreover, Let [xk − a, xk + b] ⊂ R be an arbitrary interval containing xk, with a, b
sufficiently small satisfying 0 < a, b < δk/2 (recall the definition of δk in (3.7)). Recall that1
k′!k

|x − xk′ |−
c
π ak′ is continuous at xk. It follows that by choosing a, b sufficiently small, we

can guarantee that
0

k′!k

|x − xk′ |−
c
π ak′ >

1
2

0

k′!k

|xk − xk′ |−
c
π ak′ > 0 for every x ∈ [xk − a, xk + b].

Hence
 xk+b

xk−a
|Φ′(x)| dx =

 xk+b

xk−a
|G(x)| dx =

 xk+b

xk−a

0
|x − xk|−

c
πak dx

≥
 xk+b

xk−a
|x − xk|−

c
πak dx · 1

2

0

k′!k

|xk − xk′ |−
c
πak′

≳
1
2

0

k′!k

|xk − xk′ |−
c
πak′ ·max{a, b}− c

πak .

In particular,
 xk+b

xk−a
|Φ′(x)| dx→ +∞, as a, b→ 0 + . (3.17)

Let ω denote the harmonic measure in D with pole at infinity and normalized at Φ(0)
(for its precise definition and properties, see [8, Corollary 3.2 and Lemma 3.8]). By the
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conformal invariance of the Brownian motion, we can find the explicit formula for ω: we
have that

dω(z) =
1

|Φ′(Φ−1(z))|dσ(z),

where σ denotes the surface measure at the boundary ∂D, namely σ = H1|∂D. In fact, let
ωR2

+
denote the harmonic measure of R2+ with pole at infinity and normalized at the origin.

Clearly dωR2
+
= dx. For any z ∈ ∂D, let ∆ denote a surface ball of D centered at z. Then for

every z ∈ ∂D such that Φ−1(z) ! {xk} ∪ {0}, as ∆→ z, we have

ω(∆)
H1(∆)

=
ωR2

+
(Φ−1(∆))

´

Φ−1(∆) |Φ′(x)|dx
=

´

Φ−1(∆) dx
´

Φ−1(∆) |Φ′(x)|dx
−→ 1

|Φ′(Φ−1(z))| =
1

|G(Φ−1(z))| > 0.

(3.18)
Here we use the conformal invariance of the harmonic measure and the area formula in the
first equality. On the other hand, when z = Φ(xk) for some xk, we claim that

lim
∆→z

ω(∆)
H1(∆)

= 0.

In fact, since Φ is a homeomorphism on ∂R2+, Φ
−1(∆) is just an interval containing Φ−1(z) =

xk. By (3.17), it follows that

lim
∆→z

ω(∆)
H1(∆)

= lim
a,b→0+

+
 xk+b

xk−a
|Φ′(x)| dx

,−1
= 0.

In short, !
z ∈ ∂D : lim

∆→z

ω(∆)
H1(∆)

= 0
"

\ {Φ(0)} = Φ ({zk : k ∈ N}) .

Lastly, we remark that given the input f (x) := cH(x), where c is a constant with 0 < c <
π/2 and H(x) is the Heaviside step function, our construction produces the following simple
Lipschitz domain. Intuitively it is clear that the density of the harmonic measure in D is zero
only at the vertex.

c

D

4. C1 domains

The following lemma is just a special case of the more general Lemma 4.27 that we need
later. But we introduce and prove this lemma first, in order to fix ideas.

Lemma 4.1. There exists a continuous function f ∈ C(R) such that

(1) f is a monotone non-decreasing function with 0 ≤ f ≤ 1, and f ∈ C1(R \ {0});
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(2) the modulus of continuity of f at the origin, denoted by θ(r), satisfies
ˆ ∗

0

θ(r)
r

dr = +∞;

(3) K f (x) ∈ C(R \ {0}), and K f (x) → K f (0) = −∞ as x → 0, where K denotes the
Hilbert transform operator as is defined in (3.2).

Proof. Let θ : (0, 1) → R+ be defined as θ(r) =
)
log2

1
r

*−1. Clearly θ is monotone increas-
ing, limr→0+ θ(r) = 0, and

ˆ ∗

0

θ(r)
r

dr = +∞.

One can check that there exists x0 = 2−
1

log 2 ∈ (0, 1/2) such that in (0, x0], θ is concave, and

θ′(x) =
1

x · log 2

+
log2

1
x

,−2
> 0 is monotone decreasing. (4.2)

Let g(·) be a smooth, non-decreasing function defined on [x0, 1/2] such that

g (x0) = θ (x0) = log 2, g
+
1
2

,
= θ

+
1
2

,
= 1,

g′ (x0+) = θ′ (x0) = 2
1

log 2 log 2, g′
+
1
2
−
,
= 0,

and |g′(x)| ≤ /g′/∞ = 2
1

log 2 for all x ∈ [x0, 1/2]. Finally we define f : R→ R as follows

f (x) =






0, x ≤ 0,

θ(x) =
-
log2

1
|x|

.−1
, 0 < x ≤ x0,

g(x), x0 < x < 1
2 ,

1, x ≥ 1
2 .

It is not hard to see that f satisfies (1) and (2). Next, we analyze K f (x). Recall that the
Hilbert transform maps bounded continuous functions into functions in the VMO space, so
K f (x) ∈ VMO(R).

When x < 0, we have that

π · K f (x) =
ˆ 1/2

0

f (y)
x − y dy + log

+
1
2
− x

,
, (4.3)

and clearly K f (x) is continuous on (−∞, 0). A rough estimate (simply using the monotonic-
ity of f (·)) gives

−∞ < (1 − f (x0)) log(x0 − x) + f (x0) log(−x) ≤ π · K f (x) ≤ log
+
1
2
− x

,
< +∞. (4.4)

Moreover, we claim that
ˆ 1/2

0

f (y)
x − y dy→ −∞ as x→ 0 − .
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Combined with (4.3), the claim implies that

K f (x)→ −∞ as x→ 0 − .

In fact, since
ˆ 1/2

0

f (y)
x − y dy = −

ˆ x0

0

θ(y)
y − x

dy −
ˆ 1/2

x0

g(y)
y − x

dy (4.5)

and the second term is uniformly bounded in x, it suffices to show that
ˆ x0

0

θ(y)
y − x

dy→ +∞ as x→ 0 − .

This follows easily from Fatou’s Lemma:

+∞ =

ˆ x0

0

θ(y)
y

dy ≤ lim inf
x→0−

ˆ x0

0

θ(y)
y − x

dy.

When 0 < x < x0, we have that

π · K f (x) = lim
#→0

+
ˆ x−#

0

f (y)
x − ydy +

ˆ x0

x+#

f (y)
x − ydy

,
+

ˆ 1
2

x0

f (y)
x − ydy + log

+
1
2
− x

,
. (4.6)

Notice that

lim
#→0

+
ˆ x−#

0

f (y)
x − ydy +

ˆ x0

x+#

f (y)
x − ydy

,
= f (x) ·

6
log x − log (x0 − x)

7
+

ˆ x0

0

f (y) − f (x)
x − y dy,

(4.7)

when the integral on the right hand side is well-defined. In order to analyze the last term
´ x0
0

f (y)− f (x)
x−y dy, we break the integral into two regions y ∈ [0, x] and y ∈ [x, x0]. On one

hand, by the mean value theorem and the monotonicity of f ′(·) on [0, x0] we have

0 <

ˆ x0

x

f (y) − f (x)
y − x

dy ≤ sup
[x,x0]

f ′ · (x0 − x) = f ′(x) · (x0 − x). (4.8)

On the other hand

0 <

ˆ x

0

f (y) − f (x)
y − x

dy =
ˆ x/2

0

f (y) − f (x)
y − x

dy +
ˆ x

x/2

f (y) − f (x)
y − x

dy. (4.9)

Since 0 ≤ f ≤ f (x0) on [0, x], we can control the first term:

0 <

ˆ x/2

0

f (y) − f (x)
y − x

dy ≤
ˆ x/2

0

f (x)
x − ydy ≤ f (x0) ·

ˆ x/2

0

1
x − y dy = f (x0) · log 2; (4.10)

again by the mean value theorem and the monotonicity of f ′(·) on [0, x0], we can control the
second term:

0 <

ˆ x

x/2

f (y) − f (x)
y − x

dy ≤
ˆ x

x/2
sup
[x/2,x]

f ′ dy ≤ f ′
- x
2

.
· x
2
. (4.11)

Combining (4.8), (4.9), (4.10) and (4.11), we conclude that

0 <

ˆ x0

0

f (y) − f (x)
y − x

dy ≤ f ′(x) · (x0 − x) + f ′
- x
2

.
· x
2
+ f (x0) · log 2. (4.12)
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Finally, combining (4.6), (4.7), (4.12), we obtain

π · K f (x) ≥ (1 − f (x)) log(x0 − x) + f (x) log x − f ′(x) · (x0 − x) − f ′
- x
2

.
· x
2
− f (x0) · log 2

> −∞, (4.13)

and

π · K f (x) ≤ (1 − f (x0)) log
+
1
2
− x

,
+ ( f (x0) − f (x)) log(x0 − x) + f (x) log x

< +∞. (4.14)

We claim that
K f (x)→ −∞ as x→ 0 + .

By (4.6), (4.7) and the dominated convergence theorem (which implies that limx→0+
´ 1/2
x0

f (y)
x−ydy

= −
´ 1/2
x0

f (y)
y dy and is finite), to prove the claim it suffices to show

f (x) log x +
ˆ x0

0

f (y) − f (x)
x − y dy = − f (x) log 1

x
−
ˆ x0

0

f (y) − f (x)
y − x

dy→ −∞,

as x→ 0+. This holds because
f (x) log

1
x
> 0

and

lim inf
x→0+

ˆ x0

0

f (y) − f (x)
y − x

dy ≥
ˆ x0

0

θ(y)
y

dy = +∞,

by Fatou’s Lemma (since f (y)− f (x)
y−x ∈ [0,+∞] for every y ∈ [0, x0]) and the fact that limx→0 f (x) =

f (0) = 0. Lastly, we also remark that since we have proven the right hand side of (4.7), as a
principal value, is finite, we can formally write

ˆ x0

0

f (y)
x − y dy := f (x) ·

6
log x − log (x0 − x)

7
+

ˆ x0

0

f (y) − f (x)
x − y dy, (4.15)

which is well-defined for every 0 < x < x0 and decays to −∞ as x → 0+. (Recall that by
(4.3) and (4.5), the decay rate of K f (x) as x→ 0− is also given by

´ x0
0

f (y)
x−ydy.)

When x = x0, we have

π · K f (x0) = lim
#→0

+
ˆ x0−#

0

f (y)
x0 − y

dy +
ˆ 1/2

x0+#

f (y)
x0 − y

dy
,
+ log

+
1
2
− x0

,

= lim
#→0

+
ˆ x0−#

0

f (x0)
x0 − y

dy +
ˆ 1/2

x0+#

f (x0)
x0 − y

dy
,
+

ˆ x0

0

f (y) − f (x0)
x0 − y

dy

+

ˆ 1/2

x0

f (y) − f (x0)
x0 − y

dy + log
+
1
2
− x0

,

= f (x0) log x0 + (1 − f (x0)) log
+
1
2
− x0

,

+

ˆ x0

0

f (y) − f (x0)
x0 − y

dy +
ˆ 1/2

x0

f (y) − f (x0)
x0 − y

dy. (4.16)
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For the last two terms, notice that

0 <

ˆ 1/2

x0

f (y) − f (x0)
y − x0

dy ≤ /g′/∞
+
1
2
− x0

,
,

0 <

ˆ x0/2

0

f (x0) − f (y)
x0 − y

dy ≤
ˆ x0/2

0

f (x0)
x0 − y

dy = f (x0) · log 2,

and by the concavity of f on (0, x0),

0 ≤
ˆ x0

x0/2

f (x0) − f (y)
x0 − y

dy ≤ f ′
- x0
2

.
· x0
2
. (4.17)

Therefore

π · K f (x0) ≥ f (x0) log
x0
2
+ (1 − f (x0)) log

+
1
2
− x0

,
− /g′/∞

+
1
2
− x0

,
− f ′

- x0
2

.
· x0
2

> −∞,

π · K f (x0) ≤ f (x0) log x0 + (1 − f (x0)) log
+
1
2
− x0

,
< +∞.

Moreover, by (4.6), (4.7) and (4.16), we also have

K f (x)→ K f (x0) as x→ x0 − . (4.18)

When x0 < x < 1/2, we have

π · K f (x) =
ˆ x0

0

f (y)
x − ydy + lim

#→0

+
ˆ x−#

x0

f (y)
x − ydy +

ˆ 1/2

x+#

f (y)
x − ydy

,
+ log

+
1
2
− x

,

=

ˆ x0

0

f (y)
x − ydy + f (x)

$
log(x − x0) − log

+
1
2
− x

,%

+

ˆ 1/2

x0

f (y) − f (x)
x − y dy + log

+
1
2
− x

,
. (4.19)

Notice that

−/g′/∞ ·
+
1
2
− x0

,
≤
ˆ 1/2

x0

f (y) − f (x)
x − y dy ≤ 0,

and

0 ≤
ˆ x0

0

f (y)
x − ydy ≤ f (x0) ·

ˆ x0

0

1
x − ydy = f (x0)

6
log x − log(x − x0)

7
.

Therefore we have that

π · K f (x) ≥ f (x) log(x − x0) + (1 − f (x)) log
+
1
2
− x

,
− /g′/∞ ·

+
1
2
− x0

,
> −∞, (4.20)

and

π ·K f (x) ≤ ( f (x) − f (x0)) log(x− x0)+ f (x0) log x+ (1− f (x)) log
+
1
2
− x

,
< +∞. (4.21)

Moreover, by (4.19) and (4.16), we have that

K f (x)→ K f (x0) as x→ x0 + . (4.22)
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When x = 1/2, we have

π · K f
+
1
2

,
= lim
#→0

ˆ 1/2−#

0

f (y)
1/2 − y dy +

ˆ ∞

1/2

$
1

1/2 − yχ{y>1/2+#} +
1
y

%
dy

=

ˆ x0

0

f (y)
1/2 − y dy +

ˆ 1/2

x0

f (y) − f (1/2)
1/2 − y dy + log

+
1
2
− x0

,
. (4.23)

Therefore

−∞ < log x0 ≤ π · K f
+
1
2

,
≤ −(1 − f (x0)) · log 2 + f (x0) · log x0 < +∞. (4.24)

Moreover, by (4.19), (4.23) and the assumption limx→1/2 f (x) = f (1/2) = 1, we have that

K f (x)→ K f
+
1
2

,
as x→ 1

2
− .

When x > 1/2,

π · K f (x) =
ˆ 1

2

0

f (y)
x − ydy + log

+
x − 1

2

,
. (4.25)

Hence we have

−∞ < log
+
x − 1

2

,
≤ π · K f (x) ≤ log x − log

+
x − 1

2

,
+ log

+
x − 1

2

,
= log x < +∞.

(4.26)
Moreover, since by Lemma 2.2,

log
+
x − 1

2

,
− log

+
1
2
− x0

,
= f

+
1
2

,
·
ˆ x0

x

1
1/2 − y dy,

by combining (4.23) and (4.25) we show that

K f (x)→ K f
+
1
2

,
as x→ 1

2
+ .

□

Next, for any non-decreasing function θ satisfying (1.3), we construct a continuous func-
tion whose modulus of continuity is given by θ.

Lemma 4.27. Let θ : R+ → R+ be a monotone non-decreasing function such that

lim
r→0+

θ(r) = 0 and
ˆ ∗

0

θ(r)
r

dt = +∞.

Let x0 > 0 be sufficiently small (depending on θ). There exists f ∈ C(R), defined as in (4.32),
which satisfies all the properties in Lemma 4.1, and moreover, the modulus of continuity of
f at the origin, denoted by θ̃(r), satisfies

θ(r) ≤ θ̃(r) ≤ θ(4r). (4.28)
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Proof. Let

θ̃(r) =
1

log2 2

ˆ 2r

r

1
t

ˆ 2t

t

θ(s)
s

ds dt. (4.29)

Simple computations show that

θ(r) ≤ θ̃(r) ≤ θ(4r), lim
r→0+

θ̃(r) = 0, (4.30)

and
d
dr
θ̃(r) =

1
log2 2

· 1
r

$
ˆ 4r

2r

θ(s)
s

ds −
ˆ 2r

r

θ(s)
s

ds
%

=
1

log2 2

ˆ 2

1

θ(2rt) − θ(rt)
rt

dt ≥ 0.

Let x∗ be the largest real number such that θ̃(r) < 1 for all r ∈ [0, x∗). (If θ̃(r) < 1 for all
r ∈ R+, we simply let x∗ = 1/2.) Then for any r ≤ x∗/4, we have

d
dr
θ̃(r) ≤ 1

log2 2

ˆ 2

1

1
rt
dt =

1
r log 2

. (4.31)

Let x0 ∈ (0, x∗/4) be sufficiently small such that θ̃(x0) < 1/2 (other than this constraint,
we are free to choose x0 as small as needed). Let g be a smooth, non-decreasing function
defined on [x0, x∗], such that

g(x0) = θ̃(x0), g(x∗) = 1,

g′(x0+) =
d
dr
θ̃(x0), g′(x∗−) = 0,

and |g′(r)| ≤ /g′/∞. We define the function f : R→ R as follows:

f (x) =






0, x ≤ 0
θ̃(x), 0 < x ≤ x0
g(x), x0 < x < x∗
1, x ≥ x∗

(4.32)

Clearly f (x) satisfies (1) (2) of Lemma 4.1, (4.28), and K f (x) ∈ VMO(R) since f is a
bounded continuous function on R.

In the proof of the property (3) in Lemma 4.1, we use the fact that on [0, x0], the function
f is monotone non-decreasing, differentiable except at the origin and concave. In the general
case here f (x) = θ̃(x) may not be concave in [0, x0]. However, after a careful inspection of
the estimate of K f (x) in the interval 0 < x ≤ x0, when f is not concave it suffices to make
the following changes: in (4.8) replace f ′(x) by sup[x,x0] f

′, in (4.11) replace f ′(x/2) by
sup[x/2,x] f

′, replace these terms accordingly in the lower bound (4.13), and replace f ′(x0/2)
in (4.17) by sup[x0/2,x0] f

′. The rest of the proof is exactly the same as in Lemma 4.1. □

From now on, we always denote the function in Lemma 4.27 (see (4.32)) as H̃(·), which
will play the same role as the Heaviside function in Section 3. (In the construction of the
function in Lemma 4.27, we choose x0 > 0 sufficiently small, depending on θ, so that (4.62)
holds.)
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As in Section 3, we construct a new function f as follows. Let c be a positive real number,
and {ak} be a sequence in R+ such that

c′ := c
#

ak <
π

2
. (4.33)

Using the sequence {xk := 2−k}∗, we define a function f : R→ R as follows

f (x) = c
#

akH̃(x − xk). (4.34)

Clearly f ∈ C(R), f ∈ C1 (R \ ({xk} ∪ {0})) and

/ f /L∞ ≤ c
#

ak = c′ <
π

2
.

Moreover, we can prove the following lemma:

Lemma 4.35. K f (x) is well-defined and continuous in R \ ({xk} ∪ {0}). Near each xk we
have that

K f (x) − cakKH̃(x − xk) = c
#

k′!k

ak′KH̃(x − xk′), (4.36)

where the right hand side is continuous and bounded (the bound only depends on δk in
(4.39)). In particular

K f (x)→ −∞ as x→ xk.

Proof. Since

c
#

k≤ℓ
akH̃(x − xk)→ f (x) in L∞(R)

and f ∈ Cb(R), we have that

K f (x) = lim
ℓ→+∞

K

&

c
#

k≤ℓ
akH̃(x − xk)

'

= lim
ℓ→+∞

c
#

k≤ℓ
akKH̃(x − xk), (4.37)

where the limit is taken in the BMO space and K f ∈ VMO(R). On R \ {xk}, for each k the
function KH̃(· − xk) is pointwise defined. We claim that the limit on the right hand side of
(4.37) is well-defined and gives a continuous function on R \ ({xk} ∪ {0}).

Let x ∈ R\ {0} be an arbitrary point. (If x = xk for any k, we just remove the k-th term and
consider the summation

8
k′!k, so we also have that x " xk for every k. See (4.38).) Recall

that KH̃ is a continuous function in R \ {0}, it is uniformly continuous on compact subsets
of R \ {0}. Let E be a compact subset of R \ {0} containing x, such that E ∩ {xk : k ∈ N} = Ø.
We have that for any y ∈ E,

KH̃(y − xk)→ KH̃(y), as xk → 0,

∗In fact, we may take {xk} to be any sequence such that the infinite product
! 1

|x−xk |
cak
π

is integrable near

the origin. Or else we may also appeal to the Helson-Szegö theorem, which implies that exp(−K f (x)) is an
A2-weight on R, if & f &∞ < π

2 (see [13, §6.21]). Thus in particular exp(−K f (x)) is locally integrable on R, for
any sequence {xk} as long as (4.33) holds. But for simplicity we just take xk = 2−k and give a self-contained
elementary proof. This assumption is only used in the proof of the claim (4.68).
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and the convergence is uniform. In particular, there exists k0 ∈ N depending on E, such that
for any k ≥ k0 and y ∈ E, we have that

((KH̃(y − xk)
(( ≤

((KH̃(y)
(( + 1.

Hence for any m ≥ ℓ ≥ k0, we have

c
m#

k=ℓ

ak
((KH̃(y − xk)

(( ≤
&

c
m#

k=ℓ

ak

'
)((KH̃(y)

(( + 1
*
< +∞.

Therefore as an absolutely convergent series of continuous functions,

c
#

akKH̃(y − xk) = lim
ℓ→+∞

c
#

k≤ℓ
akKH̃(y − xk)

is well-defined and continuous at x.

Moreover near each xk, we have

K f (x) = cakKH̃(x − xk) + lim
ℓ→+∞

c
#

k′≤ℓ
k′!k

ak′KH̃(x − xk′). (4.38)

Since xk′ " xk for every k′ " k, we have that

δk := inf{|xk′ − xk| : k′ ∈ N and k′ " k} > 0. (4.39)

Then as long as |x − xk| < δk/2, since
|x − xk′ | ≥ |xk − xk′ | − |x − xk| > δk/2,

by the estimates of KH̃ away from the origin in Lemmas 4.1 and 4.27 as well as the assump-
tion (4.33), we can show that

K f (x) − cakKH̃(x − xk) = lim
ℓ→+∞

c
#

k′≤ℓ
k′!k

ak′KH̃(x − xk′)

is well-defined and continuous at xk, as an absolutely convergent series of continuous func-
tions. In particular,

as x→ xk, the limit of K f (x) − cakKH̃(x − xk) exists and is finite.

Therefore K f (x)→ −∞ as x→ xk for every k ∈ N. □

Proof of Theorem 1.2. We can construct a Lipschitz domain D = Φ(R2+) using f ,K f as
in Section 3. (Again because KH̃ has logarithmic growth at infinity, by (4.4), (4.26) and
the analogous estimates in Lemma 4.27, the Poisson integral of K f is well-defined.) Since
f ∈ Cb(R), its Poisson integral V(z) converges to f (x) for every x ∈ ∂R2+; the Poisson
integralW(z) of K f (x) converges to K f (x) for every x ∈ R \ ({xk} ∪ {0}), as in the paragraph
after (3.8).

Moreover, we claim that for every (x, t) ∈ R2+,

W(x, t) = Pt ∗ K f (x) = lim
ℓ→+∞

Pt ∗
&

c
#

k≤ℓ
akKH̃(x − xk)

'

(4.40)
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= lim
ℓ→+∞

c
#

k≤ℓ
akPt ∗ KH̃(x − xk).

(In the last equality, we simply use the linearity of the Poisson integral operator.) The proof
is by studying the Poisson integral in the regions close to x and away from x, similar to the
proof of the analogous claim (3.9) in Section 3. So we only sketch the key steps here. Let

δ0 := inf{|(x, t) − (xk, 0)| : k ∈ N} > 0.

For the Poisson integral on the region which is 2δ0-away from x (i.e. the P1t term in (3.11)),
we use the lower and upper bounds of KH̃ proven in Lemma 4.1, the continuity of KH̃ at x0
and 1/2, combined with (4.31), to get that

((KH̃(y)
(( ≲ log(|y| + 1) + log

1
δ0
+ log

1
1
2 − x0

+ log
1
x0
+

1
δ0
+ K f (x0) + K f

+
1
2

,
,

for any y ∈ R with |y| > δ0. On the other hand, by the estimates (4.4), (4.13) and (4.14), we
have that KH̃ is square-integrable near the origin. This can be used to estimate the Poisson
integral on the region which is 2δ0-close to x (i.e. the P2t term in (3.11)). This finishes the
proof of (4.40).

In particular, as z = x+ it converges to xk, by Lemma 4.35 and the property of the Poisson
integral for bounded and continuous functions, we have that

W(x, t) − cak · Pt ∗
)
KH̃(x − xk)

*
is continuous and bounded.

Combined with the estimates of KH̃ near the origin (see the estimates (4.3), (4.6), (4.7), as
well as the definition in (4.15)), we have

W(x, t) +
cak
π

· Pt ∗
+
ˆ x0

0

θ̃(y)
y − · dy

,
(x − xk) is continuous and bounded near xk.

Recall that we have shown that the function x 2→
´ x0
0
θ̃(y)
y−x dy is well-defined as a principal

value and continuous in R \ {0} (in particular, recall that we have proven its continuity at x0
in the proof of Lemma 4.1). So in order to estimate the Poisson integral

Pt ∗
+
ˆ x0

0

θ̃(y)
y − · dy

,
(x)

near the origin, let us focus on
´ x0
0
θ̃(y)
y−x dy near the origin. When x < 0 (and |x| < (0 for some

sufficiently small (0), we have that

0 <

ˆ x0

0

θ̃(y)
y − x

dy ≤
ˆ x0

0

1
y − x

dy = − log |x| + log |x0 − x| < log
1
|x| . (4.41)

When x > 0 (and |x| < (0), the estimate (4.12) is not enough for our purpose; instead, we
claim that

0 <

ˆ x0

0

θ̃(y) − θ̃(x)
y − x

dy ≤ C +
1
2
log

1
|x| . (4.42)

In fact, it easily follows from (4.10), (4.11) and (4.31) that

0 <

ˆ x

0

θ̃(y) − θ̃(x)
y − x

dy ≤ C1 < +∞. (4.43)
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On the other hand, since x is sufficiently small, we have 2x < x0 and hence

0 <

ˆ x0

x

θ̃(y) − θ̃(x)
y − x

dy =
ˆ 2x

x

θ̃(y) − θ̃(x)
y − x

dy +
ˆ x0

2x

θ̃(y) − θ̃(x)
y − x

dy

≤
ˆ 2x

x
sup
[x,2x]
θ̃′ dy +

ˆ x0

2x

θ̃(y)
y − x

dy

≤ C2 + θ̃(x0)
6
− log |x| + log |x0 − x|

7

≤ C2 +
1
2
log

1
|x| . (4.44)

The claim (4.42) then follows by combining (4.43) and (4.44). Since

0 ≤ θ̃(x)
)
log |x0 − x| − log |x|

*
≤ 1

2
log

1
|x| ,

it follows from (4.15) that

0 <

ˆ x0

0

θ̃(y)
y − x

dy =
ˆ x0

0

θ̃(y) − θ̃(x)
y − x

dy + θ̃(x)
)
log |x0 − x| − log |x|

*
≤ C + log

1
|x| . (4.45)

Combining (4.41) and (4.45), we have that

0 ≤ Pt ∗
+

|·|<#0

ˆ x0

0

θ̃(y)
y − · dy

,
(x) ≤ C + Pt ∗

+
|·|<#0 log

1
| · |

,
(x).

Note that

Pt ∗
+

|·|<#0 log
1
| · |

,
(x) = Pt ∗

+
log

1
| · |

,
(x) − Pt ∗

+
|·|≥#0 log

1
| · |

,
(x)

= log
1

|(x, t)| − Pt ∗
+

|·|≥#0 log
1
| · |

,
(x);

and Pt ∗
-

|·|≥#0 log
1
|·|

.
(x) is bounded when (x, t) is sufficiently close to the origin, since

|·|≥#0 log
1
|·| is continuous at the origin and thus

Pt ∗
+

|·|≥#0 log
1
| · |

,
(x)→ 0 as (x, t)→ 0.

Therefore when (x, t) is close to the origin,

Pt ∗
+
ˆ x0

0

θ̃(y)
y − · (x) dy

,
= Pt ∗

+
|·|<#0

ˆ x0

0

θ̃(y)
y − · dy

,
(x) + Pt ∗

+
|·|≥#0

ˆ x0

0

θ̃(y)
y − · dy

,
(x)

≤ Pt ∗
+

|·|<#0

ˆ x0

0

θ̃(y)
y − · dy

,
(x) +C3

≤ log
1

|(x, t)| +C′.

Hence we can use the same argument as in Section 3 to show that for any z, z′ sufficiently
close to xk,

|Φ(z) − Φ(z′)| ≤
ˆ

γz,z′
|G(ω)| =

ˆ

γz,z′
exp (−W(y, s))→ 0, as z, z′ → xk.
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That is to say Φ(z) is continuous at xk.

Next we show that Φ(z) is also continuous at the origin. To that end, we need to estimate
W(x, t) near the origin. Since xk → 0, there exists k0 ∈ N such that |xk| < (0/2 for every
k ≥ k0. Then

−W(x, t) = −
#

cakPt ∗ KH̃(x − xk)

= −
#

k<k0

cakPt ∗ KH̃(x − xk) −
#

k≥k0

cakPt ∗ KH̃(x − xk).

As before,

−
#

k≥k0

cakPt ∗ KH̃(x − xk) ≈ 1 +
#

k≥k0

cak
π

· Pt ∗
+
ˆ x0

0

θ̃(y)
y − · dy

,
(x − xk)

≈ 1 +
#

k≥k0

cak
π

· Pt ∗
+

|·|<#0/2

ˆ x0

0

θ̃(y)
y − · dy

,
(x − xk)

≤ C′′ +
#

k≥k0

cak
π

· log 1
|(x, t) − (xk, 0)|

.

The constants in the inequality only depends on c′ = c
8

ak and the constants C1,C2 above;
in particular they are independent of (x, t), for (x, t) sufficiently close to the origin. Again
we can use the same argument as in Section 3 to show that for any z, z′ sufficiently close to
the origin,

|Φ(z) − Φ(z′)| ≤
ˆ

γz,z′
|G(ω)| =

ˆ

γz,z′
exp (−W(y, s))→ 0, as z, z′ → 0.

That is to sayΦ(z) is continuous at the origin. To sum up, Φ : R2+ → D extends continuously
to R2+ → D. Moreover, by the same argument as in Section 3, it is a homeomorphism.

Note that in proving Φ(∞) = ∞, we no longer have an explicit formula for K f (x) in order
to estimate the growth of the Poisson integral W(z) of K f (x) at infinity. However, by (4.4)
and (4.26), we still have that we have that KH̃(x) grows like log |x| whenever x ≪ 0 and
x ≫ 1/2. More precisely, we have that

KH̃(x) = KH(x) + h(x) =
1
π
log |x| + h(x), (4.46)

where h(x) is a bounded and continuous function away from the origin. Near the origin h(x)
can be written as h0(x) + h+(x), with h0 being a continuous and bounded function, and

h+(x) =
1
π

ˆ x0

0

θ̃(y)
x − y dy −

1
π
log |x| = 1

π
log

1
|x| −

1
π

ˆ x0

0

θ̃(y)
y − x

dy.

Recall that we have shown before that

0 <

ˆ x0

0

θ̃(y)
y − x

dy ≤ log
1
|x| +C, whenever |x| < (0.

Thus
−C
π
≤ h+(x) <

1
π
log

1
|x| .
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Combining the above, we have that

Pt ∗ h(x) ≤ C + Pt ∗
)

|·|<#0h+(·)
*
(x),

where

Pt ∗
)

|·|<#0h+(·)
*
(x) =

1
π

ˆ

|y|<#0

t
(x − y)2 + t2

h+(y) dy

≲

&
ˆ

|y|<#0

+
t

(x − y)2 + t2

,2

dy

'1/2 //log |x|
//
L2([−#0,#0]) .

≤
√
2(0
t

//log |x|
//
L2([−#0,#0]) .

If |x| ≥ 2(0, we have
&
ˆ

|y|<#0

+
t

(x − y)2 + t2

,2

dy

'1/2

≲
9
2(0 ·min

!
t

|x|2 ,
1
t

"
;

if |x| < 2(0, we have
&
ˆ

|y|<#0

+
t

(x − y)2 + t2

,2

dy

'1/2

≤
√
2(0
t

.

In particular, whenever |(x, t)| > 3(0, there is a uniform lower bound for −Pt∗h(x) (depending
only on (0). Combining (4.40) and (4.46), we get the following lower bound for (x, t) ∈ R2+
with |(x, t)| > 3(0:

|G(x, t)| = exp (−W(x, t)) = exp
-
−c

#
akPt ∗ KH̃(x − xk)

.

= exp
-
− c
π

#
ak log |(x, t) − (xk, 0)|

.
· exp

-
−c

#
akPt ∗ h(x − xk)

.

=
0

|(x, t) − (xk, 0)|−
c
πak · exp

-
−c

#
akPt ∗ h(x − xk)

.

≳ (|(x, t)| + 1)−
c′
π

where the constant depends on the uniform lower bound of −Pt ∗ h(x) and c′ = c
8

ak.
Therefore by the same argument as in (3.16), we have that Φ(∞) = ∞. In particular ∂D =

Φ(∂R2+), where ∂D denotes the topological boundary of D in R2, not the boundary in the
Riemann sphere.

As in Section 3, we know that G(x) is continuous on R \ ({xk} ∪ {0}), and thus

Φ′(x) exists and is equal to G(x).

Next, we will show that exp(i f (x)) is a unit tangent vector field to ∂D at p = Φ(x) for every
x ∈ R (including when x = xk and x = 0). Thus the property f ∈ Cb(R)∩C1(R\ ({xk} ∪ {0}))
implies that ∂D is C1-regular everywhere, and it is also C2 regular everywhere except at
the countably infinite set {Φ(xk) : k ∈ N} ∪ {Φ(0)}. (At each xk, the modulus of continuity
for f (x) is comparable to θ(·), which fails the Dini condition.) Recall that we relabel the
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function defined in (4.32) of Lemma 4.27 as H̃. Hence by the definition of f (x) via H̃ in
(4.34), it is clear that

f (x) = 0 when x < 0,

and

f (x) = c
#

akH̃(x − xk) = c
#

ak = c′ when x ≥ 2.

Therefore ∂D is flat on {Φ(x) : x < 0} and {Φ(x) : x ≥ 2}.
We claim that for each k, |Φ′(xk)| = +∞ and argΦ′(xk) = f (xk), in the following sense:
((((
Φ(xk + () − Φ(xk)

(

((((→ +∞ and arg
Φ(xk + () − Φ(xk)

(
→ f (xk), as ( → 0. (4.47)

In the above notation, we take the principal branch of the argument function (in fact the
argument of G(z) always lies in (−π/2, π/2), by the bound on / f /L∞). Recall that Φ extends
continuously to the boundary, and on R \ ({xk} ∪ {0}) we have

G(x) = exp (−K f (x)) exp (i f (x)) .

Therefore

Φ(xk + () − Φ(xk)
(

=
1
(

ˆ xk+#

xk
G(x) =

1
(

ˆ xk+#

xk
exp (−K f (x)) exp (i f (x)) .

By (4.36), when |(| is sufficiently small we have

Φ(xk + () − Φ(xk)
(

=
1
(

ˆ xk+#

xk
exp (−K f (x)) exp (i f (x))

=
1
(

ˆ xk+#

xk
exp

)
−cakKH̃(x − xk)

*
· exp

&

−c
#

k′!k

ak′KH̃(x − xk′)

'

exp (i f (x))

= exp (i f (xk)) exp

&

−c
#

k′!k

ak′KH̃(xk − xk′)

'

×

1
(

ˆ xk+#

xk
exp

)
−cakKH̃(x − xk)

*
exp (ρ(x − xk)) exp (iα(x − xk)) (4.48)

where we denote the real-valued functions

ρ(τ) := −c
#

k′!k

ak′KH̃(τ + xk − xk′) + c
#

k′!k

ak′KH̃(xk − xk′),

α(τ) := f (τ + xk) − f (xk).

By the continuity of the functions
8

k′!k ak′KH̃(x − xk′) and f (x) at xk, we have that

ρ(τ),α(τ)→ 0 as τ→ 0. (4.49)
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We will show that exp
)
−cakKH̃(x)

*
is integrable near the origin∗, and moreover, as ( →

0 (( can be negative),
1
(

ˆ #

0
exp

)
−cakKH̃(x)

*
dx→ +∞. (4.50)

Once that is proven, by (4.49) and by considering the real part and complex part separately
it follows easily that

1
#

´ xk+#
xk

exp
)
−cakKH̃(x − xk)

*
exp (ρ(x − xk)) exp (iα(x − xk))

1
#

´ xk+#
xk

exp
)
−cakKH̃(x − xk)

*

=

´ xk+#
xk

exp
)
−cakKH̃(x − xk)

*
exp (ρ(x − xk)) exp (iα(x − xk))

´ xk+#
xk

exp
)
−cakKH̃(x − xk)

*

→ 1 as ( → 0. (4.51)

Therefore combining (4.48), (4.51) and (4.50), we conclude the proof of (4.47).

We first consider the case when ( < 0. Assume without loss of generality that |(| < x0/2.
By (4.3) and the definition of H̃(x) in (4.32), for x < 0 we have†

− π · KH̃(x) =
ˆ x0

0

θ̃(y)
y − x

dy +
ˆ 1/2

x0

g(y)
y − x

dy − log
+
1
2
− x

,
≈
ˆ x0

0

θ̃(y)
y − x

dy + 1. (4.52)

Let k0,N0, ℓ be the natural numbers such that

2−k0 ≤ x0 < 2−k0+1, −2−N0+1 < ( ≤ −2−N0 , −2−ℓ+1 < x ≤ −2−ℓ. (4.53)

The assumption that |x| ≤ |(| < x0 guarantees that ℓ ≥ N0 > k0. We have‡

ˆ x0

0

θ̃(y)
y − x

dy ≤
ˆ 2−k0+1

0

θ̃(y)
y − x

dy =
∞#

i=k0

ˆ 2−i+1

2−i

θ̃(y)
y − x

dy

≤
∞#

i=k0

θ̃(2−i+1) · 2−i

2−i + 2−ℓ

=

∞#

i=k0

θ̃(2−i+1) · 1
1 + 2i−ℓ

∗The Helson-Szegö theorem implies that the function exp(u(x) + Kv(x)) is an A2 weight on R, if u, v ∈ L∞
and &u&∞ < π/2 (see [13, §6.21]). In particular, it directly implies that exp

"
−cakKH̃(x)

#
is locally integrable

since cak < π
2 . However, in our case there is a more elementary proof of the integrability which also shows

(4.50), we present that elementary argument here to make it self-contained.
†Here we abuse the notation ≈: we write ≈ 1 to indicate the remainder term is close to some fixed constant,

but there is no constant multiple of the term
´ x0
0
θ̃(y)
y−x dy (otherwise there would be a constant multiple of cak

π
in

the right hand side of (4.55)). See also the lower bounds in (4.58) and (4.64).
‡In fact, to show exp(−cakKH̃(x)) is integrable on [#, 0], it suffices to use the rough estimate 0 <

´ x0
0
θ̃(y)
y−x dy ≤ log 1

|x| (see (4.41)), and the fact that c
π
ak < 1. Considering that ℓ ≈ log 1

|x| and θ̃(r) < 1 (for
sufficiently small r), the estimate in (4.54) is clearly much more precise. We prove (4.54) here, because it,
combined with the lower bound in (4.58), essentially gives us the precise value of the integral

´ x0
0
θ̃(y)
y−x dy.
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=

ℓ#

i=k0

θ̃(2−i+1) · 1
1 + 2i−ℓ

+

∞#

i=ℓ+1

θ̃(2−i+1) · 1
1 + 2i−ℓ

≤
ℓ#

i=k0

θ̃(2−i+1) +
∞#

j=1

θ̃(2− j−ℓ+1) · 1
1 + 2 j

≤
ℓ+1#

i=k0

θ̃(2−i+1). (4.54)

Hence (4.52) implies that

exp
)
−cakKH̃(x)

*
≲ exp



cak
π

ℓ+1#

i=k0

θ̃(2−i+1)



 . (4.55)

Therefore
ˆ 0

#
exp

)
−cakKH̃(x)

*
dx ≤

ˆ 0

−2−N0+1
exp

)
−cakKH̃(x)

*
dx

≲
∞#

ℓ=N0

ˆ −2−ℓ

−2−ℓ+1
exp



cak
π

ℓ+1#

i=k0

θ̃(2−i+1)



 dx

=

∞#

ℓ=N0

exp



cak
π

ℓ+1#

i=k0

θ̃(2−i+1)



 · 2−ℓ

≲ak ,x0

∞#

ℓ=N0

exp



cak
π

ℓ+1#

i=k0

+
θ̃(2−i+1) − π

cak
log 2

,

 . (4.56)

Since cak < π/2, we can choose x0 so that for β ∈ (0, 1) fixed,

θ(8x0) ≤ 2(1 − β) log 2 < (1 − β) π
cak

log 2 for every k. (4.57)

Thus for every i ≥ k0, we have that

θ̃(2−i+1) ≤ θ̃(2−k0+1) ≤ θ̃(2x0) ≤ θ(8x0) ≤ (1 − β) π
cak

log 2,

and thus
ˆ 0

#
exp

)
−cakKH̃(x)

*
dx ≲

∞#

ℓ=N0

exp
)
−ℓ · β log 2

*
≲ 2−βN0 ≲ |(|β < +∞.

In particular exp(−cakKH̃(x)) is integrable on [(, 0]. On the other hand, as in (4.54) we can
also get a lower bound:

ˆ x0

0

θ̃(y)
y − x

dy ≥ 1
4

ℓ#

i=k0+1

θ̃(2−i). (4.58)
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Hence
ˆ 0

#
exp

)
−cakKH̃(x)

*
dx ≥

ˆ 0

−2−N0+1
exp

)
−cakKH̃(x)

*
dx

≳
∞#

ℓ=N0+1

exp



cak
4π

ℓ#

i=k0+1

θ̃(2−i)



 · 2−ℓ

= exp



cak
4π

N0#

i=k0+1

θ̃(2−i)



 ·
∞#

ℓ=N0+1

exp



cak
4π

ℓ#

i=N0+1

θ̃(2−i)



 2−ℓ

≥ 2−N0 · exp



cak
4π

N0#

i=k0+1

θ̃(2−i)



 .

Since |(| ≈ 2−N0 , it follows that

1
|(|

ˆ 0

#
exp

)
−cakKH̃(x)

*
dx ≳ exp



cak
4π

N0#

i=k0+1

θ̃(2−i)



 .

Recall that
N0#

i=k0+1

θ̃(2−i) ≥
N0#

i=k0+1

θ(2−i) ≥
N0#

i=k0+1

ˆ 2−i

2−i−1

θ(r)
r

dr =
ˆ 2−k0−1

2−N0−1

θ(r)
r

dr ≥
ˆ x0/4

|#|/2

θ(r)
r

dr → +∞,

as |( |→ 0, it follows that

1
|(|

ˆ 0

#
exp

)
−cakKH̃(x)

*
dx→ +∞, as ( → 0 − .

This finishes the proof of (4.50) for the case ( < 0.

We next consider the case ( > 0. Assume without loss of generality that 0 < ( < x0/4.
As in the previous case, let k0,N0, ℓ be the natural numbers such that

2−k0 ≤ x0 < 2−k0+1, 2−N0 ≤ ( < 2−N0+1, 2−ℓ ≤ x < 2−ℓ+1. (4.59)

By (4.6) and (4.7), we have that∗

−π · KH̃(x) ≈ 1 +
ˆ x0

0

θ̃(y) − θ̃(x)
y − x

dy − θ̃(x) ·
)
log x − log(x0 − x)

*

≈ 1 +
ˆ x0

0

θ̃(y) − θ̃(x)
y − x

dy + θ̃(x) · log 1
x
. (4.60)

By the estimate (4.31) and the monotonicity of θ̃(·), we have
ˆ x

0

θ̃(y) − θ̃(x)
y − x

dy =
ˆ x/4

0

θ̃(x) − θ̃(y)
x − y dy +

ˆ x

x/4

θ̃(x) − θ̃(y)
x − y dy

∗We remark that in spite of the equality in (4.15), estimating the integral of θ̃(y)−θ̃(x)y−x is more convenient than

estimating
´ x0
0
θ̃(y)
y−x dy directly, because the latter integral hides some cancellation effect of the integrals before

and after x0.
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≤
ˆ 2−ℓ−1

0

θ̃(x) − θ̃(y)
x − y dy + sup

[x/4,x]
θ̃′ · x

≲ 1 +
∞#

i=ℓ+2

ˆ 2−i+1

2−i

θ̃(2−ℓ+1)
2−ℓ − 2−i+1 dy

= 1 +
∞#

i=ℓ+2

θ̃(2−ℓ+1)
2i−ℓ − 2

≲ 1 + θ̃(2−ℓ+1),

and
ˆ x0

x

θ̃(y) − θ̃(x)
y − x

dy =
ˆ 4x

x

θ̃(y) − θ̃(x)
y − x

dy +
ˆ x0

4x

θ̃(y) − θ̃(x)
y − x

dy

≤ sup
[x,4x]
θ̃′ · 3x +

ˆ x0

4x

θ̃(y)
y − x

dy

≲
1
x
· 3x +

ˆ 2−k0+1

2−ℓ+2

θ̃(y)
y − x

dy

= 3 +
ℓ−2#

i=k0

ˆ 2−i+1

2−i

θ̃(y)
y − x

dy

≲ 1 +
ℓ−2#

i=k0

θ̃(2−i+1) · 2−i

2−i − 2−ℓ+1

≲ 1 +
ℓ−2#

i=k0

θ̃(2−i+1).

Hence
ˆ x0

0

θ̃(y) − θ̃(x)
y − x

dy ≲ 1 +
ℓ#

i=k0

θ̃(2−i+1). (4.61)

Notice that (4.61) is similar to the estimate in (4.54) (modulo adding a constant). Hence by
a similar argument to (4.56), we can show that

ˆ #

0
exp

)
−cakKH̃(x)

*
dx ≲

∞#

ℓ=N0

2−ℓ
"
1− cak

π

#
exp



cak
π

ℓ#

i=k0

θ̃(2−i+1)





≲
∞#

ℓ=N0

exp



cak
π

ℓ#

i=k0

θ̃(2−i+1) − ℓ
-
1 − cak

π

.
log 2



 .

As in (4.57), for any β ∈ (0, 1) fixed, by choosing x0 smaller if necessary, we can guarantee
that

θ(8x0) ≤ (1 − β) log 2 < (1 − β)
1 − cak

π
cak
π

log 2, for every k. (4.62)
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Therefore it follows that
ˆ #

0
exp

)
−cakKH̃(x)

*
dx ≲

∞#

ℓ=N0

exp
-
−ℓ · β

-
1 − cak

π

.
log 2

.
≲ |(|β′ < +∞, (4.63)

where 0 < β′ < β.

Next we want to show that
1
(

ˆ #

0
exp

)
−cakKH̃(x)

*
dx ≳

1
(

ˆ #

0
exp

+
cak
π

ˆ x0

2x

θ̃(y) − θ̃(x)
y − x

dy
,
dx→ +∞

as ( → 0+. By (4.59) and the monotonicity of θ̃(·), we have
ˆ x0

2x

θ̃(y) − θ̃(x)
y − x

dy ≥
ˆ 2−k0

2−ℓ+2

θ̃(y) − θ̃(x)
y − x

dy =
ℓ−2#

i=k0−1

ˆ 2−i+1

2−i

θ̃(y) − θ̃(x)
y − x

dy

≥
ℓ−2#

i=k0−1

θ̃(2−i) − θ̃(2−ℓ+1)
2−i+1 − 2−ℓ · 2−i

≥ 1
2

ℓ−2#

i=k0−1

6
θ̃(2−i) − θ̃(2−ℓ+1)

7
. (4.64)

Since θ̃(·) is an increasing function, we remark that
8ℓ−2

i=k0−1
6
θ̃(2−i) − θ̃(2−ℓ+1)

7
increases as

ℓ increases. Hence
1
(

ˆ #

0
exp

+
cak
π

ˆ x0

2x

θ̃(y) − θ̃(x)
y − x

dy
,
dx

≥ 1
(

ˆ 2−N0

0
exp

+
cak
π

ˆ x0

2x

θ̃(y) − θ̃(x)
y − x

dy
,
dx

≳
1
(

∞#

ℓ=N0−1

ˆ 2−ℓ+1

2−ℓ
exp



cak
2π

ℓ−2#

i=k0−1

6
θ̃(2−i) − θ̃(2−ℓ+1)

7


 dx

≥ exp



cak
2π

N0−3#

i=k0−1

6
θ̃(2−i) − θ̃(2−N0+2)

7


 · 1
(

∞#

ℓ=N0−1
2−ℓ

≈ exp



cak
2π

N0−3#

i=k0−1

6
θ̃(2−i) − θ̃(2−N0+2)

7


 . (4.65)

Moreover,
N0−3#

i=k0−1

6
θ̃(2−i) − θ̃(2−N0+2)

7
≳

N0−3#

i=k0−1

ˆ 2−i

2−i+1

θ̃(x) − θ̃(2−N0+2)
x

dx =
ˆ 2−k0+1

2−N0+2

θ̃(x) − θ̃(4()
x

dx

≥
ˆ x0

4#

θ̃(x) − θ̃(4()
x

dx.

(4.66)
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For each ( > 0, we denote the positive-valued function h#(x) as

h#(x) :=
θ̃(x) − θ̃(4()

x
χ{x≥4#}.

Then for each x > 0, we have

h#(x)→
θ̃(x)
x

, as ( → 0 + .

Hence Fatou’s lemma implies that

lim inf
#→0+

ˆ x0

0
h#(x) dx ≥

ˆ x0

0

θ̃(x)
x

dx ≥
ˆ x0

0

θ(x)
x

dx = +∞. (4.67)

Combining (4.65), (4.66) and (4.67), we conclude that

1
(

ˆ #

0
exp

+
cak
π

ˆ x0

2x

θ̃(y) − θ̃(x)
y − x

dy
,
dx→ +∞, as ( → 0 + .

To complete the proof that ∂D is C1-regular, we also claim that

arg
Φ(() − Φ(0)

(
→ f (0) = 0, as ( → 0. (4.68)

By the definition of Φ, we have
Φ(() − Φ(0)

(
=

1
(

ˆ #

0
G(x) =

1
(

ˆ #

0
exp (−K f (x)) exp (i f (x))

= exp(i f (0)) · 1
(

ˆ #

0
exp (−K f (x)) exp (iα(x)) , (4.69)

where α(x) := f (x) − f (0) → 0 as |x| → 0. As in (4.51), if exp(−K f (x)) is integrable on
[0, (], then

´ #
0 exp (−K f (x)) exp (iα(x))

´ #
0 exp (−K f (x))

→ 1 as ( → 0.

Combined with (4.69), this implies (4.68). Hence it suffices to show that

exp (−K f (x)) = exp

&

−c
#

k

akKH̃(x − xk)

'

is integrable on [0, (]. (4.70)

For |x| ≪ 1, combining the estimates of KH̃(x) in (4.3), (4.41) (when x < 0) and in (4.6),
(4.7), (4.45) (when x > 0), we have that

−π · KH̃(x) ≤ C + log
1
|x| .

Hence

exp
-
−c

#
akKH̃(x − xk)

.
≤ exp

-
C
# cak

π

.
· exp

+# cak
π

log
1

|x − xk|

,

≲
0

|x − xk|−
cak
π ,

where the constant only depends on the upper bound of c′. Therefore to prove (4.70), it
suffices to show that

1
|x− xk|−

cak
π is integrable near the origin. The latter is indeed the case
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when we choose xk = 2−k, and we postpone its proof to the appendix. Therefore the claim
(4.68) is proven.

Finally, let ω denote the harmonic measure of D with pole at infinity. As in Section 3, we
have that

dω(z) =
1((Φ′(Φ−1(z))

((dz,

and moreover
dω
dσ

(Φ(xk)) = lim
∆→Φ(xk)

ω(∆)
H1(∆)

= 0 for every k.

Therefore
!
z ∈ ∂D : lim

∆→z

ω(∆)
H1(∆)

exists and is equal to 0
"

\ {Φ(0)} = Φ ({xk : k ∈ N}) .

We remark that since ∂D is C1-regular, it is in particular Ahlfors regular, i.e. there are
uniform constants 0 < C1 ≤ C2 such that

C1r ≤ H1(∆r(z)) ≤ C2r, for every z ∈ ∂D and r > 0.

Hence

lim
∆→z

ω(∆)
H1(∆)

exists and is equal to 0 ⇐⇒ lim
r→0

ω(∆r(z))
r

exists and is equal to 0.

This finishes the proof of Theorem 1.2 for the harmonic measure with pole at infinity.

Let ω (resp. ω∞) denote the harmonic measure in D with pole at X ∈ D (resp. with pole
at∞), and let G(X, ·) (resp. G(∞, ·)) denote the Green’s function of the Laplacian in D with
pole at X (resp. with pole at ∞). By applying the comparison principle in Lemma 2.4 to
G(X, ·) and G(∞, ·), we have that

G(X, ·) ≈ G(∞, ·),
as long as we are dist(X, ∂D)/2-close to the boundary. By Lemma 2.5, it follows that

ω(∆r(p)) ≈ ω∞(∆r(p)),
as long as X ! B2r(p). Therefore

!
p ∈ ∂D : lim

r→0

ω(∆r(p))
r

exists and is equal to 0
"

=

!
p ∈ ∂D : lim

r→0

ω∞(∆r(p))
r

exists and is equal to 0
"
⊃ Φ ({xk : k ∈ N}) .

This finishes the proof of Theorem 1.2. □

Appendix A.

Lemma A.1. Assume that
8

bk < 1/2 and xk = 2−k. The function

g(x) =
0

|x − xk|−bk
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is integrable near the origin. Moreover,
ˆ #

−#
g(x) dx ≲ (1−

!
bk .

Proof. Let ( > 0 be sufficiently small. We first prove that
ˆ 0

−#
g(x) dx ≤ 2(1−

!
bk < +∞.

For each x ∈ (−(, 0) and k ∈ N, we have
|x − xk| = xk − x ≥ |x|.

Hence
ˆ 0

−#
g(x) dx ≤

ˆ 0

−#
|x|−

!
bk dx =

(1−
!

bk

1 −
8

bk
< +∞.

To estimate
´ #
0 g(x)dx, we assume k0 ∈ N is such that 2−k0 ≤ ( < 2−k0+1. Then

ˆ #

0
g(x) dx ≤

ˆ 2−k0+1

0
g(x) dx =

∞#

i=k0

ˆ 2−i+1

2−i
g(x) dx.

Let x ∈ [2−i, 2−i+1] be arbitrary. For every k ≥ i + 1, we have

|x − xk| ≥ 2−i − 2−(i+1) = 2−i−1;

for every k ≤ i − 2, we have
|x − xk| ≥ 2−(i−2) − 2−i+1 = 2−i+1.

Hence 0

k!i,i−1
|x − xk|−bk ≤

)
2−i−1

*−!k≥i+1 bk ·
)
2−i+1

*−!k≤i−2 bk . (A.2)

It remains to estimate
ˆ 2−i+1

2−i
|x − xi|−bi |x − xi−1|−bi−1 dx.

To that end, let ci denote the midpoint of the interval [2−i, 2−i+1]. Then
ˆ ci

2−i
|x − xi|−bi |x − xi−1|−bi−1 dx ≤

)
2−i−1

*−bi−1 ·
ˆ 2−i−1

0
t−bi dx

=
)
2−i−1

*−bi−1 · (2
−i−1)1−bi

1 − bi
. (A.3)

Similarly,
ˆ 2−i+1

ci
|x − xi|−bi |x − xi−1|−bi−1 dx ≤

)
2−i−1

*−bi ·
ˆ 2−i−1

0
t−bi−1 dx

=
)
2−i−1

*−bi · (2
−i−1)1−bi−1

1 − bi−1
. (A.4)
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Combining (A.2), (A.3) and (A.4), we obtain

ˆ 2−i+1

2−i
g(x) dx ≤ 4 · (2−i−1)1−

!
bk .

Therefore

ˆ #

0
g(x) dx ≤

∞#

i=k0

ˆ 2−i+1

2−i
g(x) dx ≤ 4

∞#

i=k0

(2−i−1)1−
!

bk ≲ (1−
!

bk .

□
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