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Abstract—Federated learning (FL) is a decentralized machine
learning architecture, which leverages a large number of remote
devices to learn a joint model with distributed training data.
However, the system-heterogeneity is one major challenge in an
FL network to achieve robust distributed learning performance,
which comes from two aspects: 1) device-heterogeneity due to
the diverse computational capacity among devices and 2) data-
heterogeneity due to the nonidentically distributed data across
the network. Prior studies addressing the heterogeneous FL issue,
for example, FedProx, lack formalization and it remains an open
problem. This work first formalizes the system-heterogeneous
FL problem and proposes a new algorithm, called federated
local gradient approximation (FedLGA), to address this problem
by bridging the divergence of local model updates via gradient
approximation. To achieve this, FedLGA provides an alternated
Hessian estimation method, which only requires extra linear
complexity on the aggregator. Theoretically, we show that with
a device-heterogeneous ratio ρ, FedLGA achieves convergence
rates on non-i.i.d. distributed FL training data for the noncon-
vex optimization problems with O([(1 + ρ)/

√
ENT] + 1/T) and

O([(1 + ρ)
√

E/
√

TK] + 1/T) for full and partial device partic-
ipation, respectively, where E is the number of local learning
epoch, T is the number of total communication round, N is
the total device number, and K is the number of the selected
device in one communication round under partially participation
scheme. The results of comprehensive experiments on multiple
datasets indicate that FedLGA can effectively address the system-
heterogeneous problem and outperform current FL methods.
Specifically, the performance against the CIFAR-10 dataset shows
that, compared with FedAvg, FedLGA improves the model’s best
testing accuracy from 60.91% to 64.44%.

Index Terms—Federated learning (FL), local gradient approx-
imation, mobile-edge computing, nonconvex optimization.
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I. INTRODUCTION

FEDERATED learning (FL) [1], [2], [3] has emerged as
an attractive distributed machine learning paradigm that

leverages remote devices to collaboratively learn a joint model
with decentralized training data via the coordination of a cen-
tralized aggregator. Typically, the joint model is trained on all
remote devices in the FL network to solve an optimization
problem without exchanging their private training data, which
distinguishes the FL paradigm from traditional centralized
machine learning, and thus the data privacy can be greatly pro-
tected [2], [4], [5], [6], [7]. Specifically, due to the flexibility
for remote device participation (e.g., mobile-edge computing),
devices can randomly join or leave the federated network
during the training process. This makes the full participation
scheme infeasible as the network needs extra communication
costs to wait for the slowest device, which dominates the bot-
tleneck of FL [8], [9], [10]. As such, in recent FL algorithms,
only a fixed subset of remote devices are chosen by the aggre-
gator in each communication round, also known as the partial
participation scheme [2], [11], [12].

However, in the current FL study, there is a fundamental gap
that has not been seen in traditional centralized ML paradigms,
known as the system heterogeneity issue. Specifically, we con-
sider that the system-heterogeneous FL issue consists of two
types of heterogeneity: 1) data and 2) device. The data het-
erogeneity is also known as the non-i.i.d. training dataset.
As the training samples on the remote devices are collected
by the devices themselves based on their unique environ-
ment, the data distribution can vary heavily between different
remote devices. Although the optimization of non-i.i.d. FL
has recently drawn significant attention, prior works have
shown that compared to the i.i.d. setting, the performance of
the joint model degrades significantly and remains an open
problem [11], [13], [14].

The device-heterogeneity stems from the heterogeneous FL
network, where remote devices are in large numbers and have
a variety of computational capacities [12], [15]. Specifically,
for the partially participated FL scheme where each remote
learning process is usually limited to a responding time, the
diverged computational capacity can lead to heterogeneous
local training updates, for example, the remote device with
limited computational capacity is only able to return a nonfin-
ished update. To tackle this problem, several FL frameworks
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have been studied in literature [8], [11], [16], [17], [18]. For
example, FedProx [12] develops a broader framework over
FedAvg [2], which provides a proximal term to the local
objective of heterogeneous remote devices. However, most
current works are developed on the side of remote devices,
which requires extra computational costs that could worsen
the divergence, and there is no widely accepted formulation
provided.

In this article, we investigate the system-heterogeneous issue
in FL. A more realistic FL scenario under the device hetero-
geneity is formulated, which synchronously learns the joint
model on the aggregator with diverged local updates. Unlike
most current FL approaches, our formulated scenario does not
require remote devices to complete all local training epochs
before the aggregation, but it leverages whatever their cur-
rent training updates are at present. Particularly, different
from the previous works that usually establish a communi-
cation response threshold in the partial participation scheme,
the formulated system-heterogeneous FL provides a guarantee
that each remote device shares the same probability of being
chosen for the training process.

Then, the biggest challenge to achieving the distributed
optimization objective under the system-heterogeneous FL
comes from the diverse local updates. To address this, we
propose a new algorithm, called federated local gradient
approximation (FedLGA) which approximates the optimal gra-
dients with a complete local training process from the received
heterogeneous remote local learning updates. Specifically, con-
sidering the computation complexity, the proposed FedLGA
algorithm provides an alternated Hessian estimation method
to achieve the approximation, whose extra complexity com-
pared to existing FL approaches is only linear. Additionally,
the FedLGA is deployed on the aggregator of FL, so no extra
computational cost is required for remote devices. In this arti-
cle, we also provide the nonconvex optimization analysis of
the proposed FedLGA under the formulated system hetero-
geneity. The results of comprehensive experiments on multiple
real-world datasets indicate that FedLGA can effectively
address the system-heterogeneous problem and empirically
outperform existing methods. For example, we implement
system-heterogeneous FL on the CIFAR-10 dataset, compared
to FedAvg, FedLGA increases the best testing accuracy from
60.91% to 64.44%. In summary, we highlight the contribution
of this article as follows.

1) We formulate the system-heterogeneous FL problem
and propose the FedLGA as a promising solu-
tion, which tackles the heterogeneity of remote local
updates due to the diverse remote computational
capacity.

2) For the nonconvex optimization problems, the FedLGA
algorithm under the system-heterogeneous FL achieves
a convergence rate O([(1 + ρ)/

√
ENT] + 1/T) and

O([(1 + ρ)
√

E/
√

TK] + 1/T) for full and partial par-
ticipation schemes, respectively.

3) We conduct comprehensive experiments on multiple
real-world datasets and the results show that FedLGA
outperforms existing FL approaches.

The remainder of this article is organized as follows: The
summaries of related works for this article are introduced
in Section II. Section III describes the background of FL
and the formulation of the system-heterogeneous FL problem.
Section IV details the development of our proposed FedLGA
algorithm, followed by the theoretical analysis and the con-
vergence rate discussion in Section V. Section VI provides
our comprehensive experimental results and analysis for the
proposed FedLGA, followed by a conclusion in Section VII.

II. RELATED WORKS

FL [1], [2], [3] has been considered as a recently fast-
evolving ML topic, where a joint model is learned on a
centralized aggregator with the private training data being
distributed on remote devices. Typically, the joint model
is learned to address distributed optimization problems, for
example, word prediction, image classification, and predictive
models [19], [20], [21]. The aggregator and the remote devices
are considered two key components in an FL framework. Note
that both of these two can be denoted as an optimization
objective, which focuses on minimizing the corresponding loss
functions. The main applications of FL can be summarized
into multiple classical ML problems, such as privacy [22],
[23], [24], [25], [26], [27], [28], [29], large-scale machine
learning, and distributed optimization [30], [31], [32], [33],
[34], [35].

Since the first term of FL has been provided in [2], there
have been a number of methods in the field. Work in [8] pro-
poses local Stochastic gradient descent (SGD), where each
participating remote device in the network performs a single
local SGD epoch, and the aggregator averages the received
local updates for the joint model. Then, FedAvg in [2]
makes modifications to the previous local SGD, which designs
the local training process with a large number of epochs.
Additionally, [2], [11] have proven that by carefully tuning
the number of epochs and learning rate, a good accuracy-
communication tradeoff in the FL network can be achieved.
However, existing methods still face problems due to the scale
of distributed networks, which causes the heterogeneity of
statistical training data distribution.

The statistical challenges arise when training the joint model
in FL from the non-i.i.d. distributed training dataset, which
first causes the problem of modeling the heterogeneity. In
literature, there exists a large body of methods against this
problem, (e.g., meta-learning [36], asynchronous learning [37],
and multitask learning [38]) which has been extended into the
FL field, such as [13], [39], [40], [41], [42], [43], and [44].
Additionally, the statistical heterogeneity of FL also causes
problems in both the empirical performance and the conver-
gence guarantee, even when learning a single joint model.
Indeed, as shown in [2] and [12], the learned joint model
from the first proposed FL method is extremely sensitive
to the nonidentically distributed training data across remote
devices in the network. While parallel SGD and its related
variants that are close to FedAvg are also analyzed in the i.i.d.
setting [8].
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TABLE I
NOTATIONS SUMMARY

There have been several modifications of FedAvg to address
the non-i.i.d. distributed training data in FL. For example,
work in [11] uses a decreasing learning rate and provides a
convergence guarantee against non-i.i.d. FL. Reddi et al. [45]
modified the aggregation rule on the server side. FedProx [12]
adds a proximal term on the local loss function to limit the
impact from non-i.i.d. data. Additionally, Scaffold [17] and
FedDyn [46] augment local updates with extra transmitted
variables. Though they suffer from extra communication costs
and local computation, the tighter convergence bound can be
guaranteed by adding those device-dependent regularizes.

III. BACKGROUND AND PROBLEM FORMULATION

A. Federated Learning Objective

The FL methods [2], [41] are designed to solve optimization
problems with a centralized aggregator and a large group
of remote devices, which collect and process training sam-
ples without sharing raw data. For better presentation, we
provide a summary of the most important notations through-
out the proposed FedLGA algorithm in Table I. Considering
an FL system that consists of N remote devices indexed as
N = {1, . . . , N}, the objective f (·) that a learning model aims
to minimize could be formalized as

min
w

f (w) = 1
N

N∑

i=1

Fi(w) (1)

where w is the learned joint model parameters, note that in
this article, we simplify the dimension of both the input data
and the deep neural network model w into vectors for better
presentation. And Fi(·) denotes the local objective for the ith
device, which typically represents the empirical minimization
risk (ERM) li(·; ·), where the true distribution Di is measured
by the set of corresponding training data Xi, for example,
Fi(w) = EXi∼Di[li(w;Xi)]. In this article, we consider the
local objective Fi to be nonconvex, which is solved by the
corresponding local solver, for example, SGD. During each
communication round, remote devices download the current
joint model from the aggregator as their local models and per-
form local solvers toward minimizing the nonconvex objective
for E epochs as

wt
i,E = wt

i,0 − ηl

E−1∑

e=0

∇Fi
(
wt

i,e,Bi,e
)

(2)

where ηl is the local learning rate, ∇Fi(·, ·) denotes the gradi-
ent descent of objective Fi, wt

i,E represents the updated local
model, and Bi,e is the eth training batch in SGD, which
is typically randomly sampled from Xi at each epoch. The
updated local models are sent back to the aggregator for a
new joint model with an aggregation rule. In this article, we
consider one round of communication in the network between
the aggregator and remote devices as one global round, which
is performed T times for the joint model training.

B. Problem Formulation

Due to the consideration of device-heterogeneity in the FL
network, recent studies mainly focus on the partial participa-
tion scheme, which can avoid waiting for the slowest devices
in fully participated scenario [11], [17], [18]. Typically, par-
tially participated FL algorithms establish a threshold K << N
at each round, that is, it only selects the first K responded
remote devices, all of which complete E local training epochs
prior to sending their updated local models to the aggregator.

However, such a partial participation scheme suffers
from the known performance-speed dilemma in a system-
heterogeneous FL network: a small K can speed up the
distributed training but it would also significantly degrade
the learning performance as it discards many important
training data only stored in those slow devices (i.e., data-
heterogeneity [47]), while a large K can utilize more training
data but its distributed training process would be greatly
slowed down (i.e., data-heterogeneity [47]). Though there have
been studies in the literature, the optimization of system-
heterogeneous FL lacks formalization. For example, [12]
targets this problem by adding a proximal term, which empir-
ically improves the learning performance, and [48] proves
that existing FL algorithms will converge to a stationary sta-
tus with mismatched objective functions under heterogeneous
local epochs.

Instead of only waiting for all devices to complete E local
epochs, a better solution to address this dilemma is to gather all
current local learning models and aggregate them in a manner
such that all local training data are utilized to learn the joint
model. Specifically, we formalize the training process of FL
under system heterogeneity with the following three steps at
the tth global round.

1) Step I: K remote devices are selected by the aggregator
as a subset K, where |K| = K, which receive the cur-
rent joint model wt as their local model wt

i,0 = wt. The
aggregator also delivers an expected epoch number E.

2) Step II: Due to the diverse computational capacity, the
ith device performs local training for Ei steps, where
1 ≤ Ei < E. Then, the learning results are sent back
synchronously within response time constrain.

3) Step III: The aggregator updates the joint model wt+1

with the received local learning results under a well-
designed aggregation rule.

The formulated system-heterogeneous FL shares the same
device selection strategy with prior works, such as FedAvg and
its variants [11]: the K remote devices are randomly selected in
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Fig. 1. Heterogeneous local gradients due to system-heterogeneity of
FL in FedAvg, illustrated for two remote devices with two rounds of
communications.

each round, which guarantees that each device shares the same
probability (K/N) of being selected. Moreover, it allows the
synchronous remote updates can be trained with different local
epochs, which mitigates the computational capacity difference
due to the device-heterogeneity problem. Particularly, we use
a virtual subset K1 ∈ K to represent the remote device i that
only performs Ei < E local training epochs, where |K1| =
K1, and introduce a hyperparameter ρ = K1/K as the device-
heterogeneous ratio. To better present the diverse local updates
due to the system heterogeneity, we denote the local update
of the ith device at round t after Ei epochs as #t

i,Ei
= wt

i −
wt

i,Ei
, where wt

i is the initial model before local training (i.e.,
wt

i = wt
i,0) and the expected update with full E epochs is

#t
i,E. Hence, under the system-heterogeneity of FL, we aim

to minimize the following objective between #t
i,E and #t

i,Ei
at

each communication round t

min
∑

i∈K1

∥∥#t
i,E − #t

i,Ei

∥∥. (3)

In other words, we want to approximate the expected model
update #t

i,E from the received #t
i,Ei

. This approximation can
be performed in the aggregator, which does not introduce any
extra computations in remote devices. To achieve this, inspired
by prior studies on gradient approximation for improving
centralized SGD optimization problems [49], [50], [51], we
propose the FedLGA algorithm, which is introduced in detail
in the next section.

IV. PROPOSED ALGORITHM: FEDLGA

A. Design Motivation

For better presentation, we first introduce an example to
illustrate the problem of the diverged local gradients in system-
heterogeneous FL, as shown in Fig. 1. The introduced FL
network consists of two remote devices, where at the start of
each communication, the aggregator initializes/aggregates the
joint model and sends it to each device. Different from the
original FL framework in [2], there is a synchronous response
time constraint in Fig. 1 that prevents the device spend more

Fig. 2. Toy example in system-heterogeneous FL on CIFAR-100 with 50
remote devices and each device has 20 classes.

time on local training. We can notice that for the first round,
device 2 is only able to perform 2 steps local training. Also, the
computation capacity for each communication round can vary,
for example, the device 1 does not meet the expected training
steps in the round 2. Formally, we denote w$ ∈ Rn be the
optimal joint model that leads to the minimum values of the
learning objective f (wt), which can be only ideally obtained
when these two devices perform the expected 3 epochs. Due
to the uncompleted local learning of device 2 in round 1
and both devices in round 2, the direction of joint model
wt would incrementally deviate from w$. Moreover, to better
illustrate the impact of insufficient local training epochs on the
performance of the joint model in system-heterogeneous FL,
we provide a toy example as shown in Fig. 2, where a ResNet
network [52] is trained with 50 remote devices against the
CIFAR-100 dataset under the FedAvg algorithm [11]. It can
be easily noticed FedAvg with a sufficient number of five local
training epochs significantly outperforms FedAvg where each
device runs uniformly random steps between 1 and 5.

For the ith device in the tth round, when the aggregator
receives local update #t

i,Ei
, our proposed FedLGA algo-

rithm applies the following Taylor expansion [53], [54] to
approximate the ideal update #t

i,E

#t
i,E = #t

i,Ei
+ ∇g

(
wt

i,Ei

)(
wt

i,E − wt
i,Ei

)

+ O
((

wt
i,E − wt

i,Ei

)2)In (4)

where In is a n-dimension vector with all elements equal
to 1, ∇g(·) = ∇2Fi(·) is the matrix whose element gj,k =
(∂F2

i /[∂wt
i,j∂wt

i,k]) for j, k ∈ [n], and (wt
i,E − wt

i,Ei
)2 denotes

(wt
i,E,1 − wt

i,Ei,1)
a1 · · · (wt

i,E,n − wt
i,Ei,n)

an where wt
i,E,j is the

jth component of wt
i,E corresponding to Ij and

∑n
j=1 aj = 2 as

illustrated in [55]. We use g to represent (#t
i,E − #t

i,Ei
/E − Ei)

which is the averaged gradient ∇Fi(·) between epoch Ei and
E. This also indicates that the joint model performance degra-
dation as shown in the demo example in Fig. 2 is caused
by ignoring the higher-order terms ∇g(wt

i,Ei
)(wt

i,E − wt
i,Ei

) +
O((wt

i,E −wt
i,Ei

)2)In. Hence, we can tackle the difference in (3)
by approximating the higher-order terms in (4) for each device
i ∈ K1. To achieve this, a straightforward way is to use the
full Taylor expansion for gradient compensation.
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B. Hessian Approximation

However, computing the full Taylor expansion can be prac-
tically unrealistic because of two fundamental challenges:
1) for the devices i ∈ K1, the wt

i,E is still not known to
the aggregator and 2) the approximation of higher-order terms
in the Taylor expansion requires a sum of an infinite num-
ber of items, where even solving the first-order approximation
∇g(wt

i,Ei
)(wt

i,E −wt
i,Ei

) is also highly nontrivial. To address the
first challenge, we make a first-order approximation of wt

i,E
from those devices with full local epochs, which is denoted
by ŵt

i,E. Inspired by prior works on asynchronous FL (AFL)
weight approximation [56], we obtain the first-order approxi-
mation of ŵt

i,E = wt+(1/K2)
∑

i∈K2
#t

i,E, whereK2 = K−K1
is the set of devices with full local epochs. As such, we show
the first-order item approximation as

#̂t
i,E ≈ #t

i,Ei
+ ∇g

(
wt

i,Ei

)(
ŵt

i,E − wt
i,Ei

)
(5)

where #̂t
i,E denotes the approximated heterogeneous local

updates that i ∈ K1, for distinguishing the approximation
from the ideal updates #t

i,E, i ∈ K2. Note that the second
challenge comes from the derivative term ∇g(wt

i,Ei
), which

corresponds to the Hessian matrix of the local objective func-
tion Fi(·) that is, defined as H = [hj,k

i ], j, k = 1, . . . , n, where
[hj,k

i ] = ([∂Fi(·)2]/[∂wt
i,j∂wt

i,k]). Since the computation cost of
obtaining the Hessian matrix of a deep learning model is still
expensive, our FedLGA algorithm applies the outer product
matrix of ∇g(wt

i,Ei
), which is denoted as G(wt

i,Ei
) that follows:

G
(
wt

i,Ei

)
=




∂Fi

(
wt

i,Ei

)

∂wt
i,Ei








∂Fi

(
wt

i,Ei

)

∂wt
i,Ei





)

. (6)

This outer product of the remote gradient has been proved
as an asymptotic estimation of the Hessian matrix using the
Fisher information matrix [57], which has a linear extra com-
plexity compared to the computation of #t

i,Ei
[58]. Note that

this equivalent approach for solving the approximation of the
Hessian matrix has been also applied in [59] and [60].

C. Algorithm of FedLGA

In order to quantitate the difference between E and Ei for
device i, we introduce a new parameter τi = E−Ei +1, where
the devices with full local learning epochs satisfy τi = 1.
Additionally, to decouple the local learning and the aggre-
gation, we introduce a joint model learning rate ηg and the
aggregation rule for wt+1 in our FedLGA is given by

wt+1 = wt + ηg
1
K




∑

i∈K1

#̂t
i,E +

∑

i∈K2

#t
i,E



. (7)

It can be noticed that the most representative FL algorithm
FedAVG [2], [11] could be considered as a special case of
the proposed FedLGA, where the network has no system-
heterogeneity with ηg = 1 and τi = 1 for all devices.
We briefly summarize the learning process of the proposed
FedLGA algorithm. Specifically, Algorithm 1 introduces the
local training process on remote device i at the tth round. With

Algorithm 1 FedLGA: Local Learning on Device i
1: Input: Joint model wt for t-th round, expected epoch E,

local learning rate ηl, constrained response time.
2: Return: Remote update (#t

i,Ei
, τi)

3: Initialize training model wt
i,0 = wt

4: wt
i,Ei

= wt
i,0 − ηl

∑Ei−1
e=0 ∇Fi(wt

i,e,Bi,e)

5: #t
i,Ei

= wt
i,Ei

− wt
i,0

6: Calculate τi = E − Ei + 1
7: Communicate (#t

i,Ei
, τi) to the server

a given joint model wt and an expected local epoch number E
from the server, device i performs Ei epochs of training within
the constraint of synchronous responding time. Then, the gra-
dient update #t

i,Ei
and the delay parameter τi are sent back to

the server, as illustrated in lines 4–7.
And Algorithm 2 presents the joint model training at the t-th

communication round on the aggregator, where the developed
local gradient approximation method is applied. Lines 4–7
illustrate that at the t-th round, the partial participate subset
K is randomly chosen from N, where each device per-
forms local training with the given (wt, E) as demonstrated
in Algorithm 1. Then, as shown in line 8, ŵt

i,E is com-
puted with the updates from K2 where devices can perform
E expected epochs. And for remote devices which lack com-
putation capacity in K1, the gradient approximation for #̂t

i,E
with the received #t

i,Ei
and the computed ŵt

i,E is introduced
in lines 9–14. Finally, the joint model is updated through
line 15.

Note that unlike FedProx [12] which uses an added prox-
imal term on its local learning objective, which increases
the local training computation cost, our proposed FedLGA
does not require any extra computation and communication
cost on remote devices. Instead, the local gradient approxima-
tion method against device heterogeneity is developed on the
aggregator side, which is usually considered to have power-
ful computational resources in FL network settings. And the
computation cost of our FedLGA mainly comes from the cal-
culation of (5), and its complexity has been proved to be linear
to the dimension of wt [37], [58].

There have been other approaches against the FL device
heterogeneity problem, where one important category is
AFL. Typically, AFL approaches maximized the computa-
tion resource utilization on heterogeneous devices in the
FL network to improve the model learning efficiency [61].
Some AFL works [62], [63] mitigate the device heterogeneity
by adaptively selecting remote devices with more robust-
ness and powerful computation. However, this leads to the
absence of training information on the other devices, which
bounds the joint model performance against data heterogene-
ity. Other AFL works [37], [64] group remotes devices into
different clusters based on the computation capacity before
asynchronous training, however, utilizing the extra strategy
usually results in a decline in computation efficiency instead.
Compared to these AFL approaches, the proposed FedLGA
considers both the device- and data-heterogeneity problems
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Algorithm 2 FedLGA: Server Side at Round t

1: Input: Initialized model w0, communication round upper
bound T , expected local epoch E, joint learning rate ηg.

2: Output: Trained joint model wT .
3: for Each communication round t = 0 to T do
4: Select partial participate devices K from N
5: Communicate (wt, E) to each device i ∈ K
6: For each device, perform local training as Algorithm 1
7: Receive (#t

i,Ei
, τi) from device i as Algorithm 1

8: Compute ŵt
i,E = wt + 1

K2

∑
i∈K2

#t
i,E

9: for each device i ∈ K1 do
10: if τi > 1 then
11: Approx G(wt

i,Ei
) from Eq. (6)

12: #̂t
i,E = #t

i,Ei
+ G(wt

i,Ei
)(ŵt

i,E − wt
i,Ei

)

13: end if
14: end for
15: wt+1 = wt + ηg

K (
∑

i∈K1
#̂t

i,E +∑
i∈K2

#t
i,E)

16: end for

in the formulated system-heterogeneous framework with only
linear extra computation cost, which shows its superiority.

V. CONVERGENCE ANALYSIS

In this section, we provide the convergence analysis of
the proposed FedLGA algorithm under smooth, noncon-
vex settings against the introduced system-heterogeneous FL
network. Note that to illustrate the analysis process, we ana-
lyze both the full and partial device participation schemes with
the following assumptions, theorems, corollaries, and remarks.

Assumption 1 (L-Lipschitz Gradient): For all remote
devices i ∈ N, there exists a constant L > 0, such that

||∇Fi(v) − ∇f (u)|| ≤ L||v − u|| ∀u, v. (8)

Assumption 2 (Unbiased Local Stochastic Gradient
Estimator): Let Bt

i,e be the random sampled local training
batch in the t-th round on device i at local step e, the local
training stochastic gradient estimator is unbiased that

E
[
∇Fi

(
wt

i,Bt
i,e
)]

= ∇Fi
(
wt

i
)
∀i ∈ N. (9)

Assumption 3 (Bounded Local and Global Variance): For
each remote device i, there existing a constant value σl that
the variance of each local gradient satisfies

E
[∥∥∇Fi

(
wt

i,Bt
i,e
)
− ∇Fi

(
wt

i
)∥∥2
]

≤ σ 2
l (10)

and the global variability of the ith gradient to the gradient
of the joint objective is also bounded by another constant σg,
which satisfies

∥∥∇Fi
(
wt

i
)
− ∇f

(
wt)∥∥2 ≤ σ 2

g ∀i ∈ N. (11)

Note that the first two assumptions are standard in studies
on nonconvex optimization [65], [66]. And for Assumption 3,
besides the widely applied local gradient bounded variance
in FL, we use the global bound σg to quantify the data-
heterogeneity due to the non-i.i.d. distributed training dataset,
as illustrated in recent FL studies [18], [45]. Note that in

this article, we do not assume a bounded gradient which is
often introduced in FL optimization analysis that leads to a
loose convergence bound. Additionally, to illustrate the device-
heterogeneity under the formulated system-heterogeneous FL
in this article, we make an extra assumption on the bound-
ary of the approximated gradients from the proposed FedLGA
algorithm as the following.

Assumption 4 (Bounded Taylor Approximation Remainder):
For the quadratic term remainder of Taylor expansion ∇2

g (wt
i),

there exists a constant M for an arbitrary device i that satisfies
∥∥∥∇2

g
(
wt

i
)∥∥∥ ≤ M. (12)

Note that Assumption 4 states an upper bound for the second
term in the Taylor expansion approximation, which can be con-
sidered as the worst-case scenario for the difference between
the approximated local gradient in FedLGA to its optimal gra-
dient value. Additionally, for better presentation, we consider
an upper bound τmax for the heterogeneous local gradients in
the rest of our analysis that τi ≤ τmax ∀i ∈ N. It is worth not-
ing that this assumption does not affect the convergence rate
of FedLGA in the following theorems and corollaries, instead
of simplifying the mathematical deviations.

A. Convergence Analysis for Full Participation

We first provide the convergence analysis of the proposed
FedLGA algorithm under the full device participation scheme,
where we have the following results.

Theorem 1: Let Assumptions 1–4 hold. The local and
global learning rates ηl and ηg are chosen such that ηl <

(1/[
√

30(1 + ρ)LE]) and ηgηl ≤ (1/[(1 + ρ)LE]). Under
a full device participation scheme, the iterates of FedLGA
satisfy

min
t∈T

E
∥∥∇f

(
wt)∥∥2 ≤ f 0 − f $

c1ηgηlET
+ (1 (13)

where f 0 = f (w0), f $ = f (w$), c1 is constant, the expecta-
tion is over the remote training dataset among all devices, and
(1 = (1/c1)[((1 + ρ)ηgηlσ

2
l /2N)+(5/2)η2

l EL2(σ 2
l +6Eσ 2

g )+
c2E||∇Fi(wT)||4], ((1/2) − 15(1 + ρ)E2η2

l L2) > c1 > 0, and
c2 = ([ηgη

2
l ρM2τ 2

max]/Nηgηl)(ηgL + η3
l τ

2
max).

Proof: See in online Appendix A, available in [67].
Corollary 1: Suppose the learning rates ηl and ηg are such

that the condition in Theorem 1 are satisfied. Let ηl =
(1/

√
TEL) and ηg =

√
EN. The convergence rate of the

proposed FedLGA under the full device participation scheme
satisfies

min
t∈T

E
∥∥∇f

(
wt)∥∥2 = O

(
(1 + ρ)√

ENT
+ 1

T

)
. (14)

Remark 1: From the results in Theorem 1, the convergence
bound of full device participation FedLGA contains two parts:
1) a vanishing term (f 0 − f $/c1ηgηlET) corresponding to the
increase of T and 2) a constant term (1, which is independent
of T . We can notice that as the value of c1 is related to ρ,
the vanishing term which dominates the convergence of the
FedLGA algorithm is impacted by the device-heterogeneity.
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TABLE II
CONVERGENCE RATES FOR FL OPTIMIZATION APPROACHES

Additionally, we find an interesting boundary phenomenon on
the vanishing term in Theorem 1 that, when the FL network
satisfies ρ = 0, the decay rate of the vanishing term matches
the prior studies of FedAVG with two-sided learning rates [18].

Remark 2: For the constant term (1 in Theorem 1, we con-
sider the first part ([(1 + ρ)ηgηlσ

2
l ]/2N) is from the local

gradient variance of remote devices, which is linear to ρ.
And the second part (5/2)η2

l EL2(σ 2
l + 6Eσ 2

g ) denotes the
cumulative variance of E local training epochs, which is also
influenced by the data-heterogeneity σg. Inspired by [18], we
consider an inverse relationship between ηl and E, for exam-
ple, ηl ∝ O(1/K). For the third term, we can notice that it is
quadratically amplified by the variance of optimal gradient as
E||∇Fi(w$)||2. Note that different from other FL optimization
analysis that assumes a bounded optimal gradient [11], [12],
the proposed FedLGA does not require such an assumption.
Hence, in order to address the high power third term of
E||∇Fi(w$)||2, we apply a weighted decay γ factor to local
learning rate as ηt+1

l = (1 − γ )ηt
l . Additionally, as suggested

in [56], the third term indicates the staleness, which could be
controlled via an inverse function such as τi(t) ∝ O(1/t + 1).

B. Convergence Analysis for Partial Participation

We then analyze the convergence of FedLGA under the par-
tial device participation scheme, which follows the sampling
strategy I in [11], where the subset K ∈ N is randomly and
independently sampled by the aggregator with replacement.

Theorem 2: Let Assumptions 1–4 hold. Under the partial
device participation scheme, the iterates of FedLGA with local
and global learning rates ηl and ηg satisfy

min
t∈T

E
∥∥∇f

(
wt)∥∥2 ≤ f 0 − f $

d1ηgηlET
+ (2 (15)

where f 0 = f (w0), f $ = f (w$), d1 is constant,
and the expectation is over the remote training
dataset among all devices. Let ηl and ηg be defined
such that ηl ≤ (1/[

√
30(1 + ρ)LE]), ηgηlE ≤

(K/[(K − 1)(1 + ρ)L]) and ([30(1 + ρ)K2E2η2
l L2]/N2) +

([Lηgηl(1 + ρ)]/K)(90E3L2η2
l + 3E) < 1. Then, we

have (2 = (1/d1)[d2(σ
2
l + 3Eσ 2

g ) + d3(σ
2
l + 6Eσ 2

g ) +
d4E||∇Fi(wt

i)||4], where d2 = ([(1 + ρ)ηgηlL]/2K),
d3 = ((5K2/2N2) + (15ELηlηg/2K)((1 + ρ)η2

l EL2) and
d4 = ηlρτ 2

maxM2((Lηg/K2) + (η3
l Kτ 2

max/N2)).
Proof: See in online Appendix B, available in [67].
We restate the results in Theorem 2 for a specific choice of

ηl and ηg to clarify the convergence rate as follows.
Corollary 2: Suppose the learning rates ηl and ηg are

such that the condition in Theorem 2 are satisfied. Let
ηl = (1/

√
TEL) and ηg =

√
EK. The convergence rate of

the proposed FedLGA under the partial device participation
scheme satisfies

min
t∈T

E
∥∥∇f

(
wt)∥∥2 = O

(
(1 + ρ)

√
E√

TK
+ 1

T

)

. (16)

Remark 3: Compared to the convergence rate of full partic-
ipated FedLGA, the partial scheme has a larger variance term,
which indicates that the uniformly random sampling strategy
does not incur a significant convergence difference.

Remark 4: We compare the convergence rate of the
proposed FedLGA and related FL optimization approaches in
Table II. We can notice that compared to the previous works
in [8] and [68] which focus on only convex or strongly con-
vex optimization problems, the proposed FedLGA can address
the nonconvex problem. And comparing to [11], the FedLGA
algorithm achieves a better convergence rate with fewer
assumptions, especially the bounded gradient assumption.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Mississippi State University Libraries. Downloaded on March 30,2023 at 00:42:21 UTC from IEEE Xplore.  Restrictions apply. 



8 IEEE TRANSACTIONS ON CYBERNETICS

TABLE III
DATASET INFORMATION OVERVIEW

Remark 5: As shown in Table II, we also find that the dom-
inating term of the obtained convergence rate for both the
full and partial schemes is linear to the system-heterogeneity,
that is, (1 + ρ). When ρ = 0, the convergence rate matches
the results in [17] and [18], and when ρ reaches 1, the
proposed FedLGA still gets the same order. Specifically, we
can notice that compared to Scaffold [17], works in [18] and
our proposed FedLGA does not require the assumption of
variance reduction.

Remark 6: We can also notice that the only method
which addresses both nonconvex optimization and device-
heterogeneity under the partial participation FL scheme is
FedProx [12], with convergence rate O(1/

√
T) [47]. From

Corollary 2, the proposed FedLGA algorithm can achieve
O(

√
E/

√
TK). Compared to FedProx, if the number of sam-

pled devices and the number of local epoch steps satisfy that
K > E, it is obvious that our FedLGA achieves a speedup
of convergence rate against FedProx. Moreover, the analy-
sis of FedLGA does not require the assumptions of either
the proximal local training step or the bounded gradient
dissimilarity.

VI. EXPERIMENTS

We conducted comprehensive experiments under the for-
mulated system-heterogeneous FL framework on multiple
real-world datasets to evaluate the proposed FedLGA algo-
rithm. The experiments are performed with one GeForce GTX
1080Ti GPU card on Pytorch [71] and we follow the settings
in [72] to implement the FL baselines (e.g., FedAVG). In the
rest of this section, Section VI-A details the experiment setup,
followed by the performance analysis of FedLGA on multiple
evaluation metrics in Section VI-B. Then, Section VI-C pro-
vides the ablation study for the hyperparameters of FedLGA.

A. Experimental Setup

1) Datasets and Models: Three popular real-world
datasets are considered in this article: 1) FMNIST [73]
(Fashion MMNIST); 2) CIFAR-10; and 3) CIFAR-100 [74].
Considering an FL network with N = 50 remote devices,
we introduce the general information of each dataset as
shown in Table III. Note that for the 32 × 32 × 3 color
images in CIFAR-10 and CIFAR-100 datasets, we make
the following data preprocessing to improve the FL training
performance: each image sample is normalized, cropped to
size 32, horizontally flipped with the probability of 50% and
resized to 224 × 224.

Then, we follow the previous settings in [72] and [2]
to present the data heterogeneity of FL. In this article, we
consider the following nonoverlapped non-i.i.d. training data
partition scenario, where the ith remote private dataset Xi and
the total training dataset X satisfy: |X| = ∑

i |Xi|. Then, for
each remote training dataset Xi, we consider it contains P
classes of samples. Note that for FMNIST and CIFAR-10, we
set P = 2 and for CIFAR-100, we set P = 20 by default. To
solve the classification problems from the introduced datasets,
we run two different neuron network models. For FMNIST,
we run a two-layer fully connect MLP network with 400 hid-
den nodes. For CIFAR-10 and CIFAR-100, we run a ResNet
network, which follows the settings in [52].

2) Compared Methods: We compared FedLGA with the
following eight representative FL methods.

1) FedAvg [2] is considered one of the groundbreak-
ing works in the FL research field. We set up the
FedAvg approach based on the settings in [11], which
first provides a convergence guarantee against data-
heterogeneous FL. Note that in our simulation, we
follow scheme I in [11] for partial participation.

2) FedProx [12] is one popular variant of FedAvg which
adds a quadratic proximal term to limit the impact from
local updates in the device-heterogeneous FL. In this
article, we follow the instructions provided in [12] to set
the proximal hyperparameter, which controls the local
objective dissimilarity.

3) FedNova [48] improves FedAvg from the aggregator
side. It assumes a diverse local update scenario where
each remote device may perform a different number
of local epochs. To achieve this, FedNova normalizes
and scales the local updates, which is also considered a
modification to FedAvg.

4) Scaffold [17] models the data-heterogeneous FL
problem as the global variance among each remote
device in the network. Scaffold addresses this problem
by controlling the variates between the aggregator and
the devices to estimate the joint model update direction,
which is achieved via applying the variance reduction
technique [75], [76].

5) FedDyn [46] adds a regularization term on FedAvg
on the remote device side at each local training
epoch, which is developed based on the joint model
and the local training model at the previous global
round.

6) FedCM [77] tackles the data-heterogeneity issue under
the partial participation FL. Specifically, FedCM aggre-
gates the joint model information from the previous
communication round and modifies the remote gra-
dient update with a momentum-like term, which can
effectively correct the bias of local SGD.

7) MimeLite [78] provides a general algorithmic frame-
work, called MIME to improve the FL optimization
challenge because of the data-heterogeneity, which:
1) mitigates the remote device drift and 2) adapts arbi-
trary centralized optimization algorithm, for example,
momentum.
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(a) (b) (c)

Fig. 3. Learning performance of testing accuracy under the system-heterogeneous FL with ρ = 0.5, τmax = E − 1 and E = 5. (a) FMNIST. (b) CIFAR-10.
(c) CIFAR-100.

TABLE IV
COMPARED METHODS HYPERPARAMETER GRID SEARCH

8) FedSAM [69] addresses the data-heterogeneity problem
by focusing on the generalization ability of the
remote learning process. Specifically, a sharpness aware
minimization (SAM) [79] local optimizer is developed
which can theoretically improve the generalization
bound of FL global aggregation.

3) Implementation: In this work, we simulated an FL
network with the formulated system-heterogeneous problem.
For the compared methods, we set up the hyperparameters
via a grid search, which is introduced in Table IV. Note that
for the FedSAM method, as it takes doubled gradient back-
propagation operations during each remote training epoch, the
performance is evaluated based on the operation number for
comparison. The system-heterogeneous FL network is with the
following settings by default.

1) The total number of remote devices N = 50.
2) For each global communication round, the number of

devices being chosen by the aggregator is K = 10.
3) For the local training process, we set E = 5 and

|B| = 10.
4) To illustrate the device-heterogeneity, we set ρ = 0.5

and τmax = E − 1, where τi for the ith device is uni-
formly distributed within [1, τmax]. For example, when
ρ = 0.5, τmax, 50% of chosen remote devices in K can
only perform at most τmax local epochs, instead of a full
E epoch remote training.

4) Evaluation Metrics: To evaluate the experimental results
accurately, we introduce the following two categories of eval-
uation metrics, each of which is investigated in multiple ways.

Note that in our analysis, we define a target testing accu-
racy for each dataset as FMNIST 65%, CIFAR-10 55%, and
CIFAR-100 40%.

1) Model Performance: To evaluate the joint model in
FL, we investigate the following features: the learning
curves of training loss and testing accuracy, and the
best-achieved accuracy among all rounds.

2) Communication Cost: In this article, we perform the FL
network on one GPU card with the Python threading
library. Hence, we present the communication cost of
FL by evaluating the following features: the number
of rounds, the average single-round running time, and
the total running time to achieve the targeted testing
accuracy.

B. Performance Analysis

1) Comparison to Existing Approaches: Figs. 3 and 4 show
the learning curves of the testing accuracy and the train-
ing loss for the compared FL approaches over three datasets,
respectively. We can notice that compared to the existing FL
methods, the proposed FedLGA algorithm achieves the best
overall performance on the lowest training loss, highest test-
ing accuracy, and the fastest convergence speed. For example,
as shown in Fig. 3(c), the proposed FedLGA reaches the tar-
geted 40% testing accuracy with only 145 rounds, which is
1.9×, 1.5×, 1.8×, 1.3×, 1.1×, 1.9×, 1.9×, and 1.5× faster
than FedAvg, FedProx, FedNova, Scaffold, FedDyn, FedCM,
MimeLite, and FedSAM, respectively. Specifically, as shown
in Fig. 4(b), though the proposed FedLGA only reaches the
second-lowest training loss on the CIFAR-10 dataset, it out-
performs other methods with an obviously faster convergence
speed. We can also notice that compared to other benchmarks,
FedDyn achieves the second-best performance on average.

We then analyze the performance of the best approached
testing accuracy for the compared methods, where the results
are shown in Fig. 5. It can be noticed that the proposed
FedLGA algorithm outperforms other compared methods and
achieves the best testing accuracy on each dataset. For
example, as shown in Fig. 5(b), FedLGA improves the best-
obtained testing accuracy on CIFAR-10 (i.e., 64.44%) by
5.7%, 3.8%, 5.5%, 0.7%, 0.4%, 2.8%, 2.7%, and 1.0%
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(a) (b) (c)

Fig. 4. Learning performance of training loss under the system-heterogeneous FL with ρ = 0.5, τmax = E − 1 and E = 5. (a) FMNIST. (b) CIFAR-10.
(c) CIFAR-100.

Fig. 5. Learning performance of best accuracy under the system-heterogeneous FL with ρ = 0.5, τmax = E − 1 and E = 5. (a) FMNIST. (b) CIFAR-10.
(c) CIFAR-100.

(a) (b) (c)

Fig. 6. Communication rounds of the compared FL methods to achieve the targeted testing accuracy under a different number of remote training epoch E
with ρ = 0.5 and τmax = E − 1. (a) FMNIST. (b) CIFAR-10. (c) CIFAR-100.

comparing to FedAvg, FedProx, FedNova, Scaffold, FedDyn,
FedCM, MimeLite, and FedSAM, respectively.

2) Analysis of System-Heterogeneous FL: To further inves-
tigate the learned joint model performance of the compared
methods, we construct different system-heterogeneous FL
network scenarios. First, we study the impact of different local
training epochs E, where the results are shown in Fig. 6. Note
that for better comparison, we denote the performance via the
number of global communication rounds to the targeted test-
ing accuracy. It can be easily noticed from the results that as
the value of E becomes larger, the number of global communi-
cation round to the target accuracy is less for each compared
method. In this condition, the proposed FedLGA algorithm

still outperforms other methods with the lowest number of
rounds on each value of E. For example, when E = 8 against
the FMNIST dataset, the proposed FedLGA reaches the tar-
get accuracy with only 52 rounds, whereas FedAvg requires 2
times more rounds for 104.

Then, we study the performance of the compared
approaches in an FL network with different device-
heterogeneity ratios, which is shown in Fig. 7. We can notice
from the results that as ρ becomes larger, the number of com-
munication rounds to achieve the target testing accuracy for
all compared methods also increases. Especially, for FMNIST
and CIFAR-10 datasets, when ρ = 0.1, all the compared
FL methods in this article have similar performance. We
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(a) (b) (c)

Fig. 7. Communication rounds of the compared FL methods to achieve the targeted testing accuracy under different device-heterogeneity ratio ρ with E = 5
and τmax = E − 1. (a) FMNIST. (b) CIFAR-10. (c) CIFAR-100.

TABLE V
RUNNING TIME (SECONDS) TO TARGET TESTING ACCURACY

consider this might be due to the reason that only 10% of
local gradients are heterogeneous with Ei local epochs. And
for the CIFAR-100 dataset, we can notice that the proposed
FedLGA algorithm has a significant advantage over other
methods when ρ = 0.1. Additionally, for different values of ρ,
the proposed FedLGA algorithm outperforms other compared
methods.

3) Evaluation on Communication Cost: Table V shows the
experimental result of the running time (seconds) for each
compared method to achieve the target testing accuracy. Note
that to describe the performance accurately, we take both the
“Single” and “Total” cost time into consideration. The Single
represents the average time for running one global communi-
cation round during the training process, and the Total is the
total required running time for a compared method to reach
the targeted testing accuracy. We can notice that FedLGA
reaches the best total running time for all of the three intro-
duced datasets, while only the third-best on the single running
time. We consider this might be because of the following rea-
sons. Compared to FedAvg and FedNova which reach better
single running time, the proposed FedLGA algorithm requires
a lower number of global communication round to the target
accuracy. And comparing to FedProx, Scaffold, and FedDyn,
the results support our theoretical claim that as the extra
computation complexity of the proposed FedLGA is on the
aggregator, it outperforms other FL methods which perform
extra computation costs on the remote devices.

TABLE VI
IMPACT OF τmax: COMMUNICATION ROUNDS

TO TARGET TESTING ACCURACY

C. Ablation Study

1) Impact of τmax: We then evaluate the performance of
the proposed FedLGA algorithm under further settings of the
introduced hyperparameters in this article. The required com-
munication rounds of FedLGA to achieve the target testing
accuracy on the introduced dataset with different τmax values
are shown in Table VI. Note that for better presentation, the
performance of the compared FL methods is also introduced
in the table. We can notice from the results that on each con-
sidered value of τmax, FedLGA outperforms the compared FL
methods. In addition, as τmax becomes larger, the performance
of FedLGA degrades. We consider that this is due to the reason
that when τmax is smaller, the variance of the obtained local
model update approximation in FedLGA becomes larger. This
may also indicate that the performance of FedLGA is also
related to E − Ei. Specifically, when E − Ei becomes larger
(i.e., the FL network with higher device heterogeneity), the
performance of FedLGA is more limited.

2) Impact of N: We then study the impact of the total
remote device number N on the performance of the proposed
FedLGA algorithm, which is illustrated in Fig. 8. Note that,
we pick different N ∈ {30, 50, 100} against CIFAR-10 and
CIFAR-100 datasets, where other hyperparameters are set as
K = 10, ρ = 0.5 and E = 5. From the results, we can
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(a) (b)

Fig. 8. Learning performance of testing accuracy for FedLGA under the
different number of total remote devices N with ρ = 0.5, τmax = E − 1 and
E = 5. (a) CIFAR-10. (b) CIFAR-100.

(a) (b)

Fig. 9. Learning performance of testing accuracy for FedLGA under the
different number of partial participated remote devices K in each round with
ρ = 0.5, τmax = E − 1 and E = 5. (a) CIFAR-10. (b) CIFAR-100.

notice that as the number of N grows, the proposed FedLGA
algorithm presumes a significantly better learning performance
on both the testing accuracy and the convergence speed. We
can also notice an interesting phenomenon for the CIFAR-10
dataset, when N = 30, the performance of FedLGA has a clear
gap between the settings of N = 50 and N = 100. We con-
sider this might be because when N is too small, the variance
inner each device can be too big which leads to performance
degradation.

3) Impact of K: Also, we investigate the impact of the
number K of partially participated remote devices in each com-
munication round on the proposed FedLGA algorithm. Note
that, we consider the different values of K as K ∈ {5, 10, 25},
where N = 50, ρ = 0.5 and E = 5. The results shown
in Fig. 9 show that the performance of FedLGA has signif-
icant improvement as the number of K grows. For example,
against the CIFAR-100 dataset, the proposed FedLGA algo-
rithm reaches the target testing accuracy with only 78 rounds
when K = 25, which is 46.2% faster than the performance
with K = 10.

4) Impact of Imbalanced Remote Training Data: Finally,
we investigate the impact of the imbalanced partitioned remote
training data on the proposed FedLGA algorithm. In this con-
dition, for each remote training dataset Xi, the number of
training samples can be different. For simplicity, we con-
sider there are only two kinds of partitioned remote dataset
Xlarge and Xsmall in the FL network, and a new hyperpa-
rameter ξ is introduced to denote the imbalance ratio that
ξ = (‖Xlarge‖/|X‖small‖). We consider three different values of
ξ as ξ ∈ {1, 2, 3} (when ξ = 1, the FL network is balanced.),
where N = 50, ρ = 0.5, E = 5, and P = 3, 30 for CIFAR-
10 and CIFAR100. The results shown in Fig. 10 show that

(a) (b)

Fig. 10. Learning performance of testing accuracy for FedLGA with different
remote training data imbalance ratio ξ with ρ = 0.5, τmax = E−1 and E = 5.
(a) CIFAR-10. (b) CIFAR-100.

though the performance of FedLGA decreases as the imbal-
anced ratio increases, it can still get converged and achieve
the target testing accuracy under the system-heterogeneous FL
network.

VII. CONCLUSION AND FUTURE WORK

In this article, we investigate the optimization problems
of FL under a system-heterogeneous network, which comes
from data- and device-heterogeneity. In addition to the non-
i.i.d. training data, which is known as data heterogeneity,
we focus on the heterogeneous gradient updates due to the
diverse computational capacities across all remote devices.
To address the system-heterogeneous issue, we propose a
novel algorithm FedLGA, which provides a local gradi-
ent approximation for devices with limited computational
resources. Particularly, FedLGA achieves the approximation
on the aggregator, which requires no extra computation on
the remote device. Meanwhile, we demonstrate that the extra
computation complexity of the proposed FedLGA is only lin-
ear using a Hessian approximation method. Theoretically, we
show that FedLGA provides a convergence guarantee on non-
convex optimization problems under system-heterogeneous FL
networks. The comprehensive experiments on multiple real-
world datasets show that FedLGA outperforms existing FL
benchmarks in terms of different evaluation metrics, such
as testing accuracy, the number of communication rounds
between the aggregator and remote devices, and total running
time.

The superior empirical performance of the proposed
FedLGA algorithm under the system-heterogeneous network
might indicate that compared to data-heterogeneity, the device-
heterogeneity issue is more dominating during the joint model
training. Furthermore, as FedLGA only modifies the aggrega-
tion process, an interesting future direction would be to adapt
it with algorithms that modify the local optimizer [69], [78].
Meanwhile, as the communication capacity can also impact the
device heterogeneity, incorporating model compression strate-
gies [80], [81] into FedLGA can also be an important future
direction.
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