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ABSTRACT 
Selecting relevant data subsets from large, unfamiliar datasets can 
be difcult. We address this challenge by modeling and visualizing 
two kinds of auxiliary information: (1) quality – the validity and 
appropriateness of data required to perform certain analytical tasks; 
and (2) usage – the historical utilization characteristics of data 
across multiple users. Through a design study with 14 data workers, 
we integrate this information into a visual data preparation and 
analysis tool, DataPilot. DataPilot presents visual cues about “the 
good, the bad, and the ugly” aspects of data and provides graphical 
user interface controls as interaction afordances, guiding users to 
perform subset selection. Through a study with 36 participants, we 
investigate how DataPilot helps users navigate a large, unfamiliar 
tabular dataset, prepare a relevant subset, and build a visualization 
dashboard. We fnd that users selected smaller, efective subsets with 
higher quality and usage, and with greater success and confdence. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in visual-
ization; Visualization systems and tools. 

KEYWORDS 
data quality, data usage, subset selection, data preparation, visual-
ization, visual data analysis, design study 

ACM Reference Format: 
Arpit Narechania, Fan Du, Atanu R Sinha, Ryan A. Rossi, Jane Hofswell, 
Shunan Guo, Eunyee Koh, Shamkant B. Navathe, and Alex Endert. 2023. 
DataPilot: Utilizing Quality and Usage Information for Subset Selection 

This work is licensed under a Creative Commons Attribution International 
4.0 License. 

CHI ’23, April 23–28, 2023, Hamburg, Germany 
© 2023 Copyright held by the owner/author(s). 
ACM ISBN 978-1-4503-9421-5/23/04. 
https://doi.org/10.1145/3544548.3581509 

during Visual Data Preparation. In Proceedings of the 2023 CHI Conference on 
Human Factors in Computing Systems (CHI ’23), April 23–28, 2023, Hamburg, 
Germany. ACM, New York, NY, USA, 18 pages. https://doi.org/10.1145/ 
3544548.3581509 

1 INTRODUCTION 
Data are never truly raw [42] but still require processing through 
cleaning, integration, transformation, and selection before they can 
be utilized for their intended purposes [92]. Modern organizations 
often ingest all incoming data in their native form with the intent 
of performing analytics later [32]. The inherent information over-
load due to this “load-frst” philosophy poses several challenges in 
data navigation and knowledge discovery [24, 33, 44]. For example, 
consider a user task, “analyze a large e-commerce dataset and build 
a dashboard visualizing recent geographic trends for predicting future 
sales.” To perform this task, users must frst identify relevant data 
attributes pertaining to customers’ locations (e.g., “ZipCode”) and 
then select the desired data records by applying a temporal flter 
(e.g., monthly). Unfortunately, new users unfamiliar with the data 
may adopt “trial and error” inspection strategies [21] resulting in 
the selection of irrelevant, inferior attributes while missing out on 
important attributes, undermining the outcome of the subsequent 
analysis. Even experienced users may rely upon their own past 
usage and not explore new attributes of a new dataset, also putting 
the analysis outcome into question. Furthermore, users may spend 
more time fnding relevant data than performing the analytic task at 
hand [33]. Thus, we ask, “How to design user interfaces that provide 
guidance to users to analyze large, unfamiliar datasets and select rele-
vant and efective subsets for downstream analytics and visualization 
tasks such as building dashboards and customer segmentation?” 

We interviewed 14 data workers from a large technology com-
pany who select data subsets (extract a smaller set of attributes and 
records from a larger dataset) for making dashboards (data analysts), 
training machine learning models (data scientists), and running 
digital marketing campaigns (marketers). All data workers commu-
nicated the importance of the quality of data; some of them, who 
relied on others for preparing these data subsets as they lacked the 
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necessary skill set, also refected on the potential of surfacing other 
data characteristics such as their usage across users. This feedback 
from the data workers call for an interactive, self-service tool that 
facilitates data preparation with two kinds of auxiliary information: 
(1) quality and (2) usage. We model this auxiliary information using 
the data, associated meta-data, and corresponding usage logs and 
visually present it to users to guide them during subset selection 
and analysis, a task that they all perform for diferent purposes. 

Prior art defnes data quality from multiple perspectives: con-
sumer [39], business [35, 51, 74, 87, 89], and standards-based [17, 77]. 
A single defnition covering the diferent contexts is difcult [39]. 
Contextual to this work, we defne quality as “the validity and appro-
priateness of data required to perform certain analytical tasks.” Qual-
ity is important because data are often messy, and organizations’ 
“load-frst” philosophy often results in “big data graveyards” [105] 
comprising large volumes of missing, erroneous, and irrelevant 
information. Ideally, these data defciencies would trigger correc-
tive measures or even non-use; however, most organizations fail to 
maintain data quality standards [83] as “everyone wants to do the 
[ML] model work, not the data work” [99]. In this work, we model 
three quality dimensions [89], deemed important by the experts: 
(1) completeness: frequency of non-missing values in the data. 
(2) correctness: frequency of correct values in the data. 
(3) objectivity: extent that values conform to a target distribution. 

We defne usage as “the historical utilization characteristics of 
data across multiple users,” inspired by the “data utility” descrip-
tor [101]. Users often collaborate at work [6, 26, 64, 99, 128], but 
much more around code than around data [65]. Understanding 
how data are created and shared inside an organization is underex-
plored [65]. We believe leveraging usage logs of current and past 
users, and meta-data can be one way to guide other users. Motivated 
by use cases from the data workers, we derive three dimensions 
of usage for a subset selection and dashboard building task, where 
data refers to attributes and records of a tabular dataset: 
(1) in-subsets: percentage of users that put the data in their subset. 
(2) in-flters: percentage of users that applied a flter on the data. 
(3) in-visualizations: percentage of users that visualized the data. 

We integrate both quality and usage information into a visual 
data preparation and analysis tool, DataPilot. DataPilot facilitates 
preparing a subset from a large tabular dataset for building a visu-
alization dashboard. Specifcally, DataPilot computes a standard-
ized score out of 100 for each of the quality and usage dimen-
sions, e.g., in-subsets score for the “Proft” attribute is 94 out of 
100. DataPilot also presents visual cues to guide users about the 
“good” and “bad” aspects of their data, e.g., highlighting missing 
and incorrect data values by coloring them in red. Lastly, DataPilot 
provides graphical user interface (GUI) controls as interaction af-
fordances to assist users during subset selection, e.g., range slid-
ers to flter out less popular data and sorting widgets to order 
and group data with similar characteristics together. Modern data 
tools [7, 25, 47, 79, 81, 107, 110, 112] provide a myriad of features 
such as interactive GUIs to help prepare data; however, to the best of 
our knowledge, no tool leverages usage information from the usage 
logs and associated meta-data to provide interaction afordances 
that facilitate interactive subset selection and analysis. 

We conducted a user study with 36 participants to investigate 
how the DataPilot user interface guides users (nudging them one 

way or another) to navigate a large and unfamiliar tabular dataset, 
prepare a relevant subset, and build a visualization dashboard. 
Our fndings indicate that quality and usage information together 
help users to create smaller, efective subsets with greater success 
and confdence. We defne an efective subset as one that has a 
higher percentage of attributes and records with high overall scores 
on quality and usage. Importantly, participants expressed caution 
about excessive reliance on usage behaviors of previous users as it 
can reduce exploration of quality data (pursuing novelty less), in fa-
vor of exploitation (repeating what has worked so far). Challenging 
convention, our fndings also call for visual data analysis tools to 
prioritize and integrate data preparation afordances directly into 
analysis workfows to foster more efective use of data. 

The primary contributions of this work include: 
(1) A design study with 14 data workers about tasks and chal-

lenges during data preparation and analysis that revealed 
the importance of data quality and the potential of surfac-
ing additional characteristics such as usage to improve these 
workfows and also improve user collaboration (Section 3). 

(2) Modeling of two kinds of auxiliary information: quality and 
usage, by leveraging the data, associated meta-data, and 
usage logs of users (Section 4), 

(3) A visual data preparation and analysis tool, DataPilot, in-
tegrated with quality and usage information to guide users 
during subset selection and analysis (Section 5), 

(4) A user study with 36 participants that revealed how DataPilot 
helped users to select smaller, efective subsets from large, un-
familiar datasets with greater success and confdence during 
a subset selection and dashboard building task (Section 6). 

Note that judging the true efectiveness of the selected subsets 
and the created dashboards depends on the end goals and other 
contextual circumstances, requiring expert assessment; we did not 
pursue this angle because our participants were not domain experts. 
Also, while DataPilot focuses on subset selection, additional tools 
and studies are needed to evaluate other downstream analytics 
tasks such as ranking and clustering across other applications. 

2 RELATED WORK 
2.1 Data Preparation 
Data preparation (or pre-processing) involves analyzing the data to 
ensure high-quality results through collection, integration, trans-
formation, cleaning, reduction, and discretization [129]. 

2.1.1 Subset Selection. Subset selection (or data reduction) in-
volves reducing the size of the dataset [36, 56, 91]; it can be per-
formed in two ways: feature set reduction (attributes or columns 
of a tabular dataset) or sample set reduction (records or rows of 
a tabular dataset). Feature set reduction is common when train-
ing ML models wherein users either drop irrelevant features [57] 
or reduce them through dimensionality reduction techniques [36]. 
Sample set reduction is common during market segmentation [111] 
wherein select groups of consumers are shortlisted to satisfy seg-
ment specifc goals. These techniques have been used to combat 
selection bias, e.g., by visualizing how a subset compares to the 
original dataset [12, 44]. In this work, we support subset selection 
tasks by presenting data quality and usage information to users. 
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2.1.2 Data Qality Assessments and Tools. Real-world datasets are 
often “dirty” and include a variety of data quality problems [58] that 
speculatively cost organizations trillions of dollars [48, 95]. Data 
quality is crucial to ensure that systems using the data can perform 
the intended task in a performant, scalable, accurate, and unbiased 
manner [8, 19, 22, 46, 78]. Umbrich et al. [114] point out that even 
low meta-data quality (missing meta-data) afects both the discovery 
and the consumption of the datasets. However, Kandel et al. [61] 
revealed that practitioners consider data wrangling tedious and 
time-consuming. Sambasivan et al. [99] provided empirical evidence 
of “Data Cascades” – compounding events that cause negative, 
downstream efects from data quality issues. A growing body of 
work, thus, has been focused on understanding and improving data 
quality to avoid the “garbage in, garbage out” problem [49, 96]. 

The Data Nutrition Label [53] framework, like the Nutrition 
Facts label on food, highlights the “ingredients” of a dataset to help 
determine if the dataset is healthy for a particular statistical use case. 
DataPilot provides similar at-a-glance information about a dataset’s 
quality. Tableau Prep [107], OpenRefne [47], and Wrangler [60] 
are self-service data preparation tools that provide interactive af-
fordances to explore, clean, structure, and shape the data before 
analysis. Most relevant to DataPilot is Profler [62], a visual analysis 
tool for assessing quality issues in tabular data; Profler applies data 
mining methods to automatically fag problematic data and also 
suggests coordinated summary visualizations for assessing the data 
in context, albeit without DataPilot-like usage information. 

Pipino et al. [89] frst presented sixteen objective and subjec-
tive dimensions for assessing data quality, that have since been 
extended [3, 69, 87, 101, 103, 115] as there is “no one size fts all 
set of metrics” [89] and also “no single dominant tool” [3]. Based 
on feedback from our domain expert interviewees, we model three 
of these dimensions (completeness, free-of-error, and objectivity) to 
guide users about potential data quality concerns. While data clean-
ing (e.g., imputing missing values) [18, 20, 47, 60, 72, 73, 76, 88, 94, 
104, 125] is deferred to future work, DataPilot currently provides 
novel GUI interaction afordances to support subset selection. 

2.1.3 Collaboration among Users. Prior work has examined hu-
man collaboration for information sharing and access [11, 55, 64, 
65, 99, 128]. Social translucence theory [31] describes designing 
digital systems to support collaboration in large groups by mak-
ing participants and their activities visible to one another. These 
collaborations have direct costs (e.g., employee salaries) and indi-
rect costs (e.g., time delays due to user preferences and availabil-
ity) [98, 108, 109], motivating eforts to mitigate inefciencies. 

In the visualization domain, collaborative systems [55, 117, 120, 
123] have focused on supporting both synchronous [116] and 
asynchronous [50, 122] models. In the data science domain, Auto-
suggest recommends data preparation steps in computational note-
books [126], albeit based on previously written code and not usage 
logs. Presenting users with readable, reusable code (over manual 
programming) for data wrangling in computational notebooks has 
been shown to increase user efciency, trust, and confdence [27]. 

In the database domain, providing a rich set of starter queries from 
experts has been shown to empower non-experts to use SQL for data 
analysis with ad hoc databases [54]. In the machine learning (ML) 
and artifcial intelligence (AI) community, Almahmoud et al. [6] 

studied how diferent team members communicate about the qual-
ity of ML models; they found a mismatch between user-focused and 
model-focused notions of performance and a difculty in under-
standing concerns beyond one’s role. Ehsan et al. [29] found that 
social transparency can potentially calibrate trust in AI, improve 
decision-making, facilitate organizational collective actions, and 
cultivate holistic explainability. This prior work motivated us to 
model and present usage characteristics from prior utilization of 
data to help users during subset selection. DataPilot’s modeling of 
usage information is a key novelty in addition to data quality. 

2.2 Data, Analytic Provenance, and Guidance 
With the proliferation of big data, more data [24] and meta-
data [113] (e.g., application logs) are being stored and processed. In 
database contexts, “data provenance” is used to reason about the 
current state of a data object [127], e.g., describe its provenance 
characteristics (“Data Descriptors” [101]), study secure provenance 
schemes and associated issues (Zafar et al. [127]), and document the 
purpose, performance, safety, and security of data and models (“Fact-
Sheets” [9]) and computational workfows (Wings/Pegasus [63]). 

Provenance information has also been explored for dataset reuse. 
Koesten et al. [66] described a case study that determined how 
dataset provenance information in the form of GitHub-specifc 
engagement metrics (e.g., the number of forks, watchers, stars, and 
committers) can predict a dataset’s likeliness of reuse. Facilitating 
data navigation and fostering reuse, many open data portals utilize 
and/or present provenance information [2] to users including “most-
viewed” [1], “high-value” [1], and “trending” [59, 90] datasets and 
access to example projects and user discussion boards [58, 66]. 

In visualization contexts and most relevant to this work, “analytic 
provenance” tracks users’ interactions with a visualization system 
to provide an overview of their sensemaking process [86]. This 
information is then used for product and user behavior analytics 
purposes such as generating personalized content [121], mitigat-
ing biased analytic behaviors [84, 119], increasing user trust [9], 
recommending alternate design choices [28, 71], and visual data 
exploration [122]. In HCI contexts, traces of prior interactions have 
been applied in revisiting common regions of a page using scrollbar 
history [4], tracking user interactions with documents [52], facili-
tating groupware coordination [45], and tracking user focus while 
browsing a webpage using eye- [85] and mouse-tracking [10]. 

Characterizing provenance in visualization and data analysis, 
Ragan et al. [93] present an organizational framework comprising 
fve types and six purposes of analytic provenance; our work most 
closely falls in the “Data” type (the history of changes and move-
ment of data, which can include subsetting, data merging, formatting, 
transformations, or execution of a simulation to ingest or generate 
new data) and “Collaborative Communication” purpose (communi-
cating and sharing data, information, and ideas with others who are 
conducting the same analysis). Ceneda et al. [16] characterize guid-
ance in visual analytics along three degrees (orienting, directing, 
prescribing) that specify the extent to which guidance is required 
by users and provided by the system. DataPilot provides the least 
intrusive, “orienting” guidance through visual cues hinting at the 
good and bad aspects of data quality and usage. 
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3 DESIGN STUDY AND EXPERT INTERVIEWS 
To learn about user tasks and challenges associated with subset 
selection as part of data preparation before analysis, we adopted a 
design study methodology [102] comprising semi-structured inter-
views and brainstorming and feedback sessions centered around 
iterative prototype design and development. 

We interviewed 14 data workers (�1−14; 10 males; 4 females) 
from a large technology company to learn about their current tasks, 
challenges, and requirements. These experts comprised data en-
gineers (3: �1−3), data analysts (3: �4−6), data scientists (4: �7−10), 
digital marketers (3: �11−13), and a user interface engineer (1: �14), 
with relevant working experience ranging 3-34 years (median: 15.5; 
�=16.86). We recruited these experts from within our enterprise 
network using a combination of targeted emailing and snowballing 
strategies. We conducted these interviews remotely using Microsoft 
Teams over the course of twelve weeks; the earlier sessions were 
more frequent and spontaneous than the latter weekly sessions. 

In total, there were eight sessions (including three follow-up ses-
sions) that lasted about 45 minutes each, with 1-7 domain experts 
and 2-3 study administrators participating on the calls (sessions 
�1: �2, �2: �7,8, �3: �3,9, �4: �11,12, �5: �1,4−6,10,13,14, �6: �2, �7: �4,5, 
�8: �14). These experts had an established working relationship and 
were aware of each others’ strengths and expertise, unlike a group 
meeting with complete strangers. Discussing problems and solu-
tions from such a cohesive group was valuable for us. For instance, 
the program manager often relied on the engineers’ opinion regard-
ing the technical feasibility of an idea; similarly, engineers alluded 
to the program manager for questions around prioritization and 
timelines. During these sessions, one study administrator shared a 
PowerPoint presentation and another took notes while facilitating 
a conversation structured around the following questions: 

(1) “What (kind of) tasks related to data and analytics do you 
accomplish on a day-to-day basis? 

(2) “What (types of) data do you work with? How do you prepare 
this data? What tools do you use?” 

(3) “(How) do you collaborate with other people within/outside 
your organization over your tasks?” 

(4) “What are some challenges that you face while working on 
your tasks? How do you overcome them?” 

3.1 User Tasks and Challenges 
We coded the domain experts’ spoken quotes using inductive the-
matic analysis [13], categorized them based on their roles, tasks per-
formed, challenges faced, and opinions about quality and usage. We 
make these available in supplemental material, albeit anonymized. 

We found that tasks varied quite a bit based on the diferent user 
roles. Data analysts select key performance indicators (attributes) 
and subset relevant records to design interactive dashboards and 
prepare reports for business executives. Marketers subset customer 
behavior data and demographic data by devising strategic segmen-
tation rules, e.g. a flter criteria to shortlist customers for running 
targeted digital marketing communications. Data scientists select a 
subset of relevant attributes (features) and records (observations) 
from existing datasets to build predictive models. Data engineers 
help other users (e.g., marketers) prepare their data for various 
analytical or operational uses; they also monitor the organization’s 
data repositories to control their storage and cost footprints. User 

interface (UI) engineers help design scalable interactive web appli-
cations for various user-facing use-cases. 

We also learned many general as well as domain-specifc chal-
lenges that these experts faced while performing their tasks. Every-
one communicated to us that data quality is important, e.g., “Are 
the data complete? Correct? Unbiased? Having the correct datatypes?” 
and demanded that users be made more aware of quality issues with 
additional guidance during data preparation and analysis. In particu-
lar, �1 (data engineer) acknowledged that skewness is an important 
problem, “What if all of the data came from Northern California (in 
USA)?” �11 (marketer) acknowledged from a marketing standpoint 
that segmenting a customer dataset by a skewed (and/or sparse) 
attribute can result in suboptimal targeting of communications; 
�7 (data scientist) afrmed this concern from an ML standpoint. 

With respect to sparseness, �3 (data engineer) shared from expe-
rience that missing data can be, “an empty string (“”), ASCII-space 
only string (“ ”), null string (“null”), missing string (), which is dif-
ferent from [an] explicitly null [value]; depending on how the data 
comes in, these can [mess] up your segmentation logic.” �2 (data en-
gineer) raised the computational cost of “bad” fltering strategies 
(e.g., if the frst flter minimizes the search-set by 95%; then users 
often undo that operation by running a new query which is expen-
sive). Instead, �2 suggested showing (quality) insights upfront as 
it may “instill feelings of curiosity and care in the user” and help 
catch the “bad” flter(s). Another challenge commonly faced was 
selecting “important/best/efective/relevant” attributes and records 
from a large dataset for preparing efective dashboards (�4), train-
ing accurate and fair ML models (�9), and defning segmentation 
rules for running successful marketing communications (�11). 

Many domain experts noted that collaboration during data prepa-
ration could be tedious, and thus advocated for better tools to sup-
port this process. �11 (marketer) mentioned that conveying their 
data-related requirements to the data engineers is often a tedious 
process, requiring multiple iterations that take time and critical 
information may also get lost during the exchange, advocating 
for an interactive self-service tool. �1 (data engineer) suggested 
provisioning a visual report-card similar to LinkedIn’s [80] profle 
completeness, but for datasets as that “can also give decision-makers 
outside of users who are executing these tasks an idea of how good their 
data is, prompting them to enforce data policies.” Some suggested 
surfacing insights based on the usage of data within the organiza-
tion. �3 (data engineer) frst sighed that “even if the ingested data 
might be of low quality, users sometimes don’t really care; they aren’t 
actually using it. We just have to accept that.” However, �3 also 
noted that, “the consumption [usage] of data can be really important 
here as it can provide a diferent kind of awareness” and defned two 
types of usage dimensions that may be benefcial from a business 
standpoint: “the ‘boolean logic’ [flter criteria] to perform customer 
segmentation (e.g., ‘Age’ > 18 is a common criteria to target adults) 
and ‘projections’ [referenced attributes], e.g., the ‘Name’ and ‘Email’ 
attributes are frequently utilized to target users during campaigns.” 
�3 further noted that, “If I’m defning segments and referencing felds 
that might not be good [or] garbage, with more nulls than expected, I 
want to know them. So I love the usage aspect here.” 

�9 (data scientist) suggested that data provenance (e.g., “when, 
where, and by whom the datasets were last used” ) can be used to as-
sist with data housekeeping as “there are several unused, low-quality 

https://%1a%1a=16.86


DataPilot: Utilizing Qality and Usage Information for Subset Selection during Visual Data Preparation CHI ’23, April 23–28, 2023, Hamburg, Germany 

datasets just lying around that may be archived.” �4 (data analyst) 
suggested generalizing this idea by curating “a KPI (key performance 
indicator) catalog comprising diferent metrics, how they are calcu-
lated, how often they are used in dashboards and in segments and 
in journeys, and these scores would sit right along the side.” �2 (data 
engineer) concluded that “it takes hard work to get data into a high 
quality form so any kind of re-use is a good thing, whether it is the 
output or the workfow used to obtain that output.” Inspired by these 
expert endorsements, we confrmed that guiding users about the 
quality and usage characteristics of data can be a promising way to 
help them better accomplish their tasks. 

3.2 Design Requirements Exercises 
After understanding the user tasks and challenges, we conducted 
two follow-up sessions, one each with �2 (data engineer) and �4,5 
(data analysts), to discuss architecting DataPilot and handling data 
in terms of access (authentication and ethical considerations), pro-
cessing (scalable computation strategies), and persistence (optimal 
storage mechanisms). Through a follow-up session with �14 (user 
interface engineer), we conducted design exercises wherein we 
sketched low-fdelity designs digitally as well as on paper and pre-
sented them for feedback. These sketches included visualizations, 
widgets, layouts, workfows, and interactions in the UI with an 
intention to catch errors that could surface later. We brainstormed 
on the pros and cons of each design resulting in multiple changes 
and refnements. For some designs, we developed rapid software 
prototypes with a dual purpose of exploring potential technologies 
(such as software libraries) and evaluating their feasibility, which 
further helped discard less-useful designs, refne the user tasks to 
be supported, and distill design goals, described next. 

3.3 Design Goals 
We derived six key design goals from our expert interviews that 
drove the design and development of DataPilot. 

DG1. Facilitate data preparation and visual data analysis, in 
situ. Data preparation is a necessary step before analysis. How-
ever, users must often revisit the data preparation step even during 
analysis. We derived this core design goal to support both aspects 
within the same tool (in situ), minimizing unnecessary learning of 
and switching between multiple tools and windows. In particular, 
DataPilot supports building a visualization dashboard from a subset 
selected after navigating a large, unfamiliar tabular dataset. 

DG2. Model data quality and usage information as standard-
ized scores. Because non-technical marketers (�11) often had to 
rely on data engineers (�1), we derived this goal to model each 
dimension of quality and usage information into a standardized 
score (out of 100) using smart, heuristically determined rules. This 
scoring strategy will enable comparisons and aggregations across 
dimensions, making it a “self-service” experience for users, mini-
mizing their (over)reliance on and tedious exchanges with other 
users. Power-users can still interactively specify the constraints by 
themselves, gaining some confguration control. 

DG3. Provide visual guidance about data quality and usage 
while balancing user agency and control. This goal translates 
to providing guidance to users about their data’s quality and usage 
characteristics. To balance user agency and control as desired by 

the domain experts, we provision the least intrusive “orienting” 
guidance [16], providing visual hints (e.g., highlight missing values; 
show the computed scores) without disrupting users’ analysis. 

DG4. Provide interaction and specifcation afordances for 
data discovery, subset selection, and visualization dashboard 
creation. A key novelty, this goal involves providing “self-service” 
interaction afordances (e.g., sort and flter UI controls) to help 
users inspect quality and usage information of data attributes and 
records in the original datasets, as well as the selected subsets; 
and specifcation afordances to assign data attributes to visual 
encodings (e.g., X axis, Y axis) to build a visualization dashboard. 

DG5. Enable control and context through confgurability. 
�3 (data engineer) had noted that quality and usage information 
may not always be available or applicable (e.g., there is no usage 
information yet for a newly uploaded dataset). Hence, this goal 
translates to providing options within the DataPilot UI to confgure 
the visibility of diferent components pertaining to quality and 
usage (i.e., one, none, or both), enabling multiple levels of control 
and context across users and applications. 

DG6. Design for scalability and performance. �14 (UI engi-
neer) had reiterated the challenges associated with presenting large 
amounts of data on the UI (e.g., slow load times and sluggish in-
teraction experience). We derived this goal to design a performant 
frontend application, ofoading complex operations to a scalable 
backend server for an overall fuid user experience [30]. 

4 MODELING DATA QUALITY AND USAGE 
Based on the design study described in Section 3, we now discuss 
how we modeled quality and usage information. Strategies to model 
quality and usage information depend on the types of data, users, 
and applications. In this work, we focus on a dashboard application 
in which users frst upload a tabular dataset, prepare a relevant 
subset (by selecting relevant attributes and fltering out irrelevant 
records), and use it to create visualizations that constitute a dash-
board. User-defned constraints and interactions with GUI elements 
(e.g., attribute-level selection checkboxes, range sliders for record-
level flters) are used to model, quantify, and also interact with 
quality and usage information. 

4.1 Quality 
Based on existing challenges from our domain experts around data 
skewness (�1, �7, �11), sparseness (�1, �2, �3, �11), and incorrect-
ness (�2) and prior work [89], we modeled three dimensions of qual-
ity at an attribute-level: completeness, correctness, objectivity and 
two dimensions at a record-level: completeness, correctness (DG2). 

4.1.1 Atribute-level Qality Dimensions. 

Completeness is the percentage of non-missing values among an 
attribute’s values, e.g., if 10 of 50 attribute values are nulls or empty 
strings, its completeness is 100*(50-10)/50 = 80%. Completeness can 
help users detect sparse attributes that can, for example, alter how 
well ML algorithms can make accurate predictions. 

Correctness is the percentage of correct values among an at-
tribute’s values, e.g., if 5 out of 50 attribute values are incorrect, 
then its correctness is 100*(50-5)/50 = 90%. To calculate correctness, 
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businesses can preconfgure SQL-like constraints in the DataPilot 
source code through relations (>,<,=), range (BETWEEN), pattern 
matching (LIKE), and membership (IN) operators; e.g., “SELECT 
Count(*) WHERE email NOT LIKE ‘%_@__%.__%’” computes the 
number of records with incorrect email addresses. With correctness, 
users can assess the accuracy of individual attributes. 

Objectivity is the extent that values conform to a target distri-
bution, e.g., if the Gender attribute has 120 males and 45 females, 
then it is evidently skewed towards males and hence, from a gender 
equality standpoint, not objective. We utilize Wall et al.’s Attribute 
Distribution (AD) metric [118] for measuring the deviation between 
the observed and the expected objective distribution (baseline); AD 
scores range from [0,1] so we standardize them by multiplying by 
100. With this dimension, users can detect anomalous phenomena, 
e.g., if the majority of applicants are of a specifc gender, against ex-
pectations. Like correctness, businesses can preconfgure objectivity 
constraints in the DataPilot source code. 

4.1.2 Record-level Qality Dimensions. 

Completeness is the percentage of non-missing values in each 
dataset record, e.g., if a record has 50 values (one for each attribute), 
20 of which are nulls or empty strings, then its completeness is 
100*(50-20)/50 = 60%. With this dimension, users can, e.g., discard 
sparse customer profles (records) for marketing campaigns where 
success is determined by the profles’ richness. 

Correctness is the percentage of correct values in each record, e.g., 
if a record has 50 attribute values, 15 of which are incorrect (based 
on set constraints), its correctness is 100*(50-15)/50 = 70%. With this 
dimension, marketers can discard customer profles (records) with 
invalid email addresses and social media handles that are useless 
for running marketing campaigns. 

Objectivity is inapplicable for record-level dimensions as each 
record comprises values from diferent, incomparable attributes. 

4.1.3 Overall Scores: Aggregations and Customizations. 

We compute a confgurable heuristics-based overall score for each 
attribute and record that defaults to the arithmetic mean of the cor-
responding dimensions. Based on work by Vaziri et al. [115], users 
can specify diferent weights for diferent dimensions (e.g., a user 
might prefer an overall dimension that comprises 75% completeness 
and 25% correctness, and ignores objectivity) as well as diferent 
attributes and records (e.g., a digital marketer may want to weigh 
the “Phone” attribute more than “Email Address” for correctness). 

4.2 Usage 
Based on positive feedback from our domain experts, we modeled 
usage information (DG2) across three dimensions at an attribute-
level: in-subsets, in-flters, and in-visualizations and one dimension 
at a record-level: in-subsets. 

4.2.1 Atribute-level Usage Dimensions. 

In-subsets score of an attribute is the percentage of users who 
selected that attribute to be in their subset for later use, e.g., if 15 
out of 20 users select a feature for training an ML model, then the 
in-subsets score is 100*15/20 = 75%. With this dimension, new users 

can, e.g., perform quick and efcient analysis by selecting highly 
used (important?) attributes based on subsets of prior users. 

In-flters score is the percentage of users who applied a flter on 
that attribute, e.g., by choosing a multiselect dropdown option (Gen-
der=“Female” ) or dragging range slider handles (Age ∈ [40,50]). With 
this dimension, digital marketers can, e.g., determine segmentation 
rules (flter criteria to pick certain customer profles) for running 
marketing campaigns based on previous ones. Note that in-flters 
is not a subset of in-subsets; users can flter (or not) by an attribute 
and (not) select it in their subset and vice versa. 

In-visualizations score is the percentage of users who assigned 
that attribute to one or more visual encodings (e.g., X axis) and 
utilized the resultant visualization in a dashboard. With this dimen-
sion, users can refer to popular (important?) attributes from past 
business reports to assist with the design of present ones. 

4.2.2 Record-level Usage Dimensions. 

In-subsets score of a record is the percentage of users who selected 
that record to be in their subset (as a result of flters). With this 
dimension, users can, e.g., select a subset of popular (important?) 
records and re-run new marketing campaigns by targeting cus-
tomer profles (records) from previous successful campaigns. This 
dimension is in essence the same as record-level in-flters and in-
visualizations usage dimensions because DataPilot treats a fltered 
dataset as the selected subset that is used in the visualization. 

4.2.3 Overall Scores: Aggregations and Customizations. 

Like overall quality, we computed a heuristics-based overall score 
for each attribute and record, but as the maximum of the constituent 
dimensions. Because attributes are seldom utilized simultaneously 
in subsets, flters, and visualizations, choosing mean would result in 
low scores that would be inefective and demotivating for the user; 
hence, we chose maximum. Users can ignore one or more usage 
dimensions, e.g., In-flters usage, if it is irrelevant to their use-case. 

5 DATAPILOT USER INTERFACE 
To support subset selection and analysis in the same tool (DG1), 
we designed the DataPilot UI to have a three-step workfow with 
each step navigable from others via the top left corner (Figures 1 
and 2). We fnalized this design based on pilot studies with four 
users; Section 5.5 discusses some of the alternate, discarded designs. 

5.1 Step 1: Review Raw Data 
This step, also the landing page of DataPilot, enables users to ana-
lyze a dataset and select a relevant subset (Figure 1). It consists of 
the following views: 

(A) Attribute View shows all attributes as a fattened list ( ) or as a 
nested list ( ), the latter being helpful for hierarchical datasets. To 
efciently display a large number of attributes, we utilize the virtual 
scrolling principle preventing unnecessary rendering of objects not 
visible in the viewport (DG6). A search feld allows quick attribute 
lookup via keyword-based queries. Users can also sort by quality 
and usage dimensions at the attribute-level. Each list item shows 
the attribute’s name (e.g., “sales.product.name”), its datatype (e.g., 
: Categorical, : Numerical), a bi-colored circular glyph (DG3), 
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Figure 1: The DataPilot user interface showing Step 1 (Review Raw Data) of the three-step workfow. Users can inspect the 
list of dataset attributes (A. Attribute View), inspect quality and usage dimension scores for an attribute (B. Attribute Detail 
View), visualize attribute distributions and navigate dataset records (C. Data View), incrementally flter records by attribute 
values (D. Attribute Filter View), incrementally flter attributes and records by both quality (E. Quality Filters View) and usage 
dimensions (F. Usage Filters View) to reduce the search space, get a visual summary of this fltered dataset (G. Minimap View), 
and explicitly select attributes (A. Attribute View) and records (automatically selected based on flters) for the desired subset. 

e.g., (combination of green , yellow , red colors), where the 
left-half shows the overall quality score and the right-half shows 
the overall usage score. Note that when the uploaded dataset has 
only either quality or usage information available, these bi-colored 
glyphs automatically transform into single-colored glyphs; users 
can also manually confgure them from the settings in the top-
right corner (DG5). The high (≥90), medium (≥67 but <90), low 
cutofs (that determine the three categories) and the corresponding 
colors (to accommodate color-related accessibility concerns), can be 
confgured from the legend in the top-right corner. Each checkbox 
allows users to select or deselect attributes in the subset (DG4). 
Hovering on an attribute’s name shows its description in a tooltip. 
Clicking the bi-colored glyph opens the Attribute Detail View. 

(B) Attribute Detail View is an overlay showing details of the at-
tribute quality and usage, like LinkedIn’s [80] profle completeness 
(DG3). Like the bi-colored glyph, the left column shows data quality 
dimensions and the right shows usage dimensions along with the 
scores visualized on 5-point icon-array rating scales, e.g., “place-
context.geo.city” has a 100% completeness score ( ) and 
an 87% overall usage score ( ). Hovering the info icon 

shows the dimension’s defnition (e.g., “Completeness is the per-
centage (%) of non-missing values in the attribute” ) and any pre-
confgured rules for the calculation (e.g., “sales.purchases.price is 
considered correct if it is ≥ 0” ) to help educate the user (DG2). 

(C) Data View shows the entire dataset in an interactive table. The 
frst row shows a summary view of attribute characteristics such as 
cardinality (number of unique values), missing values, and distribu-
tion plots (area charts for numerical , bar charts for categorical 
attributes that show the underlying data distribution in black and 
the fltered data distribution in blue) (DG3). Table cells that have 
missing or incorrect values (e.g., “sales.purchases.price”=“NaN”) are 
highlighted in red with details shown on hover (DG3). Standard 
operations such as search, pagination, and sorting are integrated 
within the table controls. Users can also sort by quality and us-
age dimensions at the record level (DG4). In Figure 1, the records 
are sorted by completeness (the “Sort Values” dropdown in the 
Data View) and the columns are sorted by correctness (the “Sort” 
dropdown in the Attribute View), both in the ascending order . 

(D) Attribute Filter View enables users to flter the dataset by 
applying flters for each attribute by dragging them (from the At-
tribute View or the Data View) into this view’s drop-zone (DG4). 
Multi-select dropdowns for categorical and range-sliders for 
numerical attributes along with visual scents (embedded visu-
alizations that provide information scent cues for navigating in-
formation spaces [122]) for the distribution of attribute values in 
the original dataset (in black) and after applying flters (in blue) 
help the user determine appropriate flter criteria (DG3). Unlike 
selection of attributes, where one must explicitly check checkboxes 
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Figure 2: DataPilot Step 2 (Review Selected Subset) and Step 3 (Create Dashboard). Users review their selected attributes 
(H. Attribute View) and records (I. Data View), assign attributes (J. Attribute View) to encodings (K. Encodings View), inspect 
the resulting visualization (L. Visualization Canvas) and save it to the dashboard (M. Saved Visualizations). Users can freely 
navigate between the three steps. 

to add to the subset, DataPilot automatically selects all remaining 
records after fltering into the subset. 

(E) Quality Filters View enables users to flter the dataset by 
quality dimensions at both an attribute and a record level (DG4). For 
example, applying the attribute-level completeness flter ∈ [60, 100] 
removes all data attributes (columns) that have a completeness 
score outside the range. Similarly, a record-level completeness flter 
∈ [50, 75.61] flters out all records (rows) outside that range. 

(F) Usage Filters View, like the Quality Filters View, enables 
users to flter the dataset based on usage dimensions (DG4), For ex-
ample, applying the attribute-level in-subsets usage flter ∈ [30, 100] 
removes all attributes that were selected by less than 30% of users. 

(G) Minimap View provides a novel, visual overview of the pro-
portion of attributes and records originally in the dataset (gray), 

currently visible after applying flters (blue), and selected in the 
dataset subset (green) (DG4). We disabled the green (selected) state 
by default as our pilot users found it to be overwhelming (Sec-
tion 5.5). The width and height of the rectangular area encode 
the number of attributes and records, respectively. This view is 
discretized into small rectangles proportional to the dataset size. 

5.2 Step 2: Review Selected Subset 
This review step consists of the (H) Attribute View and (I) Data 
View with just the selected attributes and records (Figure 2). 
Viewing all selected attributes stacked together enables users to 
inspect the relative distributions of high, medium, and low qual-
ity and usage scores; this view also makes it easy to inspect the 
distribution of the red highlights (missing or incorrect values) in 
the selected table cells; both of these tasks would be difcult in 
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Step 1 in the presence of deselected attributes. This step makes 
users pause and refect on their subset selection performance before 
moving onto building a dashboard (DG1). 

5.3 Step 3: Create Dashboard 
After reviewing the selected subset, this step helps users create and 
save univariate and bivariate visualizations, collectively forming a 
dashboard (Figure 2) (DG1). This step consists of: 

(J) Attribute View is the same as the Attribute View in Step 2. 

(K) Encodings View allows users to create visualizations by spec-
ifying a chart type (bar chart, scatter plot, line chart), dragging 
attributes onto visual encodings (X, Y), and determining aggrega-
tions (sum, mean, max, min) wherever applicable (DG4). 

(L) Visualization Canvas renders the visualization based on the 
specifcations confgured in the Encodings View. Users can save a 
visualization by giving it a title and clicking the save icon . 

(M) Saved Visualizations View shows the list of all visualizations 
saved from the Visualization Canvas. This view also allows users 
to delete one or all saved visualizations as needed (DG4). 

5.4 Implementation 
We developed the DataPilot frontend in Angular [43], which in-
terfaces with a Python [37] server in real-time over the HTTP 
REST [97] and websocket [34] protocols. The datasets, user interac-
tion logs (collected from the frontend), and auxiliary information 
were all stored in PostgreSQL, and queried later using SQL (DG6). 

5.5 Design Alternatives 
Before fnalizing the design of DataPilot, we presented an initial 
version of the interface to four pilot users to assess the feasibility of 
certain designs as well as the fdelity of the evaluation task planned 
for the user study (Section 6). Some of our design considerations 
that did not make it to the current version are described next. 

Before fxating on the bi-colored glyphs next to the attribute 
names, we experimented with other visual variables such as size 
(e.g., a larger circle means higher score) and shape (e.g., quality is 
square and usage is a circle). We did not choose these alternatives in 
order to satisfy DG5 (confgure DataPilot to support one, none, or 
both of quality and usage information); the bi-colored glyphs were 
more aesthetic as they retained a consistent circular shape while 
using diferent colors to describe diferent dimensions across confg-
urations. Next, we picked a discrete three-class (high, medium, low) 
scale over a continuous scale to help users perceptually distinguish 
between (and form groups of) attributes by color hue instead of 
the less efective saturation [67]. For the fve-class rating scales 
in the Attribute Details View, we considered a progress bar-like 
continuous widget that encodes the size (length), but eventually 
chose discrete icon arrays as they are easy to read [41]. For selecting 
records into the subset, we considered if they should, like attributes, 
be selected manually through checkboxes; however, this one-by-
one selection was deemed tedious and was hence discarded. Finally, 
to facilitate data preparation along with analysis, we had several 
workfow-related considerations, e.g., How many steps should we 
have? Should they be linear? Is the review step necessary? Our pilot 
users helped us fnalize the fexible, linear, three-step workfow. 

5.6 DataPilot Example Scenarios 
To illustrate how DataPilot can help users prepare relevant subsets 
from large, unfamiliar datasets, we developed two usage scenarios 
about two hypothetical users - Sunny (data engineer) and Kiran 
(data analyst); these scenarios were developed in collaboration with 
the domain experts to ensure domain relevance (Section 3). 

5.7 Case 1: Expert User, Improved Performance 
Sunny, an experienced data engineer, often prepares data sub-
sets for analysts who then prepare business reports. They open 
DataPilot, upload a recent batch of customer transactions data for 
an e-commerce app, and begin analysis. Given their domain ex-
pertise, they quickly lookup known attributes via the search feld 
and select fve attributes for their subset: “sales.product.name” , 
“sales.purchase.price” (in USD), “timestamp” (of purchase), 
“placecontext.geo.countrycode” (e.g., ‘IN’ for India), and “envi-
ronment.operatingsystem” (e.g., ‘iOS’). 

They switch to Step 2: Review Selected Subset where they 
observe several cells in the data table (which now only shows the 
fve selected attributes) with a red background. In particular, the 
“placecontext.geo.countrycode” column is highlighting cells with 
the value “AA” ( ) and the “environment.operatingsystem” 
column is highlighting cells with blank (missing) values ( ). 
Realizing no country has “AA” as their code (as per DataPilot’s 
correctness constraint and from their own knowledge) and that a 
majority (706 out of 1000) of values for operating system are missing, 
they go back to Step 1: Review Raw Data to make amends. 

They drag the “placecontext.geo.countrycode” attribute from 
the Attribute View into the Filter Panel to remove all records with 
“AA” values ( ) and separately alert the data collection team 
about this issue. To absolutely ensure that their data are correct 
across all attributes, they apply a record-level “Correctness” flter 
( ) to only keep 100% correct records. Finally, they deselect 
“environment.operatingsystem” from the subset and instead select 
another attribute “environment.browserdetails.useragent” that 
has similar information, e.g., ‘Mozilla/5.0 (iPhone; CPU OS 12_0 like 
Mac OS X; en_US)’ and although it has not been used often before 
(right half is red), it is of high overall quality (left half is green). 
In this way, throughout their working session, DataPilot helped 
Sunny become aware of issues with their data, guiding them to 
prepare a more complete and correct subset. 

5.8 Case 2: New User, Efective Onboarding 
Kiran recently joined a data analytics company and is tasked with 
becoming familiar with a client’s data for designing future dash-
boards. They upload a client dataset of e-commerce transactions 
into DataPilot and start analyzing. The dataset is large and unfamil-
iar. They start inspecting the attribute names and descriptions from 
the Attribute View and the corresponding values and distribution 
plots in the Data View ( ). Overwhelmed by the sheer 
size of the data and wanting to speed up their onboarding, they 
modify their strategy to only target important attributes. 

They try to reduce the attribute search space by applying 
attribute-level flters in the Quality Filters View and Usage Fil-
ters View as proxies for importance. Specifcally, they inspect the 
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distributions over the respective range sliders and flter out at-
tributes with an overall quality score < 75 ( ) and an over-
all usage score < 25 ( ), reducing the number of attributes 
to a manageable 17. Finally, they sort these attributes by over-
all quality score in the descending order ( ) and 
start inspecting their name, description, and and 

scores in the Attribute Detail View (via the bi-
colored circular glyphs ). In this way, DataPilot helped Kiran get 
onboarded to a new, unfamiliar dataset quickly and efectively. 

6 EVALUATION 
We conducted a user study to evaluate and understand how the qual-
ity and usage information in DataPilot guides users in preparing 
efective data subsets for subsequent analysis. 

Task: We designed a task involving subset selection and visual 
analysis wherein participants are expected to: 

“Explore a dataset of online customer behavior on an 
e-commerce website, prepare an efective subset1 to de-
termine meaningful drivers of $ (dollar) sales revenue 
for the company, and create a dashboard of at least 
three visualizations to convey their fndings.” 

Participants: We recruited 36 participants consisting of profes-
sionals and researchers from industry and academia: students (23), 
business consultants (2), senior data analysts (2), assistant profes-
sor, associate product manager, data science manager, postdoctoral 
scholar, program manager, quality assurance engineer, scientist (clin-
ical trials), software developer, and UX designer. Participants were 
pursuing or had received bachelors (3), masters (14), or doctoral (19) 
degrees in computer science (21), human-centered computing (4), 
human-computer interaction (2), business administration (3), phar-
maceutical sciences, economics, electronics engineering, systems engi-
neering, data science, or information studies. Demographically, they 
were in the 18-24 (13), 25-34 (19), 35-44 (3), or preferred not to say (1) 
age groups (in years) and of female (16), male (19), other (0), or 
preferred not to say (1) genders. They self-reported their experience 
performing any kind of data analysis using visual analysis tools 
(e.g., Excel, Tableau) or programming as either everyday or part of 
the job (10), often (13), occasionally (13), rarely (0), or never (0). 

Dataset: For the purpose of a thorough evaluation of all DataPilot 
capabilities and to ensure completion of the task within the stip-
ulated study duration, we used a random sample of 1000 records 
and 42 attributes (columns) from an open-source digital marketing 
dataset [68] and infused certain quality issues pertaining to correct-
ness and objectivity (by setting appropriate constraints). We marked 
quality and usage (and overall) scores such that ≥90 is marked as 
high , ≥67 but <90 as medium , and the rest as low . We fxed 
these thresholds to realize a reasonable distribution of attributes 
and records across the three (high, medium, low) categories, so 
that participants are neither demoralized (all scores are low) nor 
overconfdent (all scores are high). 

System Confgurations as User Study Conditions: To achieve 
DG5, we designed DataPilot to support four confgurations: (1) nei-
ther quality nor usage, (2) only quality, (3) only usage, and (4) both 
quality and usage. Of these four confgurations, we did not explic-
itly evaluate the (3) only usage confguration because our expert 
interviews highlighted addressing data quality concerns as most 
important and that usage information alone must never power 
“data-driven” analysis and decision-making, at least not without 
more important aspects such as quality. Hence, we utilized the other 
three DataPilot confgurations as standalone study conditions in a 
between-subjects evaluation, described next. 

[B] Baseline: With this confguration, we aim to understand user 
strategies without quality and usage information, also simulating 
what many current systems do (e.g., Tableau [106]). Specifcally, the 
bi-colored glyphs next to the attribute name, flter and sort options, 
and visual scents (in the table) for usage and quality are all hidden. 

[Q] Quality: With this confguration, we aim to understand how 
users utilize only quality information to perform the study task, 
also simulating what many current systems do (e.g., Profler [62], 
Trifacta [110]). This condition would also enable us to compare 
against the following D confguration (that has both quality and 
usage information). Specifcally, only single-colored circular glyphs 
next to the attribute name, sort and flter options, and visual scents 
(in the data table) that are relevant to quality are visible and enabled. 

[D] DataPilot: This all encompassing confguration shows both 
data quality and usage information in the interface. Specifcally, 
all features described in Section 5 are enabled. Usage information 
for the D condition were computed by processing the interaction 
logs of the participants in the B and Q conditions (24 participants). 
We computed each attribute’s in-subsets score as the percentage 
of participants who selected that attribute to be in their subsets, 
in-flters score as the percentage of participants who fltered by that 
attribute, in-visualizations score as the percentage of participants 
who assigned that attribute to a visual encoding, and an overall 
score as the maximum of the three aforementioned scores. Similarly, 
for each record, we computed the in-subsets score (also the overall 
score in this case) by computing the percentage of participants who 
selected that record (automatically as a result of applied flters) to be 
in their subsets. To disregard temporary, unplanned, and accidental 
selections during analysis, we compute this information only based 
on the fnal state of the interface at the end of the task (selected 
subset, applied flters, saved visualizations). 

Study Session: We assigned participants to one of the three study 
conditions (B, Q, D) while trying to balance for their backgrounds, 
demographics and visual data analysis literacies. Each study session 
lasted between 60 and 90 minutes, with D taking longer than Q than 
B due to diferences in participants’ training and practice times. We 
compensated each participant with a $15 gift card for their time. We 
conducted the study remotely using Microsoft Teams [82]; the ex-
perimenter provided participants access to the study environment 
by sharing their (experimenter’s) computer screen and granting in-
put control to the participant. After providing consent, participants 
saw a video tutorial (B:5, Q:7, D:10 minutes long) that demonstrated 

1Note that a data subset comprises attributes and records less than or equal to those 
in the original presented dataset. 
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the features of DataPilot2. Participants then performed a practice 
task on a dataset of houses (adapted from [23]) to get acquainted 
with the UI before starting the actual task. 

The actual task lasted a maximum duration of 30 minutes. Partic-
ipants were not required to think aloud during the task to simulate 
a realistic work setting (although some participants felt comfort-
able doing so). During the task, participants’ interactions with 
the system (e.g., the flters they applied, the data subsets they se-
lected) were logged. The study ended with participants completing 
a questionnaire to rate the usefulness of DataPilot’s features and a 
semi-structured debriefng interview for 10 minutes in which partic-
ipants refected on their overall experience, provided feedback, and 
answered other questions. At the end of the debriefng interview, 
the experimenter also demonstrated the D confguration to both B 
and Q participants to get their initial reactions and elicit feedback 
on how the new set of aids would have hypothetically helped them 
accomplish their task diferently. Each debriefng interview was 
screen- and audio-recorded for subsequent qualitative analysis. 

6.1 Hypotheses 
We structure our study analysis according to the hypotheses below, 
predetermined before the study based on our expectations from the 
intended purpose of the tool, former perception studies, feedback 
from pilot studies, and our own instincts. > implies more or greater 
than; < implies less or smaller than. 

H1 B (Baseline) > Q (Quality) > D (DataPilot) in terms of the 
number of attributes and records in the selected subsets. 

H2 B > Q > D in terms of the proportion of attributes and records 
with low quality and usage in the selected subsets. 

H3 B < Q < D in terms of the proportion of attributes and records 
with high quality and usage in the selected subsets. 

H4 B < Q < D in terms of success and confdence after the task. 
H5 B < Q < D in terms of amount of efort, temporal demand, 

mental demand, and frustration while doing the task. 
H6 Participants will fnd quality information to have greater 

utility than usage information while doing the task. 

6.2 Results 
Below, we present fndings from the user study and discuss them 
in the context of qualitative participant feedback. �1,...,12, �1,...,12, 
�1,...,12 refer to the 36 participants in the Baseline (B), Quality (Q), 
and DataPilot (D) conditions, respectively. Participant quotes spo-
ken during the debriefng interview and responses written in the 
questionnaires were both coded and categorized using afnity dia-
gramming [40], an inductive thematic analysis [13] technique. One 
experimenter came up with an initial set of categories that were 
then refned during iterations with three other experimenters until 
a consensus was reached; the fnal codebook consisted of 6 high-
level categories with 43 detailed, low-level codes. Relevant study 
material consisting of the users’ interaction logs, questionnaires, in-
terview transcripts, assigned qualitative codes, data analysis scripts, 
and relevant fgures with RainCloudPlots [5] (instead of box plots) 
are made available in the supplemental material. 

2D participants saw both quality and usage; Q only saw quality; and C saw neither; 
hence the diference in the duration of the respective video tutorials. 

6.2.1 Feedback on DataPilot’s Qality and Usage Information. 

DataPilot, the system. Overall, participants found DataPilot to be 
useful, reporting above average system usability (SUS [15]) scores 
across the three conditions as {B: 80.21, Q: 74.17, D: 71.67}. �4 
commented that “Providing detailed auxiliary information such as 
the quality and usage of each data attribute is very important and 
missing in current tools like Tableau and PowerBI.” �8 also explained 
why quality and usage information are important noting, “80-90% 
of true data analysis, data science, machine learning is [the data 
preparation] step. These [quality and usage] measurements that you’re 
creating to allow users to start [working on their tasks] and make 
them explore some of the unintended consequences is very powerful. 
It has ample opportunity for future discovery to continuously make 
this a better product, so very very fascinating stuf.” 

Quality information. Participants had overall positive feedback 
for the quality information. �10 commented that “There are invisible 
problems with your data and you don’t necessarily fnd out until 
you start playing around with the visualizations. [Furthermore,] in 
aggregate visualizations, you either have limited or no ability to 
identify quality problems so I appreciate that DataPilot is just very 
explicit about these quality issues.” �7 noted that “It is important for 
systems to provide such out-of-the-box insights so that users like me 
who don’t write code don’t completely ignore these aspects and can 
rely on the green attributes and just get started with analysis.” �8 
saw “a lot of value to enable users to more quickly flter [attributes 
and records] through the signal of these measurements of quality as 
opposed to learning [them] on their own.” However, �8 also expressed 
caution about “confounding factors, especially missing data, because 
many times data is not missing at random it is actually missing and 
telling a story,” suggesting quality information can provide a good 
starting place but additional analysis by users may still be required. 

Usage information. There was mixed feedback regarding the 
usage information. Participants with positive feedback suggested 
using usage information to perform fast and efcient analysis (�6), 
to seek validation “by performing little investigations” (�1), “to check 
if they have a similar opinion as others” (�4), “to identify new things 
where other people are not looking” (�3), to seek guidance from 
predecessors (e.g., �2,11), to avoid repeating past mistakes (�3), and 
to choose between conficting choices (e.g., “for some attributes it’s 
not easy to decide...but usage can help choose” - �8). Participants 
with mixed and negative feedback said they would not care (�3) 
or rely on what other people did as they do not know anything 
about the other users and would have to assume they did a great 
job with their analysis (�1, �10). Participants also raised concerns 
around bias and following the crowd as “one might miss out on an 
uncommon attribute that is also useful” (�7). 

6.2.2 Comparing Prepared Subsets. Table 1 and Figure 3 show the 
sizes of subsets (total number of attributes out of 42 and records out 
of 1000) selected by the participants (Figure 3a) and the distribution 
of high, medium, low values of attribute- and record-level quality 
and usage information (Figure 3b). Validating H1, D chose the 
fewest attributes and records followed by Q followed by B. 

Furthermore, D chose a higher percentage of high overall quality 
attributes than Q than B. Because the dataset was sparse (a majority 
of values in each record were empty), no record had a high overall 
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Figure 3: (a) Number of attributes and records in the participants’ selected subsets and (b) attribute-level and record-level 
distributions of high, medium, low overall scores for both quality and usage across the three study conditions (B, Q, D). 

Table 1: Statistics associated with the prepared dataset sub-
sets in terms of their “Size” and distribution of high (“% H”), 
medium (“% M”), low (“% L”) values for attribute- (“A”) and 
record-level (“R”) quality and usage scores across the three 
study conditions (B, Q, D). The bolded and highlighted values 
in each row support our hypothesis, specifcally H1, H2, H3, 
e.g., 6.5 (D) has the smallest � of number (“Size”) of attributes 
(“A”) selected in the subset, supporting H1. No record (“R”) 
had a high (“% H”) overall quality score because the chosen 
dataset was sparse. In addition, medium (“% M”) values were 
not part of our hypotheses; thus, the table cells correspond-
ing to these values are neither highlighted nor formatted. 

Baseline (B) Quality (Q) DataPilot (D) 
� � � � � � 
Size of Prepared (Selected Subsets) 

Size A 9.17 2.44 7.92 2.19 6.5 2.32 
R 866.17 253.08 710.83 282.85 642.17 249.18 

Distribution of Overall Quality Scores 

% H A 60.45 16.63 74.47 18 77.32 17.73 
R 0 0 0 0 0 0 

% M A 29.90 20.43 22.22 13.94 20.83 16.36 
R 42.36 4.12 54.78 17.09 57.45 18.7 

% L A 9.65 10.32 3.31 8.36 1.85 6.42 
R 57.64 4.12 45.22 17.09 42.55 18.70 

Distribution of Overall Usage Scores 

% H A 11.67 33.20 13.72 4.54 15.45 8.27 
R 29.03 8.14 38.16 16.89 38.78 12.97 

% M A 15.29 9.53 11.18 9.81 16.46 12.95 
R 55.54 3.90 54.11 13.16 54.82 8.59 

% L A 73.04 11.37 75.09 7.87 68.08 16.45 
R 57.64 4.12 45.22 17.09 42.55 18.70 

quality score, hence the corresponding �� , �� values for B, Q, D 
were all 0. D also chose a higher percentage of high overall usage 
attributes and records than Q than B. These results validate H3. 

Similarly, D chose a lower percentage of low overall quality at-
tributes and records than Q than B. Furthermore, D chose a lower 
percentage of low overall usage attributes and records than Q and 
B, validating H2. These fndings suggest that quality and usage 
information nudged users to prepare smaller, more efective subsets. 

6.2.3 Task Fidelity Scores. Figure 4 shows participant feedback on 
the fdelity of the task on a seven-point Disagree (1) to Agree (7) 
scale. D reported higher or comparable mental demand (�� =5; 
�� =5; �� =4.5; M=median), hard work (�� =5; �� =4; �� =4), and 
frustration (�� =2.5; �� =2.5; �� =2) than Q than B, fnding some 
evidence in support of H5. We attribute this result to the increased 
complexity due to additional user interface elements in D, that may 
have afected users’ cognitive load. However, D reported greater 
success (�� =6; �� =5.5; �� =5) and confdence (�� =5.5; �� =5; 
�� =4.5) in the end, validating H4 and suggesting that the auxiliary 
information helped participants perform the task more efectively. 

6.2.4 Importance of General, Qality, and Usage Information. We 
asked participants about the importance of diferent kinds of gen-
eral, quality, and usage information in the interface on a Not at all 
important (1) to Very important (7) scale. Except attribute datatypes, 
other general information such as attribute names, values, distribu-
tions, cardinalities, and descriptions were mostly useful (Figure 5a). 

Figures 5b, 5c show that overall, both Q and D participants found 
quality information to be useful (�� =5; �� =5; M=median). At the 
attribute-level, completeness (�� =6; �� =6) was more important 
than correctness (�� =5; �� =6) and overall (�� =5; �� =5), while 
objectivity (�� =3.5; �� =4.5) received mixed scores. Many par-
ticipants felt completeness was the most important (�5, �3,6,9,10) 
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Figure 4: Assessment of the fdelity of the study task as 
reported by participants on a seven-point Disagree (1) to 
Agree (7) scale. D participants reported higher or comparable 
mental demand, hard work, and frustration but greater suc-
cess and confdence at the end of the task than Q than B. 

because “[they were] not the one who set the rules for correctness and 
objectivity” (�6). Scores were mixed for the record-level dimensions: 
overall (�� =4; �� =4), correctness (�� =4; �� =3.5), and complete-
ness (�� =4; �� =4). �4 tried to make their subset as authentic as 
possible with mostly complete records but �7 did not as they felt it 
would be counterproductive after applying attribute-level flters. B 
participants, when presented with quality information during the 
debriefng, stated that they either assumed there were no missing 
values (�2,10), forgot to look for them and vowed to be more alert 
next time (�9), or thought of but ignored them (�4,7). 

Figures 5b, 5d show that overall, D participants had mixed 
feedback about the usage information (�� =5; M=median). �2,7,8 
found them useful, �1 not so much, and �3,4,5,10 raised concerns 
about bias and loss of originality, suggesting usage be provided with 
care in specifc situations. At the attribute-level, overall (�� =5) was 
more important than in-subsets (�� =4), in-visualizations (�� =3.5), 
and in-flters (�� =3). Most participants also stated overall to be 
the most important dimension except �6 who “went for the highest 
[usage] in flters.” Participants found the record-level dimensions 
less useful (in-subsets: �� =3). Q and B participants, when they 
were presented simulated usage information during the debriefng 
interview refected that usage can “give [them] more confdence in 

selecting attributes” (�4), help verify their work (�1), and be guided 
by others’ work (�8, �2). Overall, participants found quality to be 
more important than usage, as noted by �4, “Data quality is way 
more important in our daily life and only if there are several people 
working on the same dataset or tool, then data usage may be helpful” 
and �12, “If an attribute is of high quality but low usage, I would still 
pick that attribute.” Collectively, these results validate H6. 

7 DISCUSSION 
7.1 Participant strategies to select subsets. 
Only quality. Ten Q and two D participants relied only on quality: 
�4 discarded incomplete records by applying a completeness flter, 
�1,5 fltered out attributes based on completeness, and �3 looked 
for high overall quality attributes via the colored glyphs. 

Only usage. No D participant relied only on usage, vindicating 
our domain experts’ judgment that quality is still the most critical 
information during data-driven preparation and analysis. 

Both quality and usage. Seven out of twelve D participants used 
both quality and usage. For example, �9 applied quality flters and 
then focused on the bi-colored glyphs to avoid the low usage 
attributes. �8 sorted attributes by overall usage scores before ap-
plying quality flters, �11 inspected the in-subsets usage dimension 
after applying quality flters, and �4,6 used quality to make initial 
selections and then usage to verify and validate. 

Neither quality nor usage. All B (as they did not see any auxil-
iary information), two Q (�1,2), and three D participants (�2,3,10) 
primarily relied on general attribute information (e.g., attribute 
names and descriptions) and correlation and trend analysis (e.g., by 
creating visualizations) to select their subsets. 

Other non data-driven strategies. Participants also relied on their 
preconceptions (�3, �4), common sense (�1), intuition (�2,3,5,7), 
and trial and error practices (�3,6) as secondary strategies, high-
lighting the role of human-intelligence in data-driven analysis. Mod-
eling auxiliary information such as quality, usage can minimize 
uncertainties and inconsistencies associated with such strategies. 

7.2 Refections on the three-step workfow. 
We designed DataPilot to facilitate a three-step workfow: (1) Re-
view Raw Data, (2) Review Selected Subset, and (3) Create 
Dashboard, that forces the user to frst select attributes and records 
of interest before creating visualizations. This approach deviates 
from many visual data analysis workfows wherein either there are 
no steps and no means to (de)select attributes (e.g., Voyager [124], 
Lumos [84]) or all attributes are selected by default and users can 
only hide irrelevant ones (e.g., Tableau [106]). In Power BI [81], 
users are frst presented with a separate “Query Editor” to trans-
form data before analysis; however, because data preparation is an 
iterative process, users can utilize the “Transform Data” feature 
to open the “Query Editor” window at any time during analysis. 
Tableau Prep [107] on the other hand, is a separate tool that provides 
data preparation afordances before use in Tableau [106]; Tableau 
Prep does, however, have the “Open sample in Tableau Desktop” 
feature for users to test how a sample of the data currently under 
preparation would appear during the eventual analysis in Tableau. 
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Figure 5: Importance and trustworthiness scores of general, quality and usage information for attributes and records across the 
three study conditions. There are no box plots for some study conditions, e.g., Baseline (B) in (b)-(e), as they were not applicable. 

Regarding DataPilot’s fexible, three-step workfow, participants 
found it useful as “it made [them] think about what is important, 
whereas in Tableau, one imports the dataset and then immediately 
goes on to the chart making step, dragging and dropping attributes 
hoping to fnd something interesting” (�1). �11 commented, “I think 
Step 1 is the most important step for me in creation of the dataset. I 
know that charts are very important but they are appropriately put at 
the third step otherwise it would get overwhelming while having all the 
attributes.” For some participants, the workfow helped them focus 
on individual aspects of data (�10), was time saving because they 
could quickly identify if the attributes that sounded important and 
interesting were not worth looking at (�10), and prevented junk data 
from reaching the chart creation step (�7). �3 used the Review Raw 
Data step as more exploratory and found it convenient “to move back 
and forth between the steps to remove certain attributes that [they] 
don’t need” and liked the Review Selected Subset step as “they get to 
see just their smaller, cleaner subset of data.” However some others 
requested support for “creating charts using all attributes” (�10) so 
that “[they] don’t have to tab back and forth” (�10). 

7.3 Trust, bias, convergence, ethics concerns. 
We asked Q and D participants to rate the trustworthiness of the 
auxiliary information they interacted with. As shown in Figure 5e, 
both Q and D participants found quality (�� =5.5; �� =6) to be more 

trustworthy than usage (�� =4.5). Whereas �12 simply “trusted the 
overall [quality] score,” some others exhibited hesitation in trusting 
the quality scores, referencing the preconfgured constraints for the 
correctness and objectivity dimensions and the lack of clarity around 
how these were defned; some participants stated that “[they] don’t 
trust [their] manager or the settings they’ve made” (�3) as “they may 
not be doing it in a reliable or an unbiased way” (�5). 

Participants similarly expressed a lack of trust for usage, particu-
larly about the behavior or decisions of other people since they do 
not know them (�10), their experience (�9), their expertise (�1,9, 
�1), or their tasks (�5, �4,10,12). �10 noted, “I’ll trust [usage informa-
tion] if I know the ten people working with me and everyone is doing 
this [same] task.” �1 commented, “I don’t want to depend on previous 
people’s understanding of the system.” �12 wondered if the people 
who created these data had diferent objectives, hence “[they] might 
be using data to get totally diferent insights as compared to another 
team, so [they weren’t] comfortable trusting usage.” 

In addition to discussing trust, participants reported usage in-
sights as a potential source of bias. �7 commented that “[usage 
information] would defnitely bias the perspective of people who are 
doing data exploration themselves...it is not necessarily expert explo-
ration but leaning towards exploitation.” �5 explained that “If I have 
to see how other people are using the dataset, then that would bias 
me.” �7 referenced convergence theory [75], “If I select an attribute 
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and notice that not many people have selected it in the past, then I 
will be compelled to deselect it. On the other hand, if previous users 
did not select an otherwise relevant and important attribute, then it 
will likely stay lowly consumed due to the convergence efect.” 

Privacy was another concern reported by both participants and 
our domain experts. Applicability and availability aside, participants 
questioned if it is ethical to extract usage data and share it publicly, 
even if it is anonymous and aggregated. They also raised concerns 
around users unwilling to share their usage history. In fact, Thom-
Santelli et al. [108] found that tension may arise between users 
(experts and novice contributors) especially when they perceive a 
threat (e.g., when a workplace bonus or promotion is at stake). 

With the above considerations, we believe providing quality 
and usage information during subset selection and analysis was an 
efective way to alleviate many of our domain experts’ concerns; 
however, providing additional context and advanced confguration 
capabilities is the next important step, especially for power users. 

8 LESSONS LEARNED 
Give importance to data preparation, not just visual data 
analysis. Motivated by the “garbage in, garbage out” principle, 
applications need more data work [99], as was also echoed by our 
users. Achieving this balance in data analysis tools is desirable and 
raises the need for functionality to inspect and interact with auxil-
iary information such as DataPilot’s quality and usage. Furthermore, 
the workfow change to prioritize and integrate data preparation 
(e.g., by frst selecting relevant attributes and records) into current 
visual data analysis tool workfows should be considered. 

Present quality information for accurate and objective anal-
ysis. Evidenced by positive user feedback in terms of both impor-
tance and trust, quality can nudge users to pause and refect upon 
the state of their data and take suitable corrective actions (e.g., clean 
the data) before performing analysis, or not use the data at all. 

Present usage information, albeit with care and caution. Users 
had mixed feedback about usage in terms of both importance and 
trust. While usage information can help nudge users to draw inspi-
ration from previous judgments, it can also be counterproductive, 
leading to the propagation of negative practices (e.g., biased analytic 
behaviors) or hampering creativity and originality (e.g., preventing 
fresh, new ideas to fourish) within the organization. One way to 
achieve a good balance is to present usage information on demand, 
e.g., “when I get to know the dataset, I want to hide the second half 
[usage] of the [bi-colored glyph]” (�5). 

Diferent tasks call for fexible information. Data prepara-
tion and subsequent analysis are contextualized by specifc task 
requirements and user preferences. Tools must provide the desired 
fexibility to, e.g., assign diferent weights to constituent quality 
and usage dimensions or determine diferent aggregation func-
tions (max, mean) for calculating the overall scores, override preset 
constraints to assess correctness and objectivity, and modify the 
thresholds to determine the high, medium, low score cutofs. 

Additional degrees of guidance towards quality and usage 
characteristics may be pursued. Participants found that the vi-
sual interactive afordances for quality and usage information were 
useful for “orienting” [16] them with the dataset. Future tools could 

also explore higher guidance degrees (e.g., “directing” or “prescrib-
ing” [16]) to more actively steer users rather than just passively 
increasing awareness hoping they react in good conscience. 

Organizations should start building and utilizing collective 
intelligence. Organizations should capture usage logs across their 
databases and applications to model usage information to increase 
general user awareness within and across teams. Moreover, as new 
data is regularly ingested (and old data archived), persistence and 
subsequent monitoring of the auxiliary information can help detect 
shifting trends, fag anomalous events, and generally track data 
provenance, ensuring accurate and efcient data management. 

9 LIMITATIONS AND FUTURE WORK 
We noted fve key limitations related to our studies and tool. 

Study limitations. One, during the design study, we structured 
our interviews in a group setting; while these interviewees had a 
strong working relationship, this mode of discussion may result 
in complexities around gender and organizational hierarchies and 
must be accounted for (e.g., through 1-1 interviews). Two, during 
the user study, we made a fair assumption that our participants 
were unfamiliar with the dataset and hence exhibited similar ex-
pertise, supporting internal validity; however, this assumption may 
not hold true for real-world cases from an external validity stand-
point [100]. Future work may incorporate weighting mechanisms 
to more accurately approximate usage based on recency of use (e.g., 
give more importance to recent data), user expertise (favor experts), 
or the criticality of the application that utilized the data. Three, 
because our participants were not domain experts, we did not have 
experts assess the selected subsets or fnal dashboards; future user 
studies with domain experts should further evaluate the quality of 
these results. Four, we focused on the particular task of exporting 
visualizations for a dashboard, which may have impacted how the 
attributes and records were chosen; future work should consider 
developing additional tools to study downstream analytics tasks 
other than subset selection such as ranking and clustering. Five, 
although data quality dimensions are not easily transferable across 
domains [70], study participants suggested utilizing DataPilot for 
searching datasets on Kaggle [59] (�10), generating tutorials for 
software use (�2, �5), and preparing fair and accurate datasets for 
machine learning (�4), which are left for future work. 

Tool limitations. One, DataPilot currently supports quality infor-
mation for tabular datasets; future work may explore other struc-
tured (e.g., relational databases) and unstructured (e.g., text, doc-
uments) datasets. Two, there are also other data-dependent (e.g., 
consistent representation, ease of manipulation, and timeliness [89]) 
and process-dependent (e.g., data collection [38]) aspects of quality, 
and similarly, other aspects of usage beyond a subset selection and 
dashboard building task (e.g., co-usage frequencies of multiple at-
tributes in a visualization, frequency of visualization interactions 
such as zooming and panning [14]) that may be operationalized in 
the future. Three, DataPilot’s dashboard view currently supports 
creation of disconnected visualizations; future work may explore 
the efects of interactive afordances such as brushing and linking. 
Four, to ensure scalability, DataPilot computes quality and usage 
scores using SQL queries (objectivity is computed using both SQL 
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and Python); some of these new dimensions, however, may be dif-
fcult to operationalize using SQL and hence challenging to scale. 
Five, the completeness, correctness, and objectivity quality con-
straints are currently hard-coded in the DataPilot source code in a 
SQL-like syntax. Future work can provide interactive afordances 
for the user to confgure these constraints and also clean the data 
(e.g., handle missing values) directly via the user interface. 

10 CONCLUSION 
DataPilot is a visual data preparation and analysis tool that models 
two kinds of auxiliary information, quality and usage, to assist users 
in analyzing a large and unfamiliar tabular dataset, selecting a rele-
vant subset, and building a visualization dashboard. DataPilot is an 
outcome of a design study with 14 data workers over a period of two 
months who communicated the importance of data quality and also 
suggested surfacing data usage characteristics to guide users during 
data preparation. A user study with 36 participants suggested that 
quality and usage information together help users select smaller, 
efective data subsets with greater success and confdence. We 
posit that through quality and usage information, organizations 
can build collective intelligence, increasing transparency and accu-
racy to foster closer collaboration and cooperation among teams. 
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