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Abstract: Low-latency data processing is essential for wide-area monitoring of smart grids. Dis-
tributed and local data processing is a promising approach for enabling low-latency requirements and
avoiding the large overhead of transferring large volumes of time-sensitive data to central processing
units. State estimation in power systems is one of the key functions in wide-area monitoring, which
can greatly benefit from distributed data processing and improve real-time system monitoring. In
this paper, data-driven Kalman filters have been used for multi-area distributed state estimation. The
presented state estimation approaches are data-driven and model-independent. The design phase is
offline and involves modeling multivariate time-series measurements from PMUs using linear and
non-linear system identification techniques. The measurements of the phase angle, voltage, reactive
and real power are used for next-step prediction of the state of the buses. The performance of the
presented data-driven, distributed state estimation techniques are evaluated for various numbers of
regions and modes of information sharing on the IEEE 118 test case system.

Keywords: distributed state estimation; smart grids; Kalman filters; data-driven state estimation;
message passing; system identification

1. Introduction

State estimation in smart grids is regarded as an essential part of the energy manage-
ment system (EMS) that enables wide-area monitoring of the system. The performance of
the state estimation affects many critical functions of smart grids. However, inaccurate or
unavailable system models can challenge conventional power system state estimation. As
such, data-driven state estimation techniques have been pursued to complement conven-
tional approaches by exploiting the large volume of available energy data. The data-driven
approaches can also face challenges due to data communication and processing delays as
well as missing or inaccurate data due to, for instance, measurement/sensor failures and
cyber threats. Hence, developing effective mechanisms to improve the state estimation and
the related communication and computation delays and enabling the recovery of missing
information is crucial for enhancing the power system’s reliability and security.

Various data-driven state estimation approaches for smart grids have been proposed
and studied in the literature [1-6], most of which are centralized techniques [1,2,4-6].
Real-time wide-area monitoring of smart grids demands low-latency data processing. Tra-
ditionally, a lot of data processing and calculations linked to power system monitoring
have been carried out centrally on servers or cloud platforms owned by utilities. The vast
volume of data that must be transmitted and processed in centralized locations necessarily
causes delays and errors in system state estimation and monitoring. Such delays may have
an impact on the stability and reliability of the system for some time-sensitive functions.
Distributed and local data processing strategies are promising and can enhance system
monitoring capabilities by enabling low-latency requirements and avoiding the enormous
overhead of transmitting a large volume of time-sensitive data to central processing units.
Examples of distributed state estimation studies include [3,7,8], where the state estimation
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has been implemented using various machine learning-based frameworks. This paper stud-
ies multiple distributed data-driven state estimation techniques under various scenarios of
information sharing among distributed areas. It is demonstrated that multi-area distributed
state estimations can speed up the system’s reaction time, especially in response to urgent
situations such as failures or cyber stressors [3]. With the help of local and distributed data
processing in power grids, new technologies, such as edge or fog computing, can enable
these functions [9].

Specifically, in this paper, interpretable and generalizable data-driven approaches for
state estimation based on Kalman filters in multi-area settings are studied. Both linear
and non-linear Kalman filters, particularly extended and unscented Kalman filters, with
data-driven models to approximate the power system dynamics, are considered in a wide
range of scenarios, including centralized, fully distributed, multi-area distributed, and
multi-area distributed with collaborations among the areas. Areas are defined to consist of
buses and their connections based on specific properties, such as their geographic proximity,
state correlations, or other data-driven or physics-based metrics of interactions among the
buses [10]. A fully distributed scenario is a special multi-area scenario, where each area
has a single bus as the member. A fully distributed state estimation without information
sharing/collaboration would mean a univariate estimation. Moreover, the collaborative
distributed state estimation has been discussed through overlapped regions and informa-
tion sharing using auxiliary nodes with statistical attributes reflecting the neighboring
region’s states, such as mean, variance, and correlation among the states and their principal
components. The performance of the presented models under these scenarios and collabo-
ration settings has been evaluated using the IEEE 118 bus system and is compared with
other data-driven and machine-learning-based methods. The contributions of this work
are summarized below:

*  Both linear and non-linear data-driven models are developed to approximate the
dynamics of the power system. These data-driven models make the approach in-
dependent of the system models, including the topology, admittance matrix of the
system, and the physics of the electricity.

* A widerange of distributed scenarios, from fully centralized to multi-area and fully
distributed state estimation settings, is considered, where the regions are defined
based on the geographical distribution of the buses as well as their state correlations.

*  Various information-sharing techniques among distributed areas of state estimation
are considered to improve the performance of the state estimation. These include
defining areas with overlapped buses and incorporating auxiliary buses in each area
for information sharing based on various statistical features of the neighboring regions.

¢ The performance of the presented data-driven Kalman filter-based techniques is stud-
ied under various area definitions and message-passing settings and compared with
various other data-driven and machine-learning-based state estimation techniques
from the literature.

2. Related Work

Power system state estimate has traditionally been carried out primarily utilizing
model-based static approaches, such as the weighted least square (WLS)-based method [11].
Because of their ease of use and quick convergence, WLS-based algorithms are most com-
monly used. However, the static state estimators need accurate system models and may
not allow predicting the future operating points of the system. With the rapid deployment
of the phasor measurement units (PMUSs), tracking real-time dynamics of power systems
states is becoming possible. Thus, power systems dynamic state estimation has become a
scorching topic in recent years [12-14]. The accessibility of a significant number of measure-
ment data opens up new possibilities for enhancing and complementing the traditional
model-based state estimate in power systems. In addition, the robustness of data-driven
approaches to system and topology changes as well as missing or inaccuracies in system
information has made them the focus of many researchers recently [1-6]. Examples of data-
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driven and machine-learning-based state estimation techniques in power systems include
techniques based on neural networks [4,15], the Bayesian approach [3,16], minimum mean
squared error (MMSE) [5,17], and the Kalman filter (KF) [2,18]. Since KF and its variations,
including the extended Kalman filter (EKF) and the unscented Kalman filter (UKF), have
a great ability to model and express dynamic systems, many dynamic state estimation
algorithms for power systems are developed based on these techniques [2,14,19,20]. The
presented work is based on implementing KF on multi-area distributed state estimation
with information-sharing techniques. The rest of this literature review is mostly devoted to
linear and non-linear KF-based techniques in centralized and distributed forms.

The general assumption in centralized state estimation techniques is that the state
information/data from the measurement sensors (e.g., PMUs) are being processed in a
centralized model. Most of the proposed data-driven state estimation techniques for power
systems are centralized. Examples of centralized state estimation for power systems include
techniques based on KF, neural networks, and Bayesian regression [21]. A few examples of
KF-based centralized techniques include [2,18,22] and are discussed next. Linear KF and its
variations have been used for centralized state estimation in power systems [2,18,22,23]. For
instance, in [2], a variation of KF based on the Koopman operator has been proposed, which
can track the non-linear dynamics of the power system. Non-linear KF state estimation
techniques have also been largely adopted for power systems. A comparative study among
various non-linear KF models, including the extended Kalman filter (EKF), unscented
Kalman filter (UKF), cubature Kalman filter (CKF), and ensemble Kalman filter (EnKF),
are presented in [22,24]. Among the non-linear KF-based approaches, the EKF algorithm
is widely studied for solving data-driven state estimation problems in power systems,
according to the review presented in [25].

Numerous distributed data-driven state estimation methods have been presented to
improve the centralized data-driven techniques’ accuracy, resilience, and response time.
Examples of techniques that propose state estimation over regions in power systems
include [3,26-30]. In these examples, regions have been defined according to a number
of criteria, including geographic distance, operational similarity, and communication
resources [26].The work in [9], for instance, addresses an early stress detection and locating
method based on a linear predictive filter that may be used over an edge computing
platform for regions determined based on geographical distances. The researchers in [29]
offer a multi-area distributed state estimation solution that incorporates edge computing
and uses local estimates that are calculated using the belief propagation algorithm over
spatially defined areas. In a multi-area distributed setting, artificial neural networks
(ANNSs) have also been taken into consideration for state estimation problems in [30]. In
the multi-area framework for large-scale power systems, distributed cubature KF has also
been investigated for the state estimation problem in [31]. Special cases of multi-area
distributed state estimation, in which areas are defined based on each bus and its one-
hop neighborhood, which we term 1-hop neighborhood state estimation, have also been
considered in the literature. Examples of 1-hop neighborhood distributed state estimation
techniques in power systems include techniques based on neural networks [32], belief
propagation [33], and KF [34,35]. For instance, the work in [34] uses diffusion-based
KF for 1-hop neighborhood distributed state estimation. Specifically, a selected set of
buses in the system share a subset of intermediate estimates with their neighbors. The
proposed technique in [35] utilizes the information diffusion strategy in modeling 1-hop
neighborhood distributed KF to detect cyber-physical stresses.

The current work studies multi-area distributed and data-driven KF algorithms for
dynamic state estimation in power systems. One of the key focuses of this work is on
studying the role of defined regions and the information sharing and collaboration among
them for state estimation. Using the measurements, each area performs one-step ahead
state estimation for all the members of the region using the proposed KF-based algorithms
independently and in parallel.
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3. Problem Formulation

Power system dynamics can be modeled as a system of non-linear equations as

Xpp1 = f(ltrﬂt)
)
2y = h(xtfét)l

where x; is the state vector, z; is the measurement vector, w, is the vector of white Gaussian
noise, J; is the vector of measurement noise at time instance ¢, and f(.) and k(.) are vector-
valued nonlinear functions describing the system and state equations. The size of the
aforementioned vectors are 1 x N, where N is the number of buses in the system. The state
of each bus at time ¢, x; ;, can be represented by its attributes such as v;; or 0; ;, where v;
and 6;; are the voltage and phase angle at bus 7 at time ¢, respectively. The measurements
atbus i at time ¢, z;;, can represent the attributes, such as p; ;,q;¢,v; +,0; 1, where p; ; and q; ¢
are real and reactive power injections, respectively. The goal of the state estimation here is
to estimate the vector x;,, given the measurement z;.

As discussed in [36], traditionally, the state estimation has been solved using dynamic
complex power-flow equations, such as

N
Piy = Y |0itl[0j4]|Yi] cos(6; — 6j — Ayj)

i

N @
Qi = Y_|is]|vjel|Yij| sin(6;s — 61 — Ayj).

=

Here, i and j are indices of buses in the system, A;; is the complex power angle,
and Yj; is the ijth entry of the admittance matrix Y (|.| represents the absolute value).
One of the challenges of this approach for state estimation is the need for the system
model, for instance, Y. The data-driven state estimation techniques try to address this
challenge by approximating the power system dynamics without the system model using
measurement data.

4. Linear Data-Driven Kalman Filter-Based State Estimation

In this section, data-driven KF-based state estimation is discussed under four cases,
including fully distributed, centralized, multi-area, and multi-area with information shar-
ing. The data-driven approach tries to develop models to track the dynamics of the power
system, specifically by approximating functions f and / in Equation (1) using PMU mea-
surement data. In this section, linear KF and linear data-driven models to approximate
functions f and h are considered. These techniques are named multivariate linear regres-
sion KF (MLR-KF). In Section 5, the linearity assumption of the model is relaxed, and
non-linear data-driven KF models are discussed.

4.1. Case-I: Fully Distributed State Estimation

The assumption in the fully distributed case is that the full set of measurements are
available on all the buses in the system, and the goal is to perform a 1-step-ahead prediction
for the state of each bus using only the information from the same bus. In this case, the
individual bus measurement time-series are modeled as an Auto Regressive (AR) process
as follows:

p
Xip =Y $ixXis—r + Gi, 3)
=1

Here, p represents the number of time-lag steps, and ¢; is the modeling error, which is
independent of measurements.



Energies 2022, 15, 7105

50f17

Now, the model parameter ® dD = [§i1, Pi2, - Pip]T, where ()T denotes the transpose

operation, is defined as ®; = R .. Here, ; -, the Tth element of vector r;, is the auto-
correlation of bus x; considering T tlme -lagged samples, and R; is defined as the following:

1 Ti1 ri,tfp
Ri=1| : EPRUURE I 4)

ri,p—l ri,p—Z 1

This AR model is used to design the f(.) and h(.) functions in Equation (1) as follows:

.
Wl )

H= 0,
where F; is the state transition matrix with matrix W,,_1,, that consists of an identity
matrix of 1 — p x 1 —pand a p — 1 x 1 vector of zeros in the last column of the matrix.
The matrix H; is the observation matrix with a 1 in its first entity and a vector of 1 x p — 1
in the rest to capture that the measurements, and the states are the same in this case. For
simplicity of notations, hereafter, the time index is dropped, and index k is used to keep
track of KF iterations. Vector x; is the current state of bus x; along with the past p — 1
time-lagged states. The x;; can be considered as the current state in KF, and x; ;1 x and
X;k11)k+1 are the predicted and corrected state vector, respectively. Now, the KF model can
be presented as follows:

(1) Prediction step:

Xikr1lk = FiXige— (6)
P = FiPF + Qi @)
(2) Correction step:
Kir1 = PipoqH [o; + HiPyppq HY 7! 8)
Xi k11 = Xigr1k + Kigra[zip — Hixieoapl 9)
Pirries1 = Pigrak — Kikpaloi + HiPypq i H; TIK ki1 (10)

where P;;q; and P; ;111 are the predicted and corrected state covariance matrix, K; 411
is the Kalman gain matrix, Q; is an all-zero matrix except for the modeling error ¢; at the
first element, and p; is the measurement error.

4.2. Case-1I: Centralized State Estimation

The centralized state estimation considers the availability of a full set of measurements
at all the buses for processing in a central model for state estimation. In this case, individual
state variables will be estimated using information from all the state variables in the form
of a multivariate time-series process. For the multivariate time-series modeling, a Multiple
Linear Auto-regressive (MLAR) combined with Least Absolute Shrinkage and Selection Operator
(LASSO) algorithm is utilized. The multivariate time-series approximation, in this case, can
be formulated as:

1 M 14 2
min X;; X;
ﬁ],...,ﬂ]\]xp ZM lzl ( ];7;17 1— TIB] T) (11)

Z

p

A
T 7
j=171=1
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where M is the number of observations, N is the number of buses, ﬁ; . is the regularized

coefficient at time-lag 7 for the jth bus when modeling bus i, |.| is the ¢; norm, and A
is the ¢ regularization parameter controlling the boundary of the coefficients. Once the
coefficients of the MLAR model are learned, the KF model preliminaries can be defined as:

T
X - [Kt/&tfll L /&tfp]

o l BN (nxp) ] (12)
W((N-1)xp)x(Nxp) (Nxp)x(Nxp)
H; = [I O}NX(NXP)'

where x; is the vector of state attributes of all the buses in the system, F is the state transition
matrix in which B has ‘B;T in its ith row and jtth column, and W consists of an identity
matrix of (N x p—N) x (N x p—N)anda (N x p— N) x N vector of zeros in the last
column of the matrix. Matrix H is the observation matrix consisting of an N x N identity
matrix and a matrix of N x (N x p — N) zeros. Now, the multivariate KF model can be
presented as:

(1) Prediction step:

Xer1jk = FXyr—1 (13)
P = FP FT +Q (14)
(2) Correction step:
_ T T1-1
Kiy1 =P H [R + HPy  HY (15)
Xir1jk+1 = Xer1jk + Kier1[Ze — HXpq 1] (16)
Piyifert = Prpapp — Kipa [R + HP g HYK (17)

where X;, 1x and Xy 15,1 are the predicted and corrected state vectors; Py and Py gy 1q
are the predicted and corrected state covariance matrices. K1 is the Kalman gain matrix,
QnpxNp is the modeling error matrix, and Ry« is the measurement error matrix.

4.3. Case-III: Multi-Area Distributed State Estimation

In this case, multiple regions or areas are considered over the power grid to implement
distributed state estimation, which will also support wide-area situational awareness in
power systems with reduced data transmission and processing delay by processing the
measurements locally. Specifically, in multi-area distributed state estimation, the model
presented in Case-II will be applied in each region only using the local measurements from
the region.

For all the multi-area distributed state estimation analyses in this paper, including
Cases III and IV, under both linear and non-linear models (as will be discussed), the
following partitioning mechanism has been used to partition the system.

Partitioning Mechanism: In partitioning power systems, various criteria have been
considered in the literature [37,38]. Specifically, in this work, for multi-area state estimation,
as the computations are performed locally, the geographical proximity of the PMUs can be
one criterion in defining the regions. Further, cross-correlations among PMU time-series
at buses can serve as the second criterion in defining the regions as they enable capturing
information on the dynamics and interaction properties of the power system components.
The latter criterion will result in more inter-related feature space for the estimation model,
which can improve the performance.

The objective is to divide the grid into | regions, where S; represents the collection of
nodes that make up a region, and S = {51, S,,...,S ]} signifies the set of regions. Given the
total number of regions J, the partitioning problem has been solved using a density-based
clustering technique, specifically k-means, to identify the non-overlapping regions. The
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grid will be partitioned using k-means clustering while minimizing the sum of squared
distances of the nodes within a region and maximizing the spatial correlation. In this
case, the cross-correlation values between the PMU time-series of the buses and their
geographical distance from one another are employed in the feature space for the k-means
aleorithm. Figure 1 shows an examvle of a vartitioned grid over IEEE 118.
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Figure 1. An example of a partition over the IEEE 118 bus system using the modified k-means
partitioning discussed in Case-III for five regions.

Figure 2a shows that non-homogeneous partitions will be formed by this strategy.
However, because of the limitations of the local computing and communication capabil-
ities (e.g., communication bandwidth, storage, and computational power), substantial
inequalities in the sizes of the regions might not be appropriate. In order to overcome
this issue, the aforementioned k-means method is modified to develop a size-constrained
k-means algorithm that can produce homogeneous regions in terms of size. First, the
grid will be divided into | non-homogeneous regions using the k-means algorithm, as

mentioned above (assumed N >> ]). Then, the approximate ideal size of the homogeneous

partitions is defined by the expression {%J . In the following stage, the largest partition

will be determined, and {%J PMU s that are closest to the region’s center will be chosen

and assigned to it. This area will be designated as finished and temporarily removed from
the graph. For the reduced graph, the same procedure will be repeated. To be more precise,
the assignments for the largest partition will be finalized when k-means is used to find
] — 1 non-homogeneous partitions on the reduced graph in the following step. Up till |
homogeneous regions are obtained, this process will be repeated. If there are PMUs left out
in the last step (due to (N mod J) # 0), they will be assigned to their closest region. An
example distribution of homogeneous region sizes are presented in Figure 2b. This process
is applied once before the state estimation and thus does not affect the computational
complexity or run-time of the state estimation techniques.

4.4. Case-1V: Multi-Area Distributed State Estimation with Information Sharing

In multi-area state estimation, allowing limited information sharing among the regions
can improve the estimation accuracy by making the estimation process aware of the overall
state of other regions and adaptive to changes in them. This case is an extension of Case-III,
in which regions share selected data or features with their neighboring regions to be used
in the local estimation process. In this work, various information-sharing schemes have
been considered, as described next.
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Figure 2. Stacked representation of different region sizes for (a) non-homogeneous partitioning and
(b) homogeneous partitioning discussed in Case-III. Each color represents a different region [3].

(a) Information Sharing through Overlapped Regions: In this scenario, common
buses among regions are considered to enable information sharing among regions for the
state estimation process. As such, instead of the partitioning mechanism presented in Case
111, a soft clustering technique, specifically, fuzzy c-means (FCM) clustering [39,40], has been
utilized to allow overlapping regions. The partitioning mechanism in this case is similar to
the one presented in Case-III, except that buses can be assigned to multiple regions with
varying degrees of membership belonging, where the membership can be tuned through
specified thresholds. The process for keeping the region sizes homogeneous is the same as
the hard partitioning mechanism presented in Case-III. An example of overlapped partition
scenario has shown in Figure 3. The overlapping regions expand the feature space of
individual regions by capturing partial information about the dynamics of neighboring
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Figure 3. An example of five overlapped regions discussed in Case-IV-a.

(b) Information Sharing through Auxiliary Buses: In this information-sharing tech-
nique, an auxiliary bus will be associated with each region, which is responsible to sum-
marize and share the information about that region with the rest of the regions. As such,
considering | regions, each region, say ith, will use data from its N; buses plus the data
from | — 1 auxiliary buses representing the rest of the regions.

The next step in information sharing through auxiliary buses is to assign features
to them, such that the features embed the state information of the region that they are
representing. The feature associated with the auxiliary bus of the region i at a specific time
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instance is denoted by m;. In this work, the following representing features are considered

for m;:

. Mean of the state values of the buses of region i;

¢  State data of the bus with the largest variance in the region i;

e  State data of the bus in the region i with maximum average correlation with the rest of
the buses in the region i;

e  State data of the bus in the region i with maximum average correlation with the buses
in the region j;

*  As the first principal component of states in region 7.

5. Non-Linear Data-Driven Kalman Filter-based State Estimation

In addition to linear KF for modeling state estimation problem in power systems,
non-linear KF has been considered to better track the non-linear dynamics of these systems.
In the general non-linear system of equations, presented in Equation (1), functions f(.) and
h(.) represent the non-linear measurement and system equations, respectively, which can
be learned using data-driven techniques to track the system’s non-linear dynamics. To
this end, the data-driven multivariate polynomial regression (MPR) model [41] has been
utilized for non-linear system identification. Specifically, to have comparable linear and
non-linear KF models, the non-linear auto-regressive exogenous model (NARX) has been
considered in this paper as follows:

Ny
Xip =Y Aive +Gi
k=1

(18)

where 1, is the total number of unique combinations of N X p independent variables
and p time-lagged measurements. If the order of the polynomial is considered to be 7,
Zjl\il Zﬁ:l 0jr < 17 and 1y« represents the x-th regressor.

5.1. Extended KF For Dynamic State Estimation

Extended KF (EKF) is a non-linear version of KF (here, named MPR-EKF), which
specifies the non-linear systems and state equations at step k as:

i
X |
* (19)
i oh
k= |
X X,
Then, the main steps in EKF estimation are as follows:
(1) Prediction step:
Xip1k = f (Xyk-1) (20)
Py 1 = Py F{ +Q (21)
(2) Correction step:
Ki1 = Py HY [R + He Py g HY (22)
Xir1jkr1 = Xer1fk + Kiey1[Ze — h(X 1)) (23)

Tiye—1
Pii1jkr1 = Pryape — Kepr [R+ HiPry g H [K (24)
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5.2. Unscented KF for Dynamic State Estimation

The propagation of error in covariance in Equation (21) through the linearization
of the underlying non-linear model in EKF, as shown in Equation (19), can lead to poor
performance in highly dynamic systems. In such circumstances, the unscented KF (UKF)
can be applied, which generates a minimal set of sample points (known as sigma points)
around the mean using the deterministic sampling technique known as the unscented
transformation. The estimations of the new mean and error covariance are then generated
from these altered sigma points using non-linear functions. The computation is performed
in the following phases. First, sigma points are selected to propagate from k to k + 1 time
step using the best guess of py and x as follows, where py, is the diagonal element of matrix
P;, and x; is an element of vector Xj.

w = x4+ 20 fori=1,...,2N
. T
0 = (VNp) fori=1,...,N (25)

i
. T
g+N) — —(\/Npk), fori=1,...,N,
1
where x,(ci) represents the sigma point, i is the index of the sigma point, and N is the number

of buses or states to be estimated. The variable () denotes the change in sigma point,
and both negative and positive changes are considered in defining sigma points. Next,

(i) (i)

the non-linear function f(.) is used to transform all the sigma points x;’ into x;/; as
i i
xi = f). |
The initial state estimate will then be obtained by combining x,(;)rl values as follows:

A 1A
ktllk = 5N l; Xkt1 (26)
. 1A )
Prrifk = 5 Yo (il — Reap) +a (27)
i-1

where q is the modeling error and an element of Q. Using the updated estimate £
and py;1, new sigma points J?]E:)_
measurements Z](;)_l. Then, the updated estimate Z;, ;1 can be calculated similarly to that of
£k+1 in Equation (26). The variance, p, (an element of P7), and covariance, py; (an element

of Px7), of the predicted measurements are calculated as follows:

, will be computed as in Equation (25) to update the

R ST ) )
Pz = 95N i:1(2k+1 — Zpsaf)” T @ (28)
1 2N A N
Pxz =5y Z(XIEL - xk+1\k)(zl<<14)rl ~ Zesfe), @9

i=1
where @ is the measurement error and an element of R. The correction state can then be
calculated as follows (denoted in vector and matrix notation):

Ki 1)1 = PxzP;'
Xis1jer1 = Xer1jk + Ker1jkrt (Zesap — Zira) (30)

_ P T
Pyt = Prrae = Kig e Pz Ky s
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One benefit of UKF over EKF is that it can reduce the computational complexity since
it does not require calculating the Jacobin matrix in the estimation process. This approach
is referred to as MPR-UKEF in this paper.

6. Results

In this paper, the IEEE 118 bus system has been selected for the performance evaluation
studies. First, a large dataset of PMU time-series are generated using the MATPOWER
simulation toolbox [42], which we extended using real load profile data from the New
York Independent System Operator (NYISO) dataset. Specifically, for each bus, voltage,
phase angle, real power, and reactive power, x(V, 6, p, q), are recorded in the form of
time-series. The cross-correlations of state variables among the buses have been calculated
and used in the partitioning process (discussed in Case-III) to divide the system topology
into multiple regions.

Following the discussion in Section 3, the state estimation problem has been consid-
ered for a range of scenarios from fully centralized to multi-area and fully distributed
cases (labeled, Case-I to Case-IV). Moreover, various information-sharing mechanisms
for collaborative state estimation among multi-areas (as discussed in Case-IV) have been
considered for the performance evaluation studies. These scenarios have been considered
for both linear and non-linear KF models. The results of the first study presented in Figure 4
show the estimation error for the two extreme cases where the state estimation is performed
fully centralized or fully distributed. As expected, the estimation error is higher for the
fully distributed estimation case (Case-I) both for linear and non-linear KF models, which
is due to the limited information used for estimation at each individual bus. On the other
hand, the fully centralized cases (Case-II) perform better due to the full observability and
full-information access for all the buses. However, in the centralized cases, it is expected
that the measurements from the geographically distributed components of the system are
communicated to a central system for building models and developing functions such as
state estimators. Communicating those measurements to a remote central system naturally
imposes higher communication costs than localized models, which only use measurements
from a local region in a distributed fashion. Studies have shown that lower dimensionality
in the distributed estimation process results in a low communication cost [43]. In [9,44],
it is also discussed that distributed state estimation enabled by new technologies, such as
edge computing, can reduce the computational cost to lower than centralized processing of
data. Moreover, it can be observed that non-linear KF models, particularly UKF, perform
better estimation by better enabling the capture of non-linear dynamics of the system.

Next, the state estimation performance for a multi-area setting is considered both
under a non-collaborative setting (Case-III) and various information-sharing mechanisms
under Case-1V for the linear KF model. From Figure 5, it can be observed that as the number
of regions increases, the performance of the state estimation decreases. Note that here the
performance is calculated by taking the average estimation error over all the buses of the
system. Moreover, it can be observed that allowing information sharing by overlapping a
small subset of buses among the regions in Case-IV(a) results in better accuracy overall than
in Case-III, which does not consider information sharing. Another approach to information
sharing discussed in Case-IV(b) is to allow sharing a few resenting features from each
region to help with state estimation. Among the various features discussed in Case-IV(b),
sharing the state data of the bus in region i with a maximum average correlation with the
buses in region j (named, Max Mutual Correlation case) results in better performance on
average and particularly for the number of regions higher than four.
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Figure 4. The state estimation error at each bus for fully distributed and centralized estimation using
MLR-KE, MPR-EKF, and MPR-UKE.
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Figure 5. Average estimation error over a varying number of regions for a different mode of informa-
tion sharing among the regions for MLR-KF.

Figures 6 and 7 also depict the performance of various modes of information sharing
over multi-area distributed state estimation for EKF and UKEF, respectively. A key obser-
vation here is that in the case of EKF and UKF with non-linear system approximations,
the estimation error is decreasing with the increase in the number of regions. This can
be explained through the characteristics of the average approximate entropy for different
numbers of regions, as shown in Figure 8. Specifically, it has been discussed that entropy
can be an indicator of the level of non-linearity in the system [45,46]. As can be observed
from Figure 8, the average entropy over regions increases with the increase in the number
of regions. Since a large number of regions is not generally practical for considering power
systems, the trend observed for a small number of regions (up to ten) is considered in the
studies in this paper. The result in Figure 8 suggests that as the number of regions increase,
the non-linearity increases; as such, EKF and UKF performance show slight improvements
compared to the opposite trend observed in Figure 5 for the linear KF model. Table 1
presents the average performance of various information-sharing approaches (i.e., average
over various numbers of regions ranging from 1 to 10). From the table, it can be observed
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that maximum-mutual-correlation-based information-sharing approach results in the low-
est estimation error for KF, EKF, and UKEF. This result suggests that in the multi-area state
estimation setting, sharing the state information of the bus with the maximum correlation
with the buses of the other region can help improve the performance of the model while
still only using local information.
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Figure 6. Average estimation error over varying numbers of regions for different modes of informa-
tion sharing among the regions for MPR-EKF.
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Figure 7. Average estimation error over varying numbers of regions for different modes of informa-
tion sharing among the regions for MPR-UKF.

While Table 1 shows the average performance with small differences, if Figures 5-7 are
considered, it can be observed that for different numbers of regions, the performance gains
from different information-sharing approaches are different. Specifically, a comparatively
wider range of variations in performance for different information-sharing approaches for
different regions can be observed.
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Table 1. The average RMSE for state estimation using MLR-KF, MPR-EKF, and MPR-UKF for various
information-sharing techniques.

Methods MLR-KF MPR-EKF MPR-UKF
No Collaboration 0.012963 0.011971 0.00897
PCA 0.0129616 0.0119706 0.00895
Mean 0.0129612 0.0119709 0.0089499
Variance 0.012961 0.0119707 0.0089493
Self Correlation 0.0129572 0.0119708 0.0089491
Mutual Correlation 0.012957 0.01197 0.0089475
Overlapped 0.012959 0.011972 0.008972
0 . 08 T T T T T T T

o
o
o

Approximate Entropy
=
B

AL TR I B TR B P
o

e
Number of Regions

Figure 8. Average approximate entropy as a measure of system non-linearity for different numbers
of regions.

Next, the performances of the proposed techniques in this paper are compared with
some of the existing methods in the literature, including historical averaging (HA) [47],
support vector regression (SVR) [48], minimum mean square error (MMSE) state estimation
method [5], Bayesian multivariate auto-regressive (BMLAR) [3], and temporal graph con-
volutional network (T-GCN) [4]. For comparison purposes, these techniques are applied
to two scenarios, including centralized state estimation and multi-area state estimation
with four regions. The number of regions are selected as four as it shows a good balance of
state estimation performance based on the results presented in previous figures and also
for practicality. Furthermore, no information sharing is considered in this comparison as
the techniques from the literature are mainly developed for a centralized setting with no
information-sharing mechanism in their original form. The average estimation error in the
form of RMSE for Linear-KF, EKF, and UKF are presented in Table 2 as 0.01295, 0.01197, and
0.00897, respectively, with UKF showing the leading performance. T-GCN shows a slightly
better performance than MPR-UKEF; it uses topological information (system’s adjacency
matrix) as input. However, the availability of accurate topological information in certain
cases cannot be considered. Additionally, the sensitivity to noise has been evaluated for
90 dB, 60 dB, and 30 dB of SNR, and the results in Table 3 show that linear-KF is more sus-
ceptible to noise compared to the non-linear KF models. However, the proposed methods
retain acceptable performance up to 60 dB of SNR.
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Table 2. The average RMSE for various state estimation techniques for the centralized and multi-area
state estimation with four regions and no information sharing.

Models Centralized Multi-Area with No Information Sharing
HA 0.7950 0.0791
SVR 0.04290 0.0435
MMSE 1.2530 1.3394
BMLAR 0.04000 0.0348

T-GCN 0.00534 0.009

MLR-KF 0.0129 0.01295
MPR-EKF 0.01206 0.01197
MPR-UKF 0.0091 0.00897

Table 3. The average RMSE for various noise levels for the proposed state estimation techniques with
four regions and no information sharing.

Models

Multi-Area with No Multi-Area with No Multi-Area with No
Information Sharing Information Sharing Information Sharing
and 90 dB SNR and 60 dB SNR and 30 dB SNR

Multi-Area with No
Information Sharing

MLR-KF
MPR-EKF
MPR-UKF

0.01295 0.0183 0.01834 0.03645
0.01197 0.01197 0.011976 0.011977
0.00897 0.00897 0.008976 0.008978

References

7. Conclusions

In this work, a data-driven, multi-area distributed state estimation framework for
smart grids have been discussed. Data-driven system identification techniques have been
implemented to approximate the underlying power system dynamics in both linear and
non-linear fashions. These data-driven system models are used to develop linear, extended,
and unscented Kalman filter models for state estimation in the system. These data-driven
models are particularly helpful in supporting state estimation under missing or limited
measurements, such as in cases of partial unobservability due to failures or attacks in the
sensing and monitoring system or limited availability of PMUs. The presented models are
considered under various distributed settings, which can support low-latency requirements
of critical functions and reduce the communication overhead through state estimation
using local data from each region. Various modes of information sharing among the regions
have also been studied to improve the performance of distributed state estimation. It has
been shown through numerical evaluations that the distributed state estimation using
data-driven linear and non-linear Kalman filters with selective feature sharing among
the regions—particularly, sharing the state of a node with highest correlation with the
other region—can lead to comparable results to centralized state estimation. The presented
models also show a leading performance compared to some of the other data-driven and
machine learning models in the literature.
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