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absence of hadronic components suggests that positronium energy levels and decay rates
can be calculated to very high precision, limited only by the order of the corresponding
perturbative expansion and the tiny effects of heavy or weakly interacting virtual

Keywords: particles and exotic decay modes. Moreover, as it is a low-mass particle-antiparticle
Positronium spectroscopy system, the QED description of positronium is strongly affected by annihilation and recoil
Bound states QED effects that are either weaker or not present in other atoms. As a result, sufficiently

Physics beyond the standard model precise measurements of Ps energy levels and decay properties can serve as stringent

tests of bound-state QED theory, and may be sensitive to processes not present in the
theory, such as axion-like particles (beyond the QCD axion), or a fifth fundamental force.
In addition, since positronium is an eigenstate of the fundamental symmetries C and P,
various symmetry violating mechanisms can be probed through searches for anomalous
decay modes. In the last three decades, there have been significant experimental
advances in positron and positronium physics which open up the possibility to test QED
bound-state theory with unprecedented precision. Here we present the current state-
of-the-art in experimental positronium spectroscopy, and discuss explicitly how such
measurements can be used to test bound-state QED theory, and how such tests may
contribute to the search for physics beyond the Standard Model.
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1. Introduction

The simplicity of single electron (hydrogenic) atoms offers clear advantages from a theoretical perspective, as evidenced
by early studies of hydrogen and the concomitant development of quantum theory (e.g., [1]). Such atoms are therefore
also attractive systems for precision measurements (e.g., [2]). Experimentally, the advantages of dealing with hydrogenic
systems are less obvious, and indeed vary considerably among the various possible systems that are available for study. In
addition to hydrogen, simple atoms of current interest include the exotic systems of positronium, muonium and muonic
hydrogen and antihydrogen. Systems containing muons or antiprotons can only be studied at large facilities, and such
experimentation is therefore rare [3-5]. More accessible is the electron-positron bound state, positronium (Ps) [6] which
can be generated using positron beams based on radioactive isotopes [7]. While Ps atoms can be readily produced, they
are intrinsically metastable and in the triplet ground state will decay by self-annihilation in 142 ns [8]. Compared to
hydrogen, the wavelengths needed to drive transitions from the ground states are more convenient, being scaled by the
ratio of the Ps and hydrogen reduced masses, which is almost a factor of two (actually 1.9989). A schematic representation
of H and Ps energy levels for n = 1 and n = 2 is shown in Fig. 1.

The experimentally accessible properties of Ps that can be measured with sufficient precision to test QED theory,
including searches for violations of discrete symmetries, are (i) energy intervals (ii) decay rates, and (iii) decay modes.
These are measured using a variety of techniques, as described in Section 3: Ps energy levels are measured using
laser or microwave spectroscopy, whereas lifetimes are measured using positronium annihilation lifetime spectroscopy
(PALS) [9]. Decay mode measurements are specific to the type of symmetry being studied but generally consist of using
gamma radiation detectors to look for forbidden correlations between annihilation quanta properties (polarization and
momentum) or simply for missing decay quanta.

At the lowest (Bohr) order, all two-body Coulombic bound states are described by the nonrelativistic Schrédinger
equation with reduced mass. Relativistic and other corrections related to spin can be introduced by use of the Dirac
equation with a Coulomb potential [10]. The Dirac equation works well for hydrogen, where the mass ratio and hence
recoil corrections are small, but not for positronium where the mass ratio obtains its maximum value of one and recoil
effects are large. Furthermore, virtual annihilation comes into play at the next level of approximation. More advanced
techniques such as the use of effective potentials [11], the Bethe-Salpeter equation [12], or effective quantum field
theories [13,14] are required even at the level of the fine structure at O(a?).
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Fig. 1. Comparison of hydrogen and positronium energy level structures. The n = 1 and n = 2 levels indicated refer to the Bohr levels.

Nevertheless, despite these complications the nature of Ps makes it the only true two-body atomic system available
for study [2]. The lack of hadronic components, and attendant substructure means that Ps is (almost [15]) fully described
by QED theory [16]. Thus, calculations can in principle be performed to any arbitrary precision. In reality of course this
precision is not arbitrary, as it depends on generating complex high-order expansions with a multitude of terms, and
requires correspondingly precise knowledge of fundamental constants [17].

QED is the most precisely tested theory in physics, and agrees with all observations performed so far, having been
tested at the part per trillion level (i.e. parts in 10'?) [18]. Because the theory is so well established it is possible to use
precision measurements of Ps to search for effects that may be caused by elements not included in the theory. Ps is
also free of complications arising from nuclear effects; hydrogen is of course also an excellent QED probe, but it has the
limitation of nuclear structure corrections. Incomplete knowledge of the proton structure is currently a limiting factor in
the interpretation of some high-precision measurements [2]. As they are governed by quark interactions (i.e., by the strong
nuclear force), details of the proton structure cannot be directly calculated with sufficiently high precision [19] and have
to be measured; attempts to do so using muonic hydrogen [20] have revealed a discrepancy with previous measurements
that has not yet been resolved (this is known as the proton radius puzzle [21,22]).

The search for new physics (NP) (that is, particles or fields not currently included in the Standard Model (SM)) is driven
by various unexplained phenomena, which may be cosmological in scale, as in the matter-antimatter asymmetry of the
Universe or the nature of Dark Matter and Energy, or may arise from inconsistencies within the SM itself. The latter are
well known, and include neutrino oscillations, the mass hierarchy problem and the so-called strong CP problem. All of
these phenomena (and more) indicate that SM physics is more of an effective model rather than a complete theory of
nature. The Large Hadron Collider (LHC) was built with the hope that it would generate data able to point the way towards
NP; the observation of the Higgs Boson [23] was a triumph of modern physics, but nevertheless all LHC observations so
far can be accommodated within the SM. As a result there is a growing interest in exploring other routes to NP. One of
them is via precision spectroscopy [24], including measurements of Ps energy levels and decay modes/rates.

An interpretation of the spectroscopy of Ps as a sensitive probe of new physics requires equally precise theoretical
calculations of the energy levels within the framework of the SM. Given that Ps is purely leptonic, this amounts to a
precise test of perturbative QED at high loop orders. The current theoretical precision is 0.58 MHz in calculating the 13S;
- 235, transition frequency, with loop corrections in the fine structure constant o up to O(mea” In?(1/a)) included [25].
This is a factor of five better than the current experimental precision (+3.2 MHz, or 2.6 ppb), but will likely need to
improve to O(m.«”) in the near future as new experiments are completed [26]. We note that, as discussed below, some
O(m.a’) terms have already been calculated, and continued progress can be expected [27]. Other transitions are also
being re-measured, including the Ps n = 2 fine structure [28] and ground state hyperfine interval [29]. Experimental
progress will thus drive theoretical efforts, and while QED is the best tested theory in physics, a precise understanding of
its simplest bound state is crucial for verification and a requirement for any new physics searches. In fact, it is necessary
to improve the theoretical understanding of Ps in order to fully capitalize on experimental improvements.

High precision spectroscopy in simple atomic systems can also act as a probe with which to search for exotic
forces [30,31]. One can distinguish between spin dependent and spin independent forces [32]: spin-dependent interactions
may result from a pseudo-scalar or pseudo-vector mediator, while spin-independent interactions may come from a scalar
or vector mediator. For example, a light exotic scalar or vector boson, ¢, that couples to SM leptons will give rise to a
spin-independent Yukawa potential

gigj e*ﬂ1¢r

Vi) = == —— (1)
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between two leptonic species i and j [33]. Here, g; and g; are the associated coupling constants, m, is the mass of the exotic
boson and r is the distance between the leptons. In bound states of leptonic systems, the potential from Eq. (1) induces
shifts in energy levels compared to QED predictions. Specifically, for Ps as a bound state of an electron and a positron, such
a force may be probed through measuring the frequency of the 13S; — 23S; transition or the spectroscopy of Rydberg
states with high, n < 30 principal quantum numbers [34]. Using the precision of current 13S; — 23S; measurements,
couplings of order g, ~ 107> can be probed for exotic mediator masses my < 1 keV [32]. This is only slightly worse than
the sensitivity from measurements of the anomalous magnetic moment of the electron (g — 2), [35], and improving the
sensitivity by a factor of 3 can provide the most stringent laboratory constraint in this regime. It should also be noted
that (g — 2), will be induced at the quantum loop level and several contributions can cancel each other in the case of
a more complex dark sector. On the other hand, these laboratory constraints are much less sensitive than those coming
from cooling considerations in astroparticle physics, g, < 10~ applicable for m; < 300 keV [36]. It is nevertheless
important to push the envelope of laboratory measurements, especially given that it is possible to avoid the constraints
from astrophysics if the force potential depends on the surrounding matter density and can be screened, e.g. as it is in
chameleon models [37].

There are already hints from neutrino oscillations that the combined symmetry of charge-conjugation and spatial parity
(CP) is violated in the lepton sector of the SM [38]. Future oscillation experiments will aim to confirm this. Despite the
potential impact on the origin of the matter-antimatter asymmetry of the Universe, the connection between neutrino
CP violation and Baryogenesis will remain ambiguous and further searches will be important. The photonic decays of Ps,
specifically that of 3S; Ps into three photons, is a sensitive probe not only to CP violation, but also that of time-reversal
(T) symmetry and the combination CPT [39]. The latter symmetry will hold in any consistent relativistic quantum field
theory (QFT) and searches for CPT violation thus probe a fundamental tenet of particle physics. We note that performing a
CPT test by spectroscopy of antihydrogen has been a long term goal and primary motivation of the low-energy antimatter
program at CERN [40]. For Ps, anomalous angular correlations between the momenta of the photons produced in the decay
of polarized 3S; atoms to 3y are odd in CP, T and CPT and their observation would point to the violation of the respective
symmetry. Underlying models of CP and T violation would induce mixing terms in the Ps mass matrix, generated by
effective operators beyond the SM coupling four electron fields or electrons with one or more photon fields [39]. While
bounds on the strength of such operators are expected to be severe generically, especially coming from the stringent
constraints on the electric dipole moment (EDM) of the electron [41], the correlation between the EDM and CP and T-odd
observables is model-dependent.

In this review we discuss the current situation and future prospects of experimental Ps studies with respect to the
intertwined areas of QED tests and new physics. We start with a review of the theoretical situation, including the methods
that have been found useful for performing QED bound state calculations for situations where recoil plays a major role.
We present the state-of-the-art for calculations of positronium energy levels and decay rates and discuss the uncertainty
estimates associated with these results as well as the implications for fundamental constants that can be expected from
the comparison between theory and experiment for positronium properties. We then evaluate all existing experimental
data regarding Ps energy levels, decay rates, and decay modes, and their implications regarding various aspects of physics
beyond the standard model in the context of QED theory. Finally, we critically evaluate the next generation of experimental
and theoretical advances, and suggest how these might best contribute to the ongoing search for new physics.

A number of review articles and books have been written covering various areas of positronium physics and QED
theory. DeBenedetti and Corben [42] cover theory and experiment up to 1954, and an in-depth exposition of the discovery
of Ps has been given by Maglich [43]. A review calculation of positronium decay rates and energy levels, as well as Stark
and Zeeman effects in Ps up to 1975 has been given by Stroscio [44]. The theory of the Ps hyperfine structure is described
by Murota [45]. Comprehensive review articles by Berko and Pendleton [46] and Rich [47] were published in 1980, and
have been indispensable for generations of Ps physicists. However, they both predate optical Ps experiments, which were
not conducted until 1982 [48] (as discussed also by Mills and Chu [49]). Rich and co-workers have also discussed the use of
Ps in studies of fundamental symmetries [50], with a more recent contribution by Bass [51]. Rubbia [52] and Gninenko [53]
have written concerning Ps studies as probes for physics beyond the standard model, including connections to mirror
matter and Dark matter. Karshenboim has described how precision studies of simple atoms (specifically (anti)hydrogen,
positronium, and muonium) can be used to probe QED, nuclear structure and fundamental constants [2,16]. The 2001
book by Charlton and Humberston [54] is focused mainly on low energy positron and positronium scattering (covering
both experiment and theory in some detail). More recently (2016) Mills has discussed high-density Ps physics [55,56],
and Cassidy has published a review concerning Ps-laser physics up to 2018 [57].

Theoretical developments related to Ps physics have continued steadily up to the present day (see Section 2), and
various technological advances (e.g., [58]) have led to a resurgence in experimental Ps work. Moreover, there is no
comprehensive summary of both experimental and theoretical developments of the last few decades and their relation
to New Physics. As a result, there is a need for an updated review article.

2. Theoretical description of positronium

Shortly after the prediction of the antielectron (or positron) by Dirac in 1931 [59], and its discovery by Anderson in
1933 [60], the existence of an electron—positron bound state “electrum” was suggested by Mohorovici¢ [61]. Mohorovici¢
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calculated the electrum spectrum at the Bohr level of precision and searched for its spectral lines in stellar spectra, but
made no mention of the possibility that this bound system might be subject to annihilation. (The impact of Mohorovici¢'s
work has been discussed in [62,63].) Positronium was named by Ruark in 1945 [64], who also obtained its spectrum at
the Bohr level and made comments about its structure and annihilation. A more general discussion of electron-positron
bound systems was given by Wheeler in 1946 [6]. Wheeler also obtained the positronium spectrum, and was the first
to calculate the lowest-order spin-0 (singlet) lifetime, obtaining 1.24 x 10~'%s. He noted that the lifetime of the spin-1
states would be “several orders of magnitude greater”. The lowest-order spin-0 lifetime was also obtained by Pirenne in
the course of a major investigation [65-68]. The lowest-order spin-1 triplet lifetime was calculated by Ore and Powell in
1949 [8]. By the time positronium was first produced in the laboratory by Martin Deutsch [69] in 1951, the calculation
of corrections to the energy levels and decay rates of positronium had already begun. In this section we will outline the
theoretical work that has been done on positronium energy levels and decay rates and describe the current state of the
art. We will discuss the theoretical methods that have been and are being used to perform these calculations, and consider
the sensitivity of the results to the values of fundamental constants.

The internal structure of positronium is described by a number of quantum numbers. These are the principal quantum
number n, the orbital angular momentum ¢, the combined spin of the electron and positron s (which can be 0 or 1, the
total angular momentum j (associated with the total angular momentum operator | = L + S), and the z component of j.
Energies and decay rates will depend on all of these quantum numbers except (in the absence of external fields) j,. In pure
QED, with the neglect of small corrections due to the weak interaction, parity (P) and charge parity (C) are conserved,
and their conservation lets us define “good” quantum numbers for positronium states. The parity of a positronium state
is determined by the spatial wave function and the opposite intrinsic parities of the constituents to be P = (—1)*'. The
charge parity of a positronium state can be determined by the requirement that complete interchange of the two fermions
yields a factor of —1. Complete interchange entails spatial interchange (with factor (—1)*), spin state interchange (with
factor (—1)**t1), and charge state interchange (with factor C). For the charge parity C we find C = (—1)*S, and for the
combined parity CP we have CP = (—1)*"1. States with CP = —1 have anti-parallel spins and are called “parapositronium”
(p-Ps), while states with CP = +1 have parallel spins and are called “orthopositronium” (o-Ps). Since charge parity is
conserved in QED and n-photon states have C = (—1)", ground state parapositronium decays to an even number of
photons (¢ = 0 for the ground state), and ground state orthopositronium decays to an odd number of photons. In general,
the conservation law

(=D = (—1)" (2)

governs positronium decays.

We can draw the following conclusions about the eigenstates of positronium in pure QED. The states can be classified
as either singlet (s = 0) or triplet (s = 1) since these are the only options for total spin and CP is conserved. Total angular
momentum j will certainly be conserved. Parity conservation in pure QED implies that the value of ¢ for eigenstates is
either odd or even. However, states with a given value of j and s must have £ = j for singlets and £ = j+ 1 for triplets. In
principle, the eigenstates of positronium will be mixtures having £ =j — 1 and £ = j + 1. However, this mixing is small.
Degeneracy in positronium is broken at the level of the fine structure (O(m.c)), but the matrix elements of operators
that mix states with £ = j% 1 have magnitude O(m.«®) [70] and energy shifts due to this mixing sets in at O(m.«?), so for
practical purposes we can label the states by n, ¢, j, and j,. The small corrections due to weak interactions are discussed
in [71,72].

2.1. History and present status of positronium theory

2.1.1. Energy levels
Positronium energy levels as calculated from QED are all proportional to m.c? times a function of the fine structure
constant « (including possibly logs of «). They have the form

E = m,c? {A20a2 + Agoor® + (AsiL + Aso) &
+ (Ae1L + Aso) @® + (A7al? + AgiL + Agg) @ + - - } (3)

where L = In(1/«) &~ 4.92 and m, is the electron mass.! In this section we will describe what is known about the various
coefficients A;. The Bohr energy factor Ay = —1/(4n?) was obtained by Mohoroviti¢, Ruark, and Wheeler as described
above. The first corrections requiring a relativistic treatment, those at O(m.c*), were obtained by the time of positronium’s
discovery. Pirenne, in a series of papers [65-68], developed a formalism for the electron-positron interaction and used it

1 In this section from now on we will employ natural units where h = ¢ = 1 (with i = h/(27)). In these units m, represents a mass (the electron
mass), an energy, and a frequency. Appropriate factors of i and c¢ should be inserted as needed to obtain quantities with the required units. It is
convenient to note that i ~ 6.582120 x 1076 eV s, Aic ~ 197.327 eV nm, h ~ 4.135668 x 10~ eV/Hz, and m.c? ~ 510999 eV. Since m,c?/h is
a frequency in units of rad/s we see that m.c?/(2mh) = mc?/h is a frequency in Hz. In fact, mec?a?/(2h) ~ 3.289842 x 10'° Hz is the Rydberg
constant in frequency units. The inverse fine structure constant has the value a~' &~ 137.036. Precise values of the fundamental constants were
obtained from the 2018 CODATA adjustment [73]. The relation of natural units to atomic units is discussed in Section 4.3.
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to obtain the energies at order m.a*. This work involved consideration of the relativistic kinetic energy, the spin-orbit
and Darwin interactions, magnetic interactions (involving transverse photon exchange), and a new interaction involving
electron—-positron annihilation into a virtual photon followed by the re-constitution of the electron-positron state. Building
on the electron-positron Hamiltonian of Berestetskii and Landau [74], Berestetskii also obtained the O(m.c*) energies [75].
Both of these works contained errors that were corrected by Ferrell in the course of his PhD research [76,77]. His result
is

4
AE® = e

11 1 7 8040051 (0)
S  —— =
{64n 220+ 1) 127 ey e+ 0o

where the Kronecker delta factors are one if the condition in the subscript is true and zero if not,

(4)

n3

ERSVEES R

) 2j+1
0(30+4) .
AT t=j-1,

and j, £, and s are the quantum numbers of total angular momentum, orbital angular momentum, and total spin.

Ferrell worked on the O(m.«) corrections and pointed out a number of factors that make the calculation of intervals
between states having different values of £ challenging compared to intervals for states with the same £ but different total
spin. The S-state triplet-singlet splitting has come to be called the “hyperfine splitting” and the intervals between other
states (having the same principal quantum number) the “fine structure”. The name "hyperfine”, which arose no doubt
by analogy with the triplet-singlet splitting in hydrogen, is actually a misnomer since there is no particular factor that
makes hyperfine intervals smaller than fine structure intervals in positronium. (In hydrogen, the small electron to proton
mass ratio m./m, ~ 1/1836, which arises from the inverse mass dependence of the magnetic moments, cuts down the
hyperfine splitting relative to other intervals.) Both fine and hyperfine intervals are typically in the microwave range in
positronium (for small values of n). Intervals between states of different values of n (when both values of n are not too
large) are sometimes called “optical” transitions since their associated wavelengths are in or near the range of visible
light. For many years the hyperfine transition was given the greatest amount of attention both in terms of experiment
and theory. Ferrell’s thesis result for the O(m.«) hyperfine splitting was not complete [76]. The correct result appeared
in the 1952 calculation of Karplus and Klein [78]:

7 1 8
AEn:l‘hfs = meot4 — —|=In2 + = g . (6)
' 12 2 9) nw

Shortly thereafter some theory improvements were made related to a more physical treatment of the infrared [79], and
Fulton and Martin were able to obtain results for the full energies at O(m.c”) for the n = 2 states [80,81]. The expression
for the energies at O(m.c°) for all £ were given by Pineda and Soto [14] as an example of the use of potential NRQED.
They gave their result in a convenient form:

5 1 16
AE® = 10 [ 2) 5120 — — Inko(n, £)
8mn3 o 3

14 1 28 203
+ 3 Hy—Inn— — |4+ —In2+ — ) 8-

2n 3 45

+ (=4m2—2) 500 Toez0
9 )= T e e+ 1)

8£085=1
+ _ 9#0%=1 ](2) , (7)
W+ e+ 1)
where
()41, -
e A
. o
[CIEs) t=j-1

Here Inko(n, £) represents the Bethe log, which has been tabulated for example in [82, Ch. 3], and H, = ZL] % is the
nth harmonic number. At about the same time, the non-recoil energies for hydrogen-like atoms were computed using
traditional NRQED [83]. Non-relativistic QED (NRQED) was proposed in 1986 [13] as an alternative to standard QED as
the basis for calculations of bound-state properties. NRQED is an effective quantum field theory in which the relativistic
effects are subsumed into a set of additional interactions and only non-relativistic degrees of freedom are explicitly
present. Calculations involving non-relativistic bound systems such as positronium are significantly simpler in NRQED
than in QED. Potential QED (pNRQED) is a derived effective field theory in which the effects of “soft” energy scales (those
with energies ~ m.«a) are also encoded into new interactions, leaving only “ultrasoft” (~m.e?) dynamical degrees of

freedom [14,84]. See Section 2.2.3.)
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The next big push was to calculate corrections at O(ma® In(1/a)) for the ground state hyperfine splitting (hfs). This
work commenced in 1970 and involved many workers [85-92]. It was not clear at first exactly where all the logs would
come from, and inefficient perturbative schemes made the calculations delicate. The calculation of Ag; for the hfs was
completed by the end of the decade [93-95], with the result for the ground state hfs

5
Ae1 = - 9)
Results for the Ag; coefficients for individual S states were obtained somewhat later [96-99].

The pure O(m.a®) correction was an even greater challenge, partly because there were so many disparate terms to
calculate, partly because some of them required methods that were not available when work on them commenced in
1973. (These methods are discussed in Sections 2.2.2 and 2.2.3.) At O(m.a®) the effort required to find the energies
of the s = 0 and s = 1 spin states separately, at least for S states, is not appreciably more than for the hfs only, so
by the time the complete hfs result was complete the correction for individual S states was done as well. It took a
quarter of a century for final results to be obtained with contributions from many workers [13,25,88,91,100-129]. In
the mean time results were also obtained for P states. These states with £ = 1 have some extra complexity due to
their non-vanishing angular momentum, but there are also crucial simplifications coming from the softer behavior of the
wave function at short distances (the lowest order wave function vanishes at r = 0). The P state results were obtained
in [117,126,130-132]. Convenient expressions for the positronium S and P state energies were given by Czarnecki,
Melnikov, and Yelkhovsky [126]. Energies for states with £ > 1 at order m.«® are also known [70,133].

Results for the O(m.a®) energy level contributions (including the logs) for S and P states are as follows [126]. The
S state hyperfine splitting at O(m.a®) is

AE® — meo{6|:5 In (E) _ éH 20 &
(=0:his 7 g3 |37 \a/ 37" 3n 12n2
+ l<—§§(3)+E§(2)ln2—@;(2)+41n2+@)]. (10)
2 4 3 72 81
The triplet S state correction is
AE® :meas[sln(")_SH L2176
=0s=17 33 |37 \a/ 37" 3n 3n2  16n3

1 632 187 5630
+ —(22¢3)+ —¢(2)In2 — —¢(2) — 64In2 + — ) |, (11)
2 3 2 81
while the singlet S state correction is

Py L B (2)+aH, - X, 89
€=0;s=0 7 3513 o " n  3n2  16n3

+ %(75;(3)—84;(2)1n2+ 13;75(2)—801n2+2>:|. (12)

The P state energy corrections are

o mea®[ 169 559 69
AE®) = - + -
P 8n3 600n  600n%  64n3
1/9 9 20677 13
—(=¢c3) - Zc@)m2+—c2)+ — || 13
+ n2(204( )= gE@)In2+ o0 8(2) + w)] (13)
6
6  Me 25 77 69
AEy) = —— - —
P 8n3 [ 24n " qom  Gam
1/ 1 493 179
—(--¢3 2)In2 4+ —¢(2)— — ) |, 14
+ n2< 253 +@)In2+ o50(2) 432)} (14)
6
6 M 8 119 69
AEY) = _— -
P " 8n3 [ 30 302 64w
1/ 3 923 203
—(-Z¢(3)+6¢c(2)In2 - ==¢(2)— == ) |, 15
+n2< 5¢(3)+6£(2)In 90 ¢ 72)} (15)

and

AF® mea®[ 2 L 69 163
o 8n3 | 3n  15n2  64n3 540 |
Corrections at O(m,a®) for £ > 1 can be found in Refs. [70,133].
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Table 1

Theoretical results for contributions at various orders to the energies of selected transitions of
positronium (in MHz). The transitions shown are the 13S; — 23S, optical transition, the ground state
hyperfine, and the most precisely measured of the n = 2 fine structures splittings. The Bohr energies
at O(mec?) only contribute to transitions having differing principal quantum numbers. Fine structure
corrections set in at O(mea*). Corrections at O(a’L) where L = In(1/a) &~ 4.92 are known only for the
hyperfine transitions. The theoretical uncertainties were estimated to be half of the magnitude of the
O(m.a’L?) contribution.

Term 13$; — 235, 13S; — 1S 235, — 23P,
Ayat? 1233 690 735.09 0 0

Agar® —82 005.57 204 386.63 18 248.81
Asia”L —2 627.89 0 375.41
Asper® 1 126.45 —1 005.50 —128.08
Ag108L —6.69 19.13 0.96

Agoat® —0.42 —7.33 1.32

A7y I? 1.16 —0.92 —0.17
A710l7L - —0.32 -

Total 1 233 607 222.12(58) 203 391.69(46) 18 498.25(8)

Some of the o’ terms with logs are also known. As early as 1993, Karshenboim obtained the O(m.c” In?(1/a))
contribution to the hfs [134]. In 1999 this result was generalized by two groups to give the O(m.a’ In?(1/«)) contribution
to a general state [135,136], with the result

AE 499 N 7. . mea7L25 (17)
= — _— —Q01 * O _— ,
hfs 480 32 1 2 ) ¢,0

where 61 - 63 = 851 — 3850 and L = In(1/a). The O(mea” In(1/a)) correction to the ground state hfs was computed by
three groups shortly thereafter using various implementations of NRQED, with the result [137-139]

217 17 mea’L
AEns = | — — ? In2 . (18)

90 T

A number of the pure O(m.a’) contributions have been obtained, but many more remain to be computed [140-154]. Of
particular interest are the “ultrasoft” corrections, which involve virtual photons having energy and momentum of the same
order as the positronium binding energy. A calculation of the one-photon-annihilation contribution (including ultrasoft
effects) at O(mea’) gives 81,4470 = 1.595(10), leading to an energy shift 1, AE = 0.22 MHz [143], of which the ultrasoft
contribution (~95% of the total) forms the dominant part. A calculation of the complete O(m.«”) ultrasoft contribution
to the hfs results in SysA7;o = 3.50279(32), leading to an energy shift of §ysE = 0.48 MHz [142]. We note the partial
cancellation of the ultrasoft contribution against that of the sub-leading log (which contributes —0.32 MHz to the hfs).
Other known contributions at O(m.«”) that do not involve ultrasoft photons [144-154] are significantly smaller. It seems
likely that the ultrasoft contributions give the numerically leading contribution at O(«”), and that an uncertainty estimate
of half of the leading O(«’L?) log squared contribution is appropriate.

Despite the presence of non-analytic logarithms, the perturbation series in the fine structure constant for transition
energies seem to be behaving well. We illustrate this by giving numerical values for the contributions at the various orders
of ¢ and L = In(1/«) to three representative transitions in Table 1. The logarithmic contributions generally dominate non-
logarithmic ones at the same order in «, as might be expected given that L ~ 4.92. Terms with higher powers of « are
significantly smaller than terms with lower powers, but by a factor that seems to be decreasing as the order gets higher.

Other corrections to the transition energies are small. The hadronic vacuum polarization contribution to the ground
state Ps hfs has been estimated to be or order 0.12 kHz [112]. The weak interaction contribution is 1.15 x 1072 kHz [72].
Manohar and Stewart used renormalization group methods in an effective field theory to compute the leading O(m.a8L?)
energy shift [155]. They found a spin independent shift (so there is no contribution to the hfs at this order) that gives
only AE = —4.4kHz when n = 1.

In Table 2 we have given the current best estimates for the energies of transitions involving n = 1 and n = 2 states of
positronium, as these are the transitions that have been measured with high precision. We have included the 13S; — 23S,
optical transition, the hyperfine transitions, the n = 2 fine structure intervals, and the “ultrafine” transition. The ultrafine
transition (for P states) is defined as the interval between the 2'P; state and an average of 2°P; states: [156,157]

1
AE™ = E(n'Py) — o [E(n®Po) + 3E(nPy) + SE(nP)]. (19)

Of the four spin-dependent operators that enter into positronium energies (the identity 1, the hyperfine operator Sy - S;,
the spin-orbit operator S - L, and the tensor operator S; - 7S, -  — %51 - S;) only the hyperfine operator contributes to
the ultrafine transition. The expectation value of the radial operator multiplying S; - S, vanishes at orders o* and o for
P states, leaving the pure «® prediction

AEultraﬁne _ 683

6
= ma® ~ 74(3) kHz. 20
2P 172800 (3) (20)
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Table 2

Theoretical results for the n = 1 and n = 2 transition energies of positronium (in MHz). The calculations
include all terms through mea’L? where L = In(1/a) except for the n = 1 and n = 2 (n®S; — n'Sp)
hyperfine transitions, which also include the m,a’L contribution. The theoretical uncertainties (expressed
in MHz) are discussed in the text.

Transition Theory (MHz) Uncertainty
13S; — 235, Optical 1233607222.12 0.58

135, — 11, n=1 hfs 203391.69 0.46

235, — 215, n =2 hfs 25424.67 0.06

235, — 2'p; n =2 fine structure 11185.37 0.08

235, — 23P n =2 fine structure 18498.25 0.08

235, — 23p, n = 2 fine structure 13012.41 0.08

235, — 23p, n =2 fine structure 8626.71 0.08

2'P; — 23Pj n = 2 ultrafine 0.074 0.003

The uncertainty of 3 kHz was discussed by Lamm [156]. It has been suggested that a precise measurement of the ultrafine
transition could be used to constrain the effects of the exchange of hypothetical axion-like particles as it is discussed in
Section 4.

2.1.2. Decay rates

Positronium is an unstable system that almost always decays into two or more photons. There is an extremely small
branching ratio for decays involving neutrinos. (For example, the branching ratio for o-Ps decay to v.v, relative to the
dominant 3y mode is ~6.2 x 10718 [158]. The p-Ps to vv rate is suppressed by an additional factor of (m,/m,)? [15].)
Possible decays into hypothetical light particles have, of course, also been considered, as reviewed in [52,159]. The decays
that have been measured with high precision are those from the n = 1 singlet (220 ppm [160]) and triplet (150 ppm [161])
states. These decays will be the focus of this section.

Spin-singlet ground-state parapositronium decays into an even number of photons as required by the charge conjuga-
tion invariance of QED (see Eq. (2)). The dominant mode is 1!Sq — 2y because each additional photon in the final state
brings with it an additional power of «. Orders of alpha for a decay mode may be estimated as follows: one power of « for
each photon in the final state (the lowest-order e e~ — ny amplitude is proportional to e", so the corresponding cross-
section has a factor of «"), and a factor of & from the density of positronium atoms available to decay (the square of the
wave function at the origin). The ny decay rate has the form of a constant times «"*3, where the constant is determined
primarily by the phase space volume available for the n photon final state. The two photon phase space is trivial since the
two photons are constrained by energy-momentum conservation to go off back-to-back with the same energy (half the
energy of the original state). The only free variable is the direction of the decay line, which is unconstrained. The lowest
order rate for ground state p-Ps decay to two photons is

1
Tppso = Emeozs =8.0325ns" !, (21)

as calculated by Wheeler [6] and Pirenne [68]. The corresponding lifetime is 7p.ps = 0.12449 ns. The O(«) correction was
obtained in 1957 by Harris and Brown [162]

o 7'[2
Fp—l’s = Fp—Ps,O 1- ; 5— 7 (22)

based on the Brown and Feynman result for the one-loop correction to the Compton scattering cross-section [163]. The
O(a? In &) correction was obtained in 1990 [164], and the full O(«?) correction ten years later [165-169]. The O(e® In? /)
correction was already known in 1993 [134], and the O(a® In ) term was obtained in 2000 [170].

The lowest-order rate for p-Ps to decay to four photons has been calculated by several groups [171-175]. The most
precise result was obtained in the course of a calculation of the O(«) radiative corrections to this rate [176]. The result
for p-Ps — 4y is

2
Tyopsay = 0.274290(8) (5) Fpps.o {1 - 14‘5(6)3}. (23)
b4 b4
More exotic decays — ones allowed by the weak interaction but forbidden in QED - have also been discussed, including
the rate for p-Ps to decay to three photons [71,177] and for p-Ps decay to two neutrinos and a photon [178,179]. The
branching ratios are too small by many orders of magnitude to be observed in the foreseeable future.
In all, the theoretical result for the p-Ps decay rate is

o ) a\2  3a® ) o’ o3
Tyes = Tyrof1 + A= +20"L+B, (;) ~ S+ GL+D, (;) } (24)
where Ap = % — 5, B, = 5.3986(33) (including the effect of four-photon decay), C, = 2A, — 10In2 + % and D, is, as

yet, unknown. The numerical contributions of the various parts are detailed in Table 3. The total result for the p-Ps decay

9
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Table 3

Theoretical results for the contributions to the p-Ps — 2y decay rate. The first column gives the order in
« of the contribution, including powers of 7 that typically accompany that order, relative to the lowest
order rate I},.ps 0. The second column gives the coefficient of the corresponding power of « relative to
I'yps,0, and the third column (the product of the first two columns times I7,ps ) gives the numerical
value of the corresponding contribution in (ns)~'.

Order Coefficient Contribution (ns)™"
1 1 8.032502928

« A, = —2.532598 900 —0.047 253 367

o?In(1/a) 2 0.004209 186

(g)2 B, = 5.3986(33) 0.00023397(14)

‘;—3 In?(1/a) -15 —0.000 036 080

‘;i In(1/a) Cp = —7.918 892 —0.000038712

O D, 0.000000 10 D,

rate is
Ipps = 7.989618(18) (ns) ™. (25)

Uncertainties include 0.000 0014 (ns)~" from the 0.0033 uncertainty in B, and 1.0 x 107D, (ns)~" from the unknown
value of Dp. We choose to estimate an uncertainty in I', equal to half the contribution of the leading o logarithmic term
as we did for the transition energies. This corresponds to a sizeable value D, ~ 180 of the o correction, but one not out
of line with the known large ultrasoft O(a:®) correction to the hfs.

The decay rate for orthopostronium is more complicated to evaluate than that for parapositronium for two reasons.
First, the three-photon final state has a non-trivial phase-space in that the photon energies and relative directions are not
determined but must be integrated over. Second, there are simply more diagrams to deal with for o-Ps due to the extra
photon in the final state. The lowest order rate was obtained in 1949 by Ore and Powell [8]:

2
Topso = g(nz — 9mea® =7.2112 (us)~ L. (26)

Measurement of the rate through the early 1970s gave a result somewhat higher. By 1974 the agreement had improved
with the completion of the one-loop corrections by Stroscio and Holt [180,181]. New experiments, done in powder or in
vacuum instead of in gas, gave results well below the previous experiments and theory. A new calculation [182] uncovered
a mistake in a part of the “ladder” graph that led to a significant change in the final result: I" = {1— 10.348(70)a /7 } Iypso
instead of I' = {1 + 1.8(6)}F0_p5_0. Shortly thereafter, in 1979, the O(«? In ) correction was obtained as well [95]. A re-
calculation of the one-loop correction confirmed the new result [183], and some of the one-loop diagrams succumbed
to analytic evaluation [184-186]. However, most of the one-loop graphs were too complicated to be done by traditional
integration methods. New rounds of experiments, done in gas as well as powder or vacuum, were consistent with the
revised theoretical results.

The O(a?Ina) correction was obtained in 1979 by Caswell and Lepage [95] and confirmed by Khriplovich and
Yelkhovsky [164]. They found the value § I, ps = %az Ina.

As experimental precision continued to improve, it became clear by the late 1990s that there was an “orthopositronium
lifetime puzzle”—the highest-precision experimental results were clustered about 6-9 experimental standard deviations
above the theoretical prediction [187-189]. A value of about 250 + 40 for the coefficient B, of the expansion for the o-Ps
decay rate

a o a\?2  3d® 5 ol o3
Tors = Tomsof 1440 = SL4 By (5) = 2o+ G L4+ Do (5) ) (27)
b4 3 b 27 b/ b4

would be required to bring theory and experiment into accord, which was thought by most to be unlikely. Work on the
calculation of B, commenced in 1983 with the evaluation of the rate for five-photon decay, which has the same order as
two-loop corrections to three-photon decay. The o-Ps — 5y contribution to B, is small, B,(5y) = 0.187(11) [173,174].
A number of gauge-invariant sets of contributions to B,(3y) were obtained in the 1990s. The contribution from squaring
the one-loop decay amplitudes was found to be 6B, = 28.860(2) [190,191]. Corrections involving vacuum polarization
were small: §B, = 0.964960(4) [192,193]. Radiative corrections to the electron loop in the 0-Ps — 1y — ete™ — 3y
diagrams gave a contribution §B, = 9.0074(9) [194,195]; this somewhat large coefficient is reduced when the ladder
photon exchange is enhanced to include the exchange of any number of ladder photons [196]. The contribution from
the light-by-light scattering of two final-state photons gives §B, = 0.350(4) [197]. The full result for B, was obtained by
Adkins, Fell, and Sapirstein in 2000: B, = 45.06(26) [198,199].

By this time the O(c® In? @) contribution was already known, having been calculated by Karshenboim in 1993 [134].
Furthermore, the O(c® Ina) contribution was obtained in 2000 by three groups: Hill [200], Kniehl and Penin [170],

10
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Table 4

Theoretical results for the contributions to the 0-Ps — 3y decay rate. The first column gives the order in
« of the contribution, including powers of 7 that typically accompany that order, relative to the lowest
order rate I,.pso. The second column gives the coefficient of the corresponding power of « relative to
I'ops.0, and the third column (the product of the first two columns times Ig.pso) gives the numerical
value of the corresponding contribution in (js)~".

Order Coefficient Contribution (js)~!
1 1 7.211 167 117

e A, = —10.286614809 —0.172 303 260

o?In(1/a) -3 —0.000 629 798

(g)2 B, = 45.06(26) 0.001 753(10)

< 1n’(1/a) -15 —0.000 032 390

< In(1/a) Co = —5.517027 0.000 024 213

(£)° Do 0.000000 090

and Melnikov and Yelkhovsky [201]: C, = —"‘3—0 — 8In2 + %. Neither the result for By nor the O(«®) logarithmic

contributions provided an explanation for the orthopositronium lifetime puzzle, which was only resolved with the advent
of new measurements and an improved understanding of systematic errors related to interaction with surrounding
matter [202-204], as discussed in Section 3.4.2.

A new approach led to the analytic evaluation of the O(«) and O(«? In«) lifetime corrections. It was found that the
decay amplitude could be expressed in terms of three invariant functions that could be obtained analytically [191,205].
This development led to a much improved numerical result for the O(«) correction A,. Evaluation of the remaining
phase space integration then enabled Kniehl and Veretin to find analytic results for A, and also C, [206]. Their result
for A, is somewhat lengthy, consisting of 35 terms containing products of logarithms, zeta functions, polylogarithms, and
generalized polylogarithms, but their analytic results can be evaluated to any desired precision. The values of A, and C,
were found to be

A, = —10.286614 808628 ..., (28)
Co =—5.517027491729. ... (29)

Exotic decays of o-Ps allowed by the standard model but not by QED are also possible. These include non-photonic
decays 0-Ps — vv [15,158], decays involving a single photon o-Ps — vvy [71], and four-photon decays o-Ps — 4y [71].
All of the branching ratios for these processes involve the weak coupling constant and are much too small to be observed.

The complete result for the o-Ps decay rate is given in Eq. (27) and Table 4, with the pure O(«?) correction D, still
uncalculated. The numerical result for the o-Ps decay rate is

Typs = 7.039979(19) (s)~ 1. (30)
The uncertainty is a combination of 0.000010 (ws)~! from the 0.026 uncertainty in B, and 0.000016 (ps)~! (half the
contribution of the leading O(«?) logarithmic term) to account for the unknown value of D,.

2.2. Bound-state QED

2.2.1. General formalism: comparison with hydrogen
The theoretical description of weakly-bound Coulombic bound systems starts with the non-relativistic Schrédinger
equation

2
{p +v<r)}w=5w, (31)

2m,
where V(r) = —ZT"‘ is the Coulomb potential, Z is the charge (in units of the electron charge magnitude e) of the positive

constituent, and the reduced mass m, = (1/m;+ 1/m,)~! is defined in terms of the masses m; and m; of the bound state
constituents. Explicit solutions for the wavefunctions in terms of associated Laguerre functions and spherical harmonics
can be found in most textbooks on quantum mechanics. The associated Bohr energy levels depend on the principal
quantum number n only:

m(Za)?
2n2
Systems described in this way include hydrogen, hydrogen-like (i.e. one-electron) ions with Za <« 1, muonium,

positronium, etc. Nuclear recoil at this order is taken care of exactly by the introduction of the reduced mass. There
are three important scales associated with these systems: the “hard” scale set by the electron mass m.c?, the “soft” scale

Eg = (32)

11
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given by the typical size of the relative momentum (p) = m,Z«/n, and the “ultra-soft” scale determined by the binding
energy |Eg|. The binding is “weak” in the sense that the binding energy is much smaller than the electron rest energy and
the typical momentum is much smaller than m,. At this order of description, the spectra of hydrogen and positronium are
identical except that the reduced mass m,/2 for positronium, and hence the energies, are approximately half as large as
those of hydrogen. The transition wavelengths are approximately twice the size of the corresponding ones for hydrogen.

The next level of description, appropriate for hydrogen and other systems where recoil can be neglected, is provided
by the Dirac equation [207]

{@-p+Bme+ V() v =Ey, (33)

where again V(r) is the Coulomb potential and & and g are related to the usual Dirac gamma matrices according to 8 = y°
and @ = By, with {y#, y”} = 2g"*. The Dirac equation builds relativity and spin into the description of the electron.
Recoil cannot be incorporated into the Dirac equation as is possible in the nonrelativistic case—the potential is that of a
fixed external field and m, is the electron, not the reduced, mass. Consequently, the Dirac equation is only appropriate
for situations where the mass ratio of the electron to the nuclear mass is small. On the other hand, relativity is included,
so the Dirac descriptions works even when Z« is not small. The Dirac equation for the Coulomb problem was solved for
energies and wave functions shortly after its invention [10,208]. The energies are given by

-1/2

E = me ’ (34)

Za ?
1+
(” —0+1/2)+ G+ 1/2)* — (Za)2>

The energy levels of the Dirac-Coulomb system depend on both the principal quantum number n and the total (orbital
plus electron spin) angular momentum j. When Z« is small, the Dirac energy levels can be expanded as

_ (Za)? (Za)* 1 3 6
E=m,{1— o o <j+1/2_%)+0((2“) )}. (35)

These energies through terms of O((Z«)*) provide a good approximation for systems having weak coupling and a small
mass ratio (e.g. me/m, ~ 1/1836 « 1 for hydrogen). The Dirac energies do not differentiate between states having
differing values of £ but the same j, so they predict the degeneracy of states such as 2%; /2 and 2%P; s2 for hydrogen-
like systems, a degeneracy broken at order «(Z«)* In(Z«) as the “Lamb shift”. Also, the Dirac equation does not account
for nuclear spin, so, for example, the ground state 1%, /2 splits when nuclear spin is taken into account by an amount
o (Za Y (me /my,) for hydrogen, giving the ground state hyperfine splitting.

While the Dirac-Coulomb problem is completely solved with exact solutions for energy levels and wave function,
it is useful for the development of physical understanding to transform the intrinsically relativistic Dirac Hamiltonian
Bme+a -p+ V(r) to a form more amenable to physical interpretation. This can be achieved either by an analysis of the
“large” and “small” components of the Dirac wave function, with the elimination of the latter (preserving normalization),
or systematically through the Foldy-Wouthuysen transformation [209]. The result of either approach is a bound state
equation for two-component Pauli wave functions with Hamiltonian

2 4 71.%
D p Za L-S nZa ..
H=o—+V—- oo+ =+ 8@+ 36
2m, 8m3  2m2 r3 2m? ) (36)
L ) I 2 4 s
The three new terms represent the relativistic correction to kinetic energy \/p* + mg —me — - = — 25+ -, the “spin-

orbit” interaction between the electron’s spin and the magnetic field induced by its orbital motion, and the “Darwin term”,
which can be interpreted as electron “zitterbewegung”—electron coordinate fluctuation of order of the Compton radius
that lets it see a smeared out potential. Together, these three perturbations taken at first order reproduce the O(m.(Zo)*)
term of (35).

The fixed-source approximation used in the Dirac equation must be relaxed in order to understand the hydrogen
spectrum in greater detail. For systems like positronium, the dynamical nature of both constituents is central to their
description. A dynamic nucleus produces a current that allows it to emit and absorb transverse photons. Taking recoil
corrections into account along with the exchange of a single transverse photon, several new terms come into the
Hamiltonian. Also, at least for particle-antiparticle bound systems such as positronium, the effect of virtual annihilation
must be included as well.

A two-body relativistic equation that includes the effect of transverse photon exchange was proposed by Breit [210].
The Breit equation is

(P° — Hy — Hy) Yrmi(T) = (—ZT“ + HB) Ynk(T) (37)

where P? is the total CM energy (including rest masses), Hy = fimy + aj - p, Hy = Bomy — @y - P, the subscripts “1” and
“2” refer to the two particles, ¥ = 71 — T, p = —iV, B; and &; are the usual Dirac matrices acting on the indices of particle
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i, and Hp is the Breit interaction
Zo &1'&2 &1F&2F
Hp= — +
) ( r r3
The Breit Hamiltonian is a 16 x 16 dimensional matrix operator acting on 16 component states (four for each of the

two particles). The “Breit interaction” Hp was obtained from the expansion of the classical electromagnetic interaction
between two particles to order 1/c? [211]:

_ Niq 51'52+51'F52'F
2mymyc? r r3

(38)

OHine =

(39)

with the substitution p; — m;r — m;a;. The Breit equation cannot be interpreted as an exact (if incomplete) equation
for the 16-component two-particle wave function ¥ with energy eigenvalue P° as a two-body extension of the Dirac-
Coulomb equation (33). Analysis by elimination of the large-small, small-large, and small-small components of ¥ in favor
of the large-large component [210], or by a generalized Foldy-Wouthuysen procedure [212,213], leads to a spurious term
(coming from the small-small component) that is not in accord with experimental results for helium fine structure [214].
Problems with the Breit equation have been discussed in [213,215-217] and elsewhere. One issue is the fact that if the
Breit operator is used in second order perturbation theory, contributions from negative energy intermediate states are
obtained of an anomalously large order. It was shown that use of the Breit interaction should be restricted to first order
perturbation theory.

The Breit interaction can be interpreted as an effective potential due to exchange of a transverse photon [217, Sec. 38].
The scattering of nonrelativistic spin-1/2 particles due to exchange of a single Coulomb or transverse photon is described
by the following Hamiltonian [67,74,77,217]

2 Z 41 1
o P Ze pt(1 1
2m, r 8 \md m3

Za (L-Sy LS5\ #Za (1 1Y 5.
+ —= st— |t —|=+t=)80
2r3 \ m? m; 2 \mj m

- -

Zo . n Zao L-S
— ————— (8ap + Tal) PaPy + —
2mymyr mymy 1
8nZa - - R Za A
- S1- 583 () + 5 (37as — 8ab) S1aSab, (40)
3mym, mymyr

which includes the usual non-relativistic kinetic energy (with reduced mass) and potential terms plus the kinetic energy
correction, some spin-orbit terms, the Darwin terms, the magnetic interaction, another spin-orbit contribution, and the
spin-spin interactions. The last four terms come from the Breit interaction and can be interpreted as due to the exchange of
a single transverse photon. These terms are sufficient to give all corrections through O(m.a*) for two-fermion atoms (but
not including the effects of virtual annihilation that contribute in particle-antiparticle bound systems such as positronium,
or sizeable values of g — 2 as for a proton).

For positronium, there is one additional contribution at O(m.«*) coming from virtual annihilation of the electron and
positron into a photon, followed by the reformation of positronium. The effective potential for this process is found from
the QED scattering amplitude by an identification of the three-dimensional potential that would bring about this effect.
The annihilation potential is

Hy = 205,83, (a1)
e
where the Kronecker delta 8,1, which vanishes unless the total spin is one, is present due to the charge conjugation
selection rule.

With the Hamiltonian in hand, it is now just a matter of some angular momentum algebra and finding some expectation
values from non-relativistic quantum mechanics to obtain the energy levels of a two-body system with the complete mass
dependence, at least through order (Za)* [213,218,219]. For example, the S; - S, term gives the ground state hyperfine
splitting of hydrogen:

3., o4
8my,a

AHpgs = 3mm
elMp

~ 1420 MHz (42)

(where m,, is the proton mass), which is the 21 cm line so useful in astrophysics. Since the proton is not an elementary
fermion, we had to supplement the proton spin factor to account for the proton magnetic moment by including the factor
yp = 2.7928. The degeneracy over ¢ for states having the same value of j is broken by a contribution

my(Zou)*m?2 1 1
it12 e+12]

AE =

"~ 2n3(m, 4+ m, ) (43)
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This term contributes to the Lamb shift, but because of the small size of m./m,, its contribution is small compared to the
Lamb shift effect coming from the bound electron self-energy even though the Lamb shift has an extra power of «. The
situation in positronium is more straightforward since both constituents are elementary. The corrections to the energy
levels of positronium through O(a*) can be found from (40) and (41) by first order perturbation theory and are given
in Eq. (4). These corrections were first worked out in [68,75], then by Ferrell who made some corrections [76,77]. They
are now textbook material [220,221]. (In Ferrell’s journal article he is missing a factor of 7/12 in one term. Itzykson and
Zuber write 1 — 2§49 instead of the correct §y.o = 1 — &¢0.)

We can already see the consequences of the three major differences between positronium and hydrogen, which are
(1) the different mass ratio, (2) the fact that the proton has structure, and (3) the fact that positronium is built from a
particle and its antiparticle, so virtual and real annihilation are allowed. The mass ratio m./m, ~ 1/1836 for hydrogen is
quite small, so to first order all 1/m;, and 1/ mﬁ terms in the effective Hamiltonian can be neglected. This approximation
leads to a simpler Hamiltonian with less structure—and more degeneracy. In positronium the mass ratio is one and the
full Hamiltonian comes into play. There is no degeneracy at O(«*) for positronium. Since the proton magnetic moment
is proportional to 1/m,, the proton spin is irrelevant at O(a*) for hydrogen. One consequence is that the usual angular
momentum coupling scheme for positronium and hydrogen are different: for positronium the spins are coupled first to
give the total spin S; + S, = S, which is then coupled to orbital angular momentum to give the total angular momentum
S + L = J. In hydrogen, the electron orbital_angular momentum and spin are first coupled as L + S, = J, which is
then coupled to the proton spin as J + S, = I. For hydrogen or other systems where one or both constituents are not
fundamental, phenomenological parameters reflecting the size and composition of the constituents must be inserted
into the theoretical description. For hydrogen, these parameters include the proton magnetic moment and other size-
related parameters. Because positronium is formed from a particle and its antiparticle, its states can be taken to be
eigenstates of charge conjugation (C) as well as parity (P). The conservation of P and C in QED leads to a number of
selection rules for transitions in positronium. Crucially, real and virtual decays to photons are constrained to satisfy Eq. (2):
(—1)%* = (—1)", where ¢ represents orbital angular momentum, s the total positronium spin, and n, the number of
photons in the final (or intermediate) state.

2.2.2. Bethe-Salpeter approach and generalizations

The Bethe-Salpeter equation allows for the systematic evaluation of bound state energies that includes corrections due
to multi-photon processes. The Bethe-Salpeter equation was proposed in 1951 [12,222]. Essentially equivalent equations
were developed at about the same time by several authors [223-225]. A quantum field theory (QFT) derivation of the
Bethe-Salpeter equation was provided by Gell-Mann and Low [226]. In principle, the Bethe-Salpeter equation provides
an exact description for Coulombic bound states such as positronium and muonium that are built from fundamental
spin-1/2 particles. For systems involving composite constituents such as hydrogen, muonic hydrogen, deuterium, etc.,
various phenomenological aspects of that structure must be included in the analysis. For high precision work, it may be
necessary to include weak interaction and additional strong interaction effects, depending on the system and the required
precision.

At the heart of the Bethe-Salpeter approach is the two-to-two Green function

G(x1,%2;¥1,¥2) = (0|T¢1(X1)1/f2(xz)1/_f1(}’1)1/}2(3/2)|0), (44)

where 1 and iy, are the Heisenberg representation quantum fields for the two constituents, the electron and proton
for example, |0) is the vacuum state, and T is the time ordering operation. The graphical expansion of G is shown in
Fig. 2a. There are two crucial facts about the Green function G that allow us to extract the spectrum of two-body bound
states. The first is that G contains poles at the energies of the two-body bound systems. The positions of these poles can
be extracted from G, giving the bound state energies. The second crucial fact is that we can organize the infinite set of
graphs contained in G in a way that allows us to extract the poles. The organization displayed in Fig. 2 is appropriate for
scattering calculations, where only the simplest of these graphs make large contributions due to the smallness of the fine
structure constant « and the fact that each photon in a graph contributes a factor of « to the value of that graph. Bound
state poles are only produced when an infinite subset of graphs is summed, so a reorganization is required.
The Bethe-Salpeter equation can be written as

G =S + SKG, (45)

where G is the two-to-two Green function discussed above, S is the product of two one-to-one Green functions for the two
constituent particles, and K is the two-particle-irreducible “kernel” consisting of all diagrams of G that cannot be cut into
two disjoint pieces by severing two of the fermion lines—one for each of the constituents. The kernel K does not include
external fermion lines. The notation of (45) is quite condensed. Dirac indices for the fermions, including summations over
indices in the products, are implicit. The space-time dependence is also implicit. It is useful to work in momentum space,
and represent the center of mass momentum of the two fermions as P and the relative momentum as p, so the momentum
of line 1is p; = &P + p and that of line 2 is p, = &P — p, where & = m;/(m; + my). Translational invariance of the
theory implies conservation of the center-of-mass momentum, which means that the Green functions and kernel contain
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K= = + + +
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Fig. 2. Graphical representation of the elements of the Bethe-Salpeter equation. The two-to-two Green function G is shown in (a). Particle one (two)
is shown at the top (bottom). Virtual photons are shown as wiggly lines. Part (b) shows the product S of two fully-corrected one-particle Green
functions. The two-particle-irreducible kernel K is shown in (c). External fermion lines are not included in the kernel even though they are drawn
in for clarity. Their absence is indicated by hash marks.

factors of 8*(P — Q), which we factor out, and write G(p1, p2; q1, q2) = (27)*8*P — Q)G(P; p, q), where the p momentum
is for the final state and q for the initial state. A more explicit rendering of the Bethe-Salpeter equation is

G(P; p,q) =S(P; p,q)
4

d*e
+ S(P; p)/ WK(P, p,£)G(P; £, q), (46)

where the non-interacting Green function can be written as S(P; p, q) = (27)**(p — q)S(P; p). (The delta function of
relative momentum is present in S because there is no exchange of momentum between the two fermions.) The easiest
“derivation” of the Bethe-Salpeter is to write out all graphs entering into the various terms of (46) and see that the graphs
on the two sides of the equal sign are identical order by order in the fine structure constant.

The Bethe-Salpeter Eq. (46) is, to begin with, a function of the bare coupling and masses and contains the usual
quantum field theory divergences. Renormalized quantities can be defined by

G =Z1Z2)Gr, S =Z1)Zp)Sr, K = (Z(l)Z(z))_1I<R, (47)

where Z(y) and Z,) are wave function renormalization constants for the two fermions and Gg, Sg, Kg are finite functions
of the renormalized coupling constant and masses. (There is a subtlety in the renormalization of K in the fermion-
antifermion case having to do with the one-photon-annihilation kernel. The vacuum polarization diagrams needed to
renormalize K are two-particle-reducible, so they are not present in K and only come in through the perturbative expan-
sion, but they do come in as needed to cancel all divergences [227].) We will not address the details of renormalization
or the one-photon subtlety in this work. Instead we will drop the R notation and assume that G, S, and K in (45) and (46)
are already finite renormalized functions of the physical coupling and masses.

The two-body Green function contains all information about two-body bound states and two-body scattering, including
bound state energy levels. The energies E, of the various bound states appear as poles 1/(P° — E,) of the total energy P°.
The poles can be displayed by inserting the identity operator in the form of a complete set of states between /1 (x1)¥2(X2)
and ¥1(y1)¥2(y2) of (44). The contributions from the two-body bound states contain the poles [226,228]:

P P
qu_lz (P p) nk( q) Fo, (48)
nk PO — ,/P2+M2+ze

where the bound states are labeled by indices n and k, k being a degeneracy index. The bound state energy is the position of
the pole in the center-of-mass frame (P — 0): P — M, where the bound state mass M, is otherwise known as its energy.
The functions lI/nk(P p) are the Bethe-Salpeter “wave functions”. They are analogous in some ways to standard quantum
mechanical wave functions, but their dependence on the relative energy of the constituents represents a fundamental
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difference. The wave functions satisfy the homogeneous Bethe-Salpeter equation
- a*e
o(P; p) = S(P;
wlhip) =steip) [ L
obtained from the inhomogeneous equation (46) by identifying the residues of the bound-state poles on the two sides
of (46). The normalization of Bethe-Salpeter wave functions follows from their origin as residues of poles in the Green
function G which satisfies an inhomogeneous equation [229,230].

One question that must be addressed in bound state QED is the choice of gauge. QED is a gauge invariant theory, and
in principal any gauge can be chosen for calculations, but the difficulty of a calculation can be strongly affected by the
choice of gauge. While a covariant gauge is often optimal for scattering calculations in perturbation theory, the Coulomb
gauge facilitates bound state calculations. The Coulomb gauge propagator

1 1 kil
Doo(k) = R Dji(k) (51] ) (50)

K(P: p. €)% (P: €), (49)

Tk +ie k2

with Dg; = Djp = 0 contains exactly the (Fourier transformed) Coulomb potential as its time-time piece, and the exchange
of a transverse photon as its space-space part. Covariant gauges lead to contributions at anomalously low orders that are
only seen to cancel when an infinite number of diagrams is summed [216,231]. In a covariant gauge, calculation even of
the O(a*) correction is a significant challenge.

The Bethe-Salpeter equation is much too complicated to solve exactly, so some approximation scheme must be
developed. The first such scheme was due to Salpeter [216], who, as a first approximation, deleted all self-energy
corrections in S, leaving the uncorrected Dirac propagators S(P; p) — So(P; p) where

i i
SolP:p) = [51P+¢—m1+ie:|1[Ezp—l’—mzwLie]z -

with & = m;/(m; + my). He also truncated the interaction kernel to single photon exchange K(P; p, q) — Ko(P; p, q)
where

0,,0 i J kik:
Ko(P: p. q) = —4riZa { Ny, N ( i— Tf) , (52)

k2 —k2 k2

where Ze is the charge of the positive particle, k = p—gq, and retardation has been neglected for the transverse photon. (For
positronium Z = 1, but it is useful to display Z so the effects of exchanged photons (which involve Z) can be distinguished
from those of radiative photons that affect only one of the fermions.) The approximate Bethe-Salpeter equation has the
form

PO — Hy — Hy) yrme() = (A4s — 4 ¢
( — = 2)1/fnk(p) = ( ++ — __) / w
4 Z . . — K ; _Z A N
x (Z,iiza)z {_] + o, <5ij - W)} Vrak(£). (53)

Here A, and A__ are projection operators onto the large-large and small-small subspaces that are most easily written
in momentum space, so the whole equation has been given in that form. Dependence on the relative energy has been
eliminated through integration: the three-dimensional wave function here is ¥, (p) = %Wnk(l’ = 0; po, p). The one-
particle Dirac Hamiltonians H; and H, are the same as in the Breit equation (37), but now in momentum space. This
equation is identical to the Breit equation except for the projection operators, but their presence makes it a viable bound
state equation with a proper treatment of negative energy states. A two-particle Foldy-Wouthuysen treatment of this
equation is possible and gives the effective Hamiltonian as shown in (40) and the same energy levels correct through
O(a*) [213].

Building upon the Salpeter equation with a Coulomb kernel, whose approximate solutions are just the nonrelativistic
Coulomb wave functions, a perturbative expansion can be developed that is sufficient for the calculation of all corrections
at O(a®). This was done for the positronium hfs in [78] and the 2S, 2P fine structure in [81], and could be used to get
all energy levels at O(«®). This basic formalism was used to obtain a number of corrections at O(a? Inar) and O(a?):
see [85,87,89,92,101] for a sample of these works.

Over time, new and better ways were developed for extracting information from the Bethe-Salpeter equation. Early
treatments suffered from several disadvantages. One challenge is that the two-to-two Green’s function G(P; p, q) contains
more information than required when one is only interested in bound state energies. Specifically, details about the
behavior of G(P; p, q) as a function of relative energy (or relative time) is not required. Also, the usual ladder approximation
to the Bethe-Salpeter equation does not have the correct one-particle limit as m;/m; — 0. In fact, an infinite number
of graphs involving crossed photons is required in order to obtain the correct limit. Perhaps the main difficulty with the
early methods was the lack of an exact solution to the lowest order problem. On top of the usual perturbations arising
from higher order terms in the kernel, the wave function itself had to be iterated to obtain a sufficient approximation
(see especially [94,232] for a discussion).
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A new phase of work on the Bethe-Salpeter equation was initiated by the development of approximation schemes
for which an exact solution exists for the lowest order problem and which have a well-defined scheme of perturbative
corrections. All of the new approaches start off with the choice of a simplified two-particle propagator Sy to replace
the fully corrected and renormalized two-particle propagator S of (45). Usually a constraint is placed on the relative
energy variable as well, setting the relative energy to zero or using it to put the heavy particle on-shell, resulting in a
three-dimensional bound state equation. These approaches are discussed in [233-236]. Use of a modified two-particle
propagator results in additional kernel contributions that usually give rise to useful cancellations. With the proper choice
of a lowest-order kernel (one that includes at least the Coulomb interaction) the new approaches lead to exact solutions
to the lowest order problem and a well-behaved perturbative expansion. Many of the modified equations have the correct
one-particle limit and are good options for heavy-light bound systems. Early uses of the new approach for QED bound
states are discussed in [93-95,105,107,227,237]. Formalisms built on exactly soluble lowest order equations were used to
compute all positronium energy contributions at O(«® In o) [93-96], as well as most of the pure O(«®) corrections. About
the time the last of these were being completed, traditional Bethe-Salpeter based methods were overtaken and for the
most part superseded by the effective quantum field theory approach.

2.2.3. Effective field theories and NRQED

The use of effective interactions has a long history in atomic physics. As we have seen, the Breit interaction [210]
describing the exchange of a transverse photon gives correct energy levels at a certain level of approximation, but is
not appropriate as a kernel of a bound-state equation and cannot be iterated. More sophisticated effective potential
methods have been used by [11,118,130,238,239], among others, to good effect. With the advent of self-consistent effective
quantum mechanics and effective quantum field theories, these methods have found a secure home.

The most powerful methods for two-body Coulombic bound state calculations are based on non-relativistic QED
(NRQED) [13,240-242] and its variants. The explicit relativistic invariance built into QED is essential for particle physics
but leads to unnecessary complications when QED is applied to Coulombic bound states, which are characterized by energy
scales small compared to m.c?. NRQED is obtained by removing the high energy states (m.c? and above) from the theory
by including a cut-off of some sort, which could be an explicit cut-off on momentum and energy integrals or something
more subtle, such as dimensional regularization. The resulting low-energy theory can be tuned to facilitate calculations
of low energy properties such as bound state energy levels. However, the high energy states do affect the nonrelativistic
physics. In order to account for this, additional interactions are added to the low energy theory to mimic the effect of the
high energy states removed by the cut-off. The added complication of working with a theory augmented by the additional
terms is more than made up for by the fact that the nonrelativistic theory can be optimized for low-energy calculations.
In NRQED, two-component Pauli spinors are used to describe fermions instead of relativistic Dirac spinors. Instead of a
covariant gauge such as Feynman gauge for photon propagation, in NRQED the advantages of the use of Coulomb gauge
are not offset by disadvantages since the theory is not covariant in any case.

As a quantum field theory, NRQED is defined by the field variables involved (electron, positron, and photon fields for
positronium), the cut-off chosen, and the Lagrangian. The NRQED Lagrangian has the form

E—ZW{:Df+—+—+ 02 505

2m
i 49 3 ‘IQl (i) o T }
+c DE+c o/ -DXE4---
D4m, S am? vi
_7FIA.UFM‘)+"'7 (54)

where the v; are the two-component fermion fields of mass m; and charge g;, the o0 are the Pauli matrices (for the
ith fermion), A* is the photon field, B = V x A, E = —VA® — 0A/dt, F, w = A, — A, and D, = 9, + iqiA, is the
gauge covariant derivative. Compared with standard QED, there are many addltlonal interaction terms in NRQED, but the
ones that are present have a more immediate physical interpretation. In principle, all interactions are included compatible
with the symmetries of QED in the non-relativistic limit: rotational invariance, parity and time reversal invariance, and
gauge invariance. However, as we will see, there are counting rules that allow one to estimate the order in « of any
particular term such that only a finite number of terms contribute at any given order. The terms shown are adequate
for the calculation of the fine structure up to O(«*) for a system such as muonium. (Details of the construction of the
NRQED Lagranglan are described in_[243,244].) If we expand one of these terms, the D2 term for example, we find

D?/(2m) = —p?/(2m)+(q/(2m))(p - A+A- P)— (¢?/(2m))A2, from which we identify a contribution to the nonrelativistic
fermion propagator —p?/(2m), the coupling of the fermion to a transverse photon proportional to the particle’s velocity,
and a “seagull” vertex coupling the fermion to two photons at a point. The complete set of NRQED Feynman rules sufficient
to give all O(«®) energy corrections is shown in Fig. 3.

The NRQED Lagrangian density has the form of an expansion in inverse powers of the fermion masses. Dimensional
consistency implies that each additional power of mass in the denominator must be compensated by extra field
derivatives, which translate into factors of the particle’s momentum or energy in the numerator. Since the expectation
value (p)/m; o «, terms with more mass factors in their denominators give smaller contributions to energy levels.
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Fig. 3. The Feynman rules of NRQED. Solid lines represent the fermions (incoming momentum p;, outgoing momentum p,), dotted and wiggly
lines represent Coulomb and transverse photons (momentum k), g and m are the fermion charge and mass, and o;; = €0 is a Pauli matrix. The

transverse photon propagator contains the transverse delta function BiT.(E) = §j — kiki. The constants cs, cp, c¢ are the spin-orbit, Darwin, and Fermi
matching coefficients, cyp is the vacuum polarization matching coefficient, and ds and d, are four-fermion contact term coefficients. (The rules shown
here are sufficient for calculations at O(«”). Additional vertices appear at higher orders.)

A perturbation theory can be developed for energy levels by analogy with the work done for the Bethe-Salpeter
equation, except that now everything is simpler. In order to obtain our lowest order description, we choose the reference
non-interacting two-to-two Green function to be the product of two non-relativistic fermion propagators

i i
£1E + po — p?/(2my) + i€ &E — po — p?/(2my) + i€’
(where & = m;/(m; + my)) and for the reference interaction we take simply the exchange of a single Coulomb photon

So(P; p) =

(55)

Lo oo —4nZo
Ko(P;p,q)=—-iV(p,q@), V(p.Q)= =——=- (56)
(p—0q)
The lowest-order homogeneous Bethe-Salpeter equation of NRQED takes the form
. 1 dq ..
= = V(p, , 57
) = o / V6. () (57)

which is exactly the momentum space version of the standard Schrédinger-Coulomb equation. Contributions to the
perturbation kernel 6K = K — Ky are shown in Fig. 4. NRQED has been used to reproduce all results for positronium
energies at orders o* and o (see Egs. (4) and (7)) using the perturbations of Fig. 4. For the O(«®) corrections we must
take a number of additional kernels into account as well as the effects of second order perturbation theory. Results at
O(a®) are reported in Table 1 and the references given in Section 2.1.1. As a specific and distinctly non-trivial application
of NRQED, we mention the calculation of Czarnecki, Melnikov, and Yelkhovsky of the positronium S state energy levels
at order «® [25,126]. They used a dimensionally regularized version of NRQED to calculate all recoil and radiative recoil
corrections at this order. At O(e’) yet more kernels must be included in additional to further sub-leading contributions
from kernels that contributed at lower orders. Furthermore, higher order corrections to the matching coefficients will
be required, including four-photon annihilation, four-photon exchange, and light-by-light scattering contributions to the
four-fermion matching coefficient of Fig. 4(k). Other contributions that have been studied include the two-loop Bethe log
terms [140,141] and the numerically-important ultrasoft corrections [142]. References for the known corrections at O(c’)
are given in Section 2.1.1 but there are many that remain to be worked out.

Extensions of the effective field theory method have also been employed in positronium research. In NRQED, hard
scale processes (with energies or momenta of order m.) have been removed, leaving the soft (of order m.«) and ultrasoft
(of order m.a?) scales to be integrated over in the expectation values that give corrections to the energy levels. The
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Fig. 4. Kernel perturbations that contribute to bound state energy levels at O(a*) and O(a®): (a) represents the relativistic correction to kinetic
energy, (b) and (c) are the spin-orbit and Darwin corrections, (d) is the magnetic correction due to exchange of a transverse photon, (e) and (f)
are the Fermi spin-orbit and spin-spin corrections, (g) is the vacuum polarization correction, (h) and (i) represent all diagrams having a transverse
photon crossing any number of Coulomb ladder photons (the double line represents the nonrelativistic Coulomb Green’s function—which is the sum
of zero, one, etc. exchanged Coulomb photons in the ladder configuration. Graph (h) gives the traditional Lamb shift and (i) the “Salpeter term” [216].
Graph (j) is a “seagull” contribution, and (k) represents the contact potential that takes into account the effect of virtual annihilation and the hard
contributions from multi-photon exchange.

presence of two scales in these integrals means that individual expectation values do not have a unique order in «
but instead contain some lowest power of « plus a series of higher powers and logarithms. This complication can be
removed by using instead a new effective field theory, called “potential NRQED” (pNRQED), in which the soft scale has
been “integrated out”, i.e. removed, from NRQED [14,84,245-247]. The effects of the soft scale processes are encoded in
a number of additional interaction terms. When projected on the one-electron-one-positron subspace of the Fock space,
the calculations of pNRQED can be done in a way that is similar to those of ordinary non-relativistic quantum mechanics
where the interaction terms take the form of potentials. Matrix elements at the ultrasoft m.a? scale would not contain
large logarithmic factors (such as In«)—instead, the large logarithms are summed up using the renormalization group
into the “Wilson” or “matching” coefficients that multiply the potential operators [248]. This, along with the fact that
individual expectation values have unique orders in «, are advantages of the pNRQED version of the effective field theory
approach. While pNRQED has been used to obtain all corrections to Ps energies at O(mec:>) [14], logarithmic corrections
to the Ps hfs at O(mea’ In(1/e)) [137], and pure O(mea’) corrections to the Ps hfs arising from one-photon-annihilation at
O(mea’) [143], it would be interesting to see a complete calculation of pure O(m.«®) energy level corrections done using
pNRQED in order to assess the relative ease of pNRQED vs. traditional NRQED calculations.

Another extension of NRQED that has been used in positronium research is “velocity NRQED” (vNRQED) [246,249,250].
In vNRQED, separation of the effects of the low-energy scales is achieved by defining distinct fields to carry the soft and
ultrasoft excitations. For example, the fermion field is written as a two-component spinor ¥ (x) where p is a (discrete)
soft momentum index and the continuous variable x is used to describe the ultrasoft fluctuations. The photon has a
soft component Ag‘ (x) and a separate field A*(x) to describe ultrasoft photons. Diagrams in vNRQED have well-defined
orders because the scales were separated at the start by the definitions of the fields included in the theory. Two distinct
regularization scales are introduced into the dimensionally regularized theory (instead of the usual one): us for soft loops
and uys for ultrasoft loops. For consistent power counting the scales must be correlated in terms of a “subtraction velocity”
v according to ps = mev and pys = mev?. The “velocity renormalization group” is used to scale the matching coefficients
of the theory from the matching scale v = 1 down to v = «, which is a typical velocity of a bound state. Manohar and
Stewart [155] used the velocity renormalization group to compute the logarithmic contributions to positronium energies
at orders mea”’ In?(a) and mea® In*(a). Their results are consistent with other calculations and outline a systematic
approach to the calculation of logarithmic contributions.

Due to the systematic treatment of logarithms and the fact that contributions from individual diagrams have unique
orders in «, it seems to me likely that some version of NRQED with low-energy scales treated as in pNRQED or vNRQED
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will become as important for positronium calculations as the analogous effective theories pNRQCD and vNRQCD are in
the theory of heavy quark-antiquark physics [246,247,250,251].

2.3. Sensitivity to fundamental constants

The theoretical results for transitions energies of positronium all have the general form
AE = kmea {1+ f(a)} (58)

where « is a constant, r > 2, and f(«) is proportional to at least one power of «. Other constants, such as the muon
mass and parameters of the strong and weak interactions, make negligible contributions. Decay rate predictions also
have the same general form. Since the predictions depend on only two fundamental parameters, the comparison of any
two measurements with theory would allow for the extraction of both m, and « from purely positronium measurements.
Unfortunately, measurements and the associated theory in positronium are generally not precise enough to compete
with the best values of m, and «, which are known to precisions of 0.30 ppb and 0.15 ppb, respectively [73]. Because all
of the positronium results depend linearly on m,, we can also express the predictions in terms of the Rydberg energy
R = Ry, = ma?/2:

AE = 2kRa" {1 + f(a)}. (59)

and use the positronium measurements to extract values of R and «, from which a value for m, can also be obtained. The
2018 CODATA value of the Rydberg has the amazingly small relative uncertainty 1.9 ppt [73].

The positronium transition with the best relative precision is 13S; — 23S;. The experimental precision is aided by the
relatively small natural linewidths of the 13S; state (due to the relatively slow decay into three photons) and 23S; state
(since it is metastable and cannot decay through single photon emission). The relative precision is strongly enhanced
because the series in « for AE begins at O(«?) rather than a higher power of « as is the case for the other measured
transitions. Since r = 2 for this transition, the theoretical prediction simplifies to AE = 2«R{1+ f(«)}. Because
fla) ~ —1.250% + 0(e®In(1/a)) « 1, the relative precision of R determined from a measurement of this transition
is essentially the same as the relative precision of the comparison between experiment and theory. In this case, the
measured [252] and calculated transition energies are

AEexp = 1233607 216.4(3.2) MHz, (60)
AEheor = 1233607 222.12(58) MHz. (61)

Since the actual difference between these two values is somewhat larger than the experimental uncertainty, we use
the difference between them as the uncertainty for the comparison—this uncertainty amounts to 4.6 ppb. From the
comparison we obtain a pure-positronium value for the Rydberg:

Rps = 3289841945(15)MHz (4.6 ppb). (62)

(In this evaluation we used the 2018 CODATA value of «. The exact value for « used is not important since 1+ f(«) is so
close to one.) The positronium result for the Rydberg is within 1o of the CODATA value.

There is a great deal of room for improvement in the 13S; — 23S; measurement since the natural line-width of the
13S; — 23S, triplet state transition is only 1.3 MHz. In the future, “one can expect an eventual measurement that splits the
natural line width by a factor of 103” [49]. Such an experiment, of course, would be subject to numerous new systematic
uncertainties, and theory would be hard-pressed to achieve the same level of precision. Work has already begun on a new
set of experiments that should achieve uncertainties at the 0.10 MHz level [56,253]. The anticipated precision of theory,
once the O(«”) contributions are completed, is also at about this level, since the leading logarithmic contribution at O(«®)
is 21ma®L3/(647%) ~ 0.004 MHz [155], the next to leading term is of order me®L?> ~ 0.024 MHz (with an unknown
coefficient), and m.a® 2~ 0.0010 MHz. A successful comparison of experiment with theory for the 13S; — 23S; transition
at the 0.10 MHz level of precision would yield a pure-positronium Rydberg with a precision of ~80 ppt.

It is interesting to compare the precision of the Rydberg obtainable through positronium measurements with the
uncertainties in the Rydberg coming from discrepant values of the proton charge radius r,. Consider the situation in
the hydrogen atom. Given a hydrogen energy measurement and a value of the proton radius, by use of the theoretical
formula for that energy one can deduce a value for the Rydberg. Because the value for the proton radius r, = 0.8751(61) fm
coming from elastic electron-proton scattering and precision spectroscopy of normal (electronic) hydrogen [18] differs
from the value r, = 0.84037(39) fm found by precision spectroscopy of muonic hydrogen [254], there is a “proton radius
puzzle”. The difference is significant, amounting to 5.7 ¢ (although more recent measurements in atomic hydrogen tend
to lessen the discrepancy [255,256]). One can express the energy of the hydrogen state with quantum numbers n, ¢, etc.,
as [2,82,235]

3.4
E(n,¢,...)= —52 + Mo 5 Seco+E(n, 2, ...), (63)
n 3n3 P
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where —R/n? is the leading Bohr term, the dependence on the proton radius r,, is displayed explicitly, and the remaining
terms are combined into E. So, for n = 1 states, the uncertainty in energy E(n, £, ...) due to an uncertainty dr, in the
value of the proton radius is given by

8
SE(n, €,...)= ngﬁozzrpcSrp. (64)

Similarly, for n = 1 states, the uncertainty in energy due to an uncertainty in the Rydberg is §E(n, ¢, ...) = §R. The two
types of uncertainty have the same effect on the energy when

SR 8 [m.cla\’
i=7< ¢ oz) Tp O1p. (65)

R 3 hc

We have reinstated factors of i and ¢ to make the numerical analysis more clear, and use m.c? = 0.5110 MeV, hc = 197.3
MeV fm, r, = 0.84037 fm, and ér, = 0.034fm. We see that the typical fractional uncertainty in the Rydberg due to the
discrepant values for the proton radius is about R/R ~ 27 x 107'2, This value is consistent with the conclusion that
the revised proton radius from the muonic hydrogen experiment would imply a shift in the Rydberg of —110kHz, or a
fractional amount —33 x 10~!2 [20]. As discussed above, the positronium Rydberg that could be obtained from improved
measurements and completion of the O(a’) corrections has a fractional uncertainty of about 80 x 10~'2. A positronium
result with this precision would give an indication of the correct value of the proton radius. Since the positronium Rydberg
is based purely on QED with negligible or well understood strong and weak corrections, it would make a clean and
independent contribution to the resolution of the proton radius puzzle. This would be especially true if the positronium
precision could be further improved (beyond the amount considered above) by a factor of two or three through improved
measurement and an understanding of the leading O(«a®) contributions.

Positronium measurements can also be used to constrain CPT violating differences between electron and positron
charges and masses. The ’Tposnromum Rydberg contains the positronium fine structure constant aps = —4mwq,-q.+ and
reduced mass m, = . +m . Small CPT-violating differences §q = q.+ + ¢.- and §m = m,+ — m,- lead to a change in

the positronium Rydberg
SR dm 5 3q
Re— Zme— |q€_ | '

(66)

where R.- is the standard Rydberg R,- = R, = me . Possible simultaneous violations §q # 0, ém # 0 could be

Mt \ mM— g Imgt
If we for simplicity consider such violations mdependently, the positronium measurement of the Ry berg could constrain
8q and dm according to ‘3'" ~ 0 at 9 ppb and q ~ 0 at 2.3 ppb, with corresponding improvements expected when the

new levels of precision for experiment and theory are obtained.

-1
B B _
constrained by an independent measurement of the ratio of cyclotron frequencies 2¢& = 9ot B (14| G) = JetTe [257].
E

3. Experimental results

This section will briefly summarize the current experimental results for precision measurements of various Ps
properties, where the definition of “precision” is subjective, and is in general simply the current state of the art. Certainly
Ps spectroscopy experiments are much less precise than corresponding measurements using hydrogen or helium, and
indeed are not yet comparable to the (estimated) precision of QED theory. Here the focus will be on the current results
rather than an in-depth discussion of experimental techniques, although areas where systematic effects may impact
results will be discussed, as well as possible modifications for future work that may allow for more precise measurements.
We will, however, give some background description of the basic methods used to produce positron beams (Section 3.1.1)
and briefly discuss some of the different ways in which Ps atoms may be produced (Section 3.1.2), since the resulting
Ps properties strongly affect the way experiments have to be performed. The experimental methods used to perform
different types of experiments are discussed in the relevant sections. This has been divided into optical (Section 3.3.1)
measurements, ground state hyperfine (Section 3.3.2) and n = 2 fine structure (Section 3.3.3) microwave measurements.
Decay rates (Section 3.4) and decay modes (Section 3.5) are discussed separately, although they employ some overlapping
methodology.

3.1. Experimental methods

Ps was first produced in the laboratory by Martin Deutsch in 1951 [69]; in a series of ground-breaking experiments
Deutsch and co-workers were able to demonstrate the existence of Ps, measure the triplet ground state annihilation
lifetime [258] and the energy difference between the ground state singlet and triplet levels (i.e., the hyperfine struc-
ture [259,260]). This work was performed using Ps produced in a gas cell containing a 87 emitting radioisotope (**Na).
Positrons emitted via beta-decay will have very high energies, (=200 keV on average for 2Na), and must slow down
to energies close to the 6.8 eV Ps binding energy before Ps atoms can be formed. If this takes place in a gas then the
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density must be sufficiently high to ensure a reasonable fraction of the fast positrons will slow down, meaning that
the created Ps is also likely to interact significantly with the source gas. This process is inefficient, and the resulting
Ps is produced in a relatively large volume, and is not well-defined in terms of its velocity and angular distributions,
making some measurements impossible; notable exceptions are the study of the Ps ground state hyperfine structure via
microwave spectroscopy (Section 3.3.2 and early o-Ps lifetime measurements (Section 3.4).

As revolutionary as this approach was, the underlying technique is fundamentally limited, in that one has very little
control over the properties of the produced Ps, and since the gas is necessary for Ps creation its effects must be taken
into account in subsequent Ps-gas interactions [261,262]. The development of controlled positron beams [7] was a
significant improvement in experimental capabilities, as was the development of positron traps [58] and new detection
methods [263]. These advances opened the door for more efficient Ps production [264], the generation of intense (and
high density) positron pulses [265], and the ability to observe changes in Ps decay rates using single-shot measurements
(i.e., with multiple near-simultaneous events detected) [266].

3.1.1. Positron beams

The invention of slow positron beams in the early 1970s [267-269] made it possible to generate Ps atoms in a much
more controlled manner than the gas cells used previously. The basic methodology of beam formation is that high energy
(MeV scale) positrons (usually but not always emitted from a radioactive source) are thermalized in a solid material,
known as a moderator, and then emitted with low energy (eV scale) to form a quasi mono-energetic beam. This can
happen via several different processes involving work function or epithermal positron emission [270], but in general
efficiencies, defined as the number of slow positrons in the final beam divided by the number of fast positrons emitted
from the source, are low. Single crystal metals and insulating powders have been used with efficiencies on the order of
0.1% but the state of the art is the rare gas moderator, which can provide efficiencies up to ~1% [271].

Most slow positron beams in use today are derived from the decay of *?Na, which can be purchased in a capsule
with activities up to 2 GBq. Thus, using neon moderators it is possible to generate a slow positron beam with up to 107
positrons/second (i.e., in the pA range), allowing for Ps atom sources to be generated with a few million atoms/second.
This is not sufficient for various optical experiments in which the requirement of high laser power generally necessitates
using ns pulsed lasers [57], which then require pulsed beams with a comparable pulse width. The obvious solution to this
problem would be to employ a more intense positron beam. While this is possible, it is no easy task, and requires the use
of large facilities. Some positron beams based on particle accelerators or reactors are in use, but they are not common.
The most intense positron beam currently operational is generated via pair production following slow neutron capture
in the pile of a nuclear reactor [272]; a previous world record holder used a high energy (120 MeV) electron Linac to
generate positrons, also via pair production [273]. Despite the large scale of such facilities, they nevertheless have been
limited to the production of positron beams with intensities of less than 10'° slow positrons per second (i.e., below 1 nA).
In reality the available flux at such facilities may be far less than the maximum advertised [274].

A more practical (and cost-effective) approach is to employ a buffer gas positron trap [58,275,276] to convert a DC beam
into a pulsed beam. Although this does not, of course, increase the total number of positrons available, it does make it
possible to accumulate positrons and generate intense pulses [265]. These pulses can be used to generate a low-density
Ps “gas” that can be probed with pulsed laser systems. The development of various trapping and non-neutral plasma
manipulation techniques [58] has driven advances in Ps-laser physics over the last decade or so [57] and will continue to
be important for the next generation precision measurements.

3.1.2. Ps production

Ps atoms may be produced following positron implantation into a wide variety of target materials, which are in this
context sometimes referred to as Ps converters. For materials that rely on positrons diffusing to the surface (metals and
semiconductors) the use of slow positron beams with controllable energies is essential [264]. Positrons rapidly thermalize
when implanted at keV energies into solid bulk matter, usually within a few 10’s of pico seconds [277]. Low energy
positrons may then go on to form Ps via several distinct processes. For the present purposes it is not necessary to consider
these mechanisms in great detail, since the end result is invariably that Ps atoms are generated with useful efficiencies
(ranging from ~10 to 100% [278]) and with energies ranging from 10’s of meV to several eV. Ps production at low energies
(which we arbitrarily define as energies below 10 meV), remains elusive, in part because the usual formation processes
rely on the physical properties of various converters, which cannot be easily controlled. Some methods to generate cold
Ps have been demonstrated, but are either too inefficient [279] or unreliable [280] for many applications. An efficient and
robust source of low energy Ps atoms is urgently needed for future experiments in precision spectroscopy [57].

Different Ps formation processes occur according to the nature of the Ps converter:

e Gas targets: Positron production in gasses results in energetic Ps atoms since it generally occurs within a broad energy
window known as the Ore gap [54]. This method was used extensively with 87 sources in early experiments. With
a slow positron beam as the positron source gas interactions may be used for the production of energetic (5-500 eV)
positronium beams [281,282] which are used for measuring Ps scattering cross sections with atoms and molecules.
Using this method it is possible to tune the positron beam energy to generate a significant fraction of excited state
(n = 2) Ps atoms [283,284] with eV energies. This approach may be useful for Ps n = 2 microwave spectroscopy
using separated oscillatory fields [285] generated by spatially separated waveguides.
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e Metals: Ps cannot be produced inside metals because the Coulomb interaction between a positron and any particular
electron is screened by the large number of free electrons present [286,287]. However, Ps formation may occur
in the surface or near surface region, where the electron density is reduced. This can happen directly, or via an
intermediate positron surface state, resulting in different energies and emission profiles in accordance with the
energetics [278,288]. In the latter case Ps atoms are emitted through a thermal desorption process and so have
(beam) Maxwell-Boltzmann distributions corresponding to the sample temperature required for activation (typically
between 500-1000 K) [289]. In general only ground state atoms are produced in this way, however a small fraction
of positrons that are not fully thermalized may have sufficient energy to form n = 2 Ps atoms via the direct formation
process [290]. Although it is extremely inefficient (on the order of 0.1%), this process was successfully used in several
measurements of the n = 2 Ps fine structure, as described in Section 3.3.3.

e Semiconductors: For many years Ps formation in semiconductors was thought to be essentially the same as it is in
metals. This is a reasonable assumption since the observed Ps emission properties are similar [278], and Ps is again
restricted to formation only in the near surface regions, for the same reasons as in metals. However, it has now been
shown that other processes also occur, at least in the case of Si and Ge [291-295]. This was discovered when the
energy of Ps was measured via Doppler broadening spectroscopy and found not to vary with the sample temperature,
ruling out a thermal desorption process, even though the production efficiency followed an Arrhenius-type activation
curve, which is very suggestive of a thermal desorption process, and rules out the direct Ps formation mechanism
seen in metals (this process is largely insensitive to temperature). This observation was attributed to “excitonic”
Ps emission, wherein the thermal profile was in fact due to the excitation of electrons to surface states that can
subsequently form Ps atoms. This type of Ps emission typically occurs with energies of a few hundred meV, and
shows no significant difference in the emission properties even for samples at cryogenic temperatures [296]. Thus,
while it may be of value for low temperature applications, it does not seem to offer a route towards the formation
of cold Ps atoms.

e Insulators: Since there are no free electrons in insulating materials Ps formation in the bulk material is possible [297].
If this occurs within a diffusion length of a surface Ps may then be emitted into vacuum, with an energy that depends
on the Ps “work function”, which is typically on the order of an eV (e.g., [298]). Ps formation in various oxide powders
has been studied for many years [299,300]. As these materials often exist as powders with grain sizes on the nm
scale Ps can be emitted from grains into inter-granular spaces, where collisions can occur, cooling the atoms to near
thermal energies [301]. A similar process can take place in mesoporous insulating materials, such as silica [302-305],
allowing for useful Ps production materials. The model of energetic Ps emission followed by collisional cooling [306]
has been assumed to apply in a general sense (e.g., [307]), and does indeed seem to be the case for Ps emitted from
mesoporous silica films, as evidenced by a dependence of the Ps energy on the positron implantation depth [308,309].
However, recent experiments using MgO powder have shown that this is not always true, and that additional Ps
formation mechanisms can be supported [310]. Using reflection and transmission geometries it was shown that Ps
was emitted from MgO smoke powder with a fixed energy of ~ 350 meV, regardless of the positron implantation
depth. This was attributed to surface Ps formation at this energy, with minimal subsequent energy loss while passing
through the internal MgO spaces. As with the excitonic emission observed from Si and Ge, this new process, while
potentially useful for specific applications (in this case, long range Ps atom transfer from the formation site), does
not appear to be suitable for producing cold Ps. It may be the case that powder samples with a smaller and more
uniform crystal size distribution would support efficient collisional cooling to lower temperatures.

e Special materials: Some complex materials have particular properties arising by virtue of their structures, which can
have a significant impact on Ps formation. Mesoporous films also fit into this category since the cooling of Ps can
be affected by the structure, and if they were to be engineered with particular patterns or void structures one could
envisage better cooling or controlled emission as a result. Another prominent example is Metal Organic Framework
(MOF) materials, which actually comprise a large number of different compounds (e.g., [311]). The periodic structures
of some MOF crystals allow Ps to exist as a delocalized (Bloch) wave [312,313], which allows Ps atoms to be emitted
into vacuum with much lower energy spreads (but not necessarily lower energies) than are typically observed using
other materials [314]. This is potentially useful for many experiments where broad velocity distributions lead to
difficulties (e.g., Rydberg deceleration [315]). The production of suitable macroscopic single crystals remains to be
demonstrated, however, and it is not yet clear if these or similar materials can be utilized to obtain useful Ps sources.

The choice of Ps converter may in practice be dictated by experimental conditions. For example, if one requires
operation in a cryogenic environment then surface-based formation processes may be compromised, unless the vacuum
is under good control. Similarly, porous materials may absorb a lot of gas and become low efficiency converters unless
they can be cooled down under ultra high vacuum conditions [296]. Most metal and semiconductor Ps converters
require atomically clean surfaces, which tend to degrade with a time scale of many hours, even when a good vacuum
is maintained [316]. Moreover, surface cleaning and analysis systems (such as sputter ion guns and Auger spectrometers)
may not be compatible with other experimental requirements (eg insertion in a cold bore superconducting magnet). For
these reasons much recent work has been done using mesoporous silica films as Ps converters [302-305]. These materials
are extremely convenient to work with in that in general they do not require any treatment after insertion into the vacuum
system. The energy of Ps emitted from these samples is comparable to what can be obtained from other converters; it
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is generally limited by the zero-point energy of the mesoporous voids [308,309] which for available samples amounts to
~50 meV. One disadvantage, however, is that the random nature of the porous network, and the mechanism by which
quantum confined Ps atoms [317] are emitted from the samples into vacuum, result in broad angular distributions. They
are also susceptible to the formation of para-magnetic centers when exposed to ultra violet radiation, especially at low
temperatures [318-321].

3.1.3. Ps detection

One of the experimental challenges associated with Ps is the fact that the atoms will eventually self-annihilate, typically
into two or three gamma rays having total energy of 2m.c?> =1022 keV. This radiation can be used as a signal that is not
available in other atomic systems. Significant information is encoded in the annihilation gamma radiation, and ideally
one would like to record all information contained therein. That is, the number of annihilation photons, their angular
distribution, energy, and polarization, and the time spectrum of the radiation can all be used. In practice, however, no
single detection system can provide all of this information. In particular, photon polarization is not usually measured as
this is technically difficult for the relevant (order of 100 keV) energy range.

For experiments that change Ps decay rates it may be sufficient to measure only the time spectrum of annihilation
radiation, correlated with experimental parameters that cause the difference lifetimes, such as positron beam density [322]
or laser wavelength [57]. This approach has been useful when used with pulsed beams because it allows many decay
events to be detected almost simultaneously [263]. This is important since previous methods relied on single event
counting [323], which meant that the full intensity of the pulsed beam used could not be exploited. Thus much weaker
beams were later able to provide stronger signals [34].

Ps atoms can be detected in other ways: if excited atoms are ionized the liberated positrons and/or electrons can be
detected using conventional micro channel plate (MCP) detectors [324,325]. Since experiments usually involve relatively
small numbers of atoms (typically in the range 10°-107), methods that rely on directly detecting the absorption of
emission of light (e.g., [326]) are not generally used in Ps experiments [57], although some early experiments, conducted
without laser excitation, have used the detection of Lyman alpha emission in coincidence with annihilation radiation to
observe excited state (n = 2) Ps production [290] and to conduct precision microwave spectroscopy (see Section 3.3.3).

3.2. Ps spectroscopy

Precision spectroscopic studies of Ps properties can be divided into three categories: namely, measurements of Ps
energy levels (Section 3.3), decay rates (Section 3.4), and decay modes (Section 3.5). The former are easily understood
as the energies of different sublevels, which are not observed directly, but are measured as the intervals corresponding
to transitions between levels. Experiments performed so far include optical and microwave transitions. Ps annihilation
decay rates (or, equivalently, lifetimes) are measured by time-tagging the formation of Ps and its subsequent annihilation
radiation. The decay modes of Ps are characterized by the number and properties of photons emitted when a Ps
atom annihilates. These are dictated by conservation laws and fundamental symmetries, which can therefore be tested
by searching for forbidden decays (for example, the wrong number of decay photons for a particular state). Such
measurements can also test QED theory, which offers well-defined predictions of the probability of rare (but allowed)
decay modes, such as the emission of more photons than the primary decay mode. The Standard Model allows for an
extremely small probability of decay modes involving neutrinos (mediated by the weak interaction) which would manifest
as forbidden decay modes, since neutrinos would not be observed. However the rates for these processes are extremely
small [15,178,179], and it remains possible to use invisible decay modes to test for and set meaningful limits on other
processes, such as decay into mirror particles, or other new particles not included in the SM [327] (see Section 2.1.2).

The measurements performed to date with the highest relative precision are two-photon optical transitions between
the 13S; ground state and the 23S; excited state [252]. By relative precision we refer to the measurement uncertainty
as a fraction of the measured interval. Thus the 3.2 MHz uncertainty of the 13S; — 23S interval represents a relative
precision of 2.6 parts per billion (ppb). This measurement is consistent with QED calculations (to within 1.6 standard
deviations). It should be remembered that the relative precision is not necessarily the most important consideration;
what really matters is how well experimental data compare with calculations. A very precise measurement of a quantity
that has not been calculated to comparable precision, for example, is of limited value (and vice versa) [16].

Microwave spectroscopy of the ground state hyperfine interval has been performed with higher absolute precision
(0.74 MHz) but much lower relative precision (3.6 ppm). New measurements of the n = 2 fine structure have been
made with highest absolute precision of any Ps spectroscopic measurement, reaching 0.66 MHz for the 23S; — 23P,
transition [328]. However, there is a disagreement with the calculated interval (which is known to 0.08 kHz). A
measurement of the 23S; — 23P, was performed reaching 0.37 kHz, but asymmetric lineshapes again limited the
accuracy. Presently discrepancies with theory exist for both ground state and excited state fine structure measurements,
and are actively being checked [29,328].

Ps decay rates have been measured numerous times since the first experiments performed by Deutsch [69]. Even
with more modern beam experiments there was a persistent discrepancy observed between measured and calculated
Ps decay rates (specifically the triplet ground state decay rate) [334]. However, this has since been traced to a problem
related to incomplete Ps thermalization, and there is now good agreement between experiment and theory [203]. No
anomalous decay processes have been observed and obtained limits on various branching ratios are all consistent with
theory. Similarly, bounds on new particle masses and coupling constants have been set that are consistent with other
bounds, such as those obtained from astrophysical sources (see Section 4.4).
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Table 5

List of the most precise optical and microwave spectroscopy measurements of Ps performed to date.
Where available both the systematic and statistical errors are quoted. The quoted precision refers to
the relative precision (i.e., the measurement uncertainty divided by the interval). Note that in the
13S; — 23P; measurement [329], the individual 23P; levels were not resolved. See Table 2 for
corresponding theory values.

Transition Measurement (MHz) Precision Ref.

135 = 1Sy 203 3875 + 1.6 7.9 ppm [330]
138, > 11, 203 389.10 & 0.74 3.6 ppm [331]
138 > 1S 203 394.2 £1.655c 134y 10.2 ppm [29]

13s; — 235, 1233 607 2164 + 3.2 2.6 ppb [252]
135, — 23p, 1233 603 150 + 2538 2.1 ppm [329]
238, > 21p, 11 180.0 £5.0502c £4.05y5 600 ppm [332]
238, — 23p, 18 499.65 £1.2055c £4.004ys 230 ppm [333]
235, — 23p, 18 501.02 +0.574tar £0.324ys 36 ppm [328]
238, — 23p; 13 012,42 +0.67tar £1.545ys 130 ppm [333]
235, - 23p, 8 624.38 +£0.545 £1.404ys 170 ppm [333]

3.3. Ps energy levels

Measurements of Ps energy levels are performed by using radiation to induce transitions between different sublevels
of the atom. The transitions can be observed in different ways. For example, the atoms may be photoionised [48]
from a resonantly excited state. Alternatively, since different Ps levels may have very different lifetimes (which may
be determined by radiative decay rates or by annihilation decay rates [335]), one may use lifetime spectra to observe
transitions between short-lived and long-lived states [336]. In some experiments coincidences between optical emission
and annihilation radiation have been used as signatures of excited state decays [290,337].

The current best experimental energy spectroscopy results for Ps are listed in Table 5. This is not an exhaustive list
of all measurements performed to date, but rather the presumed state of the art. In some cases discrepancies exist, and
multiple entries are shown. Thus, there are three entries for the ground state hyperfine interval (i.e., the 13S; — 1S
transition), since the 2014 experiment [29], which is currently less precise than the previous measurements, may with
improvements address a 3.5 standard deviation disagreement with theory arising from the previous measurements (see
Section 3.3.2).

There are also two entries for the 23S; — 2 3P, interval. The 1993 measurement [333] is in agreement with theory,
with an uncertainty of 4 MHz. However a recent measurement with an overall uncertainty of 0.61 MHz disagrees with
theory by more than 4 standard deviations [328]. The two results are not in conflict owing to the large uncertainty of
the 1993 measurement, but the apparent discrepancy with theory is currently unexplained. Other recent Ps fine structure
measurements have been performed. In these measurements asymmetric lineshapes were observed, precluding accurate
determination of the relevant intervals, despite the improved precision [338].

3.3.1. Optical spectroscopy

The first experimental production of Ps in 1951 [69] predates the invention of the laser. Attempts to drive 13S; —
23Pj optical transitions in Ps were made using lamps were not unambiguously successful [339,340]. The first optical
excitation of Ps was performed using pulsed lasers by Chu and Mills in 1982 [48]. This was a two-photon 13S; — 235,
excitation, used because it allows Doppler-free excitation [341-343]. This scheme uses two counter-propagating photons
(A = 486 nm) to excite the transition, which for a single photon is forbidden by electric dipole selection rules. This
approach is particularly advantageous for Ps experiments owing to the very large first-order Doppler effects one typically
observes in single-photon transitions [308]. Two-photon single color transitions of this kind are used to perform very
precise measurements in atomic hydrogen, which have a natural width on the order of 1 Hz [344]. After many years of
improvements [345], the hydrogen spectroscopy has now reached a fractional frequency uncertainty of 4.2 x 10~1> [346].
Unfortunately the same precision can never be achieved using Ps, owing to the much broader natural linewidth of 1.3 MHz,
arising primarily from the finite lifetime of the Ps ground state [57]. An optimistic experimenter might believe that a
broad line can be split by a factor of 10,000 [21], which would yield ~ 130 Hz, or a fractional uncertainty of a part in
10'3. However, Ps experiments do not simply mirror what can be done with hydrogen. In addition to broader lines one
has to deal also with faster atoms, and fewer of them, meaning that this level of precision is most likely not achievable.

The initial 13S; — 23S; measurements of Chu and Mills [48] were improved (with the help of Hall) by using
better laser stabilization and metrology, allowing a more precise measurement to be performed a few years later [347].
In this work a transition frequency of 1, 233, 607, 185 4+ 15 MHz was obtained, which amounts to 12 ppb relative
uncertainty. Using pulsed lasers for precision spectroscopy, however, is not ideal because the exact excitation process is
less well defined than is the case for CW lasers, making it more difficult to model the lineshape, for example [348].
For this reason, several improvements were made to the experiments [349], including using a much more intense
positron beam [350] and a CW laser [351] in a build-up cavity. The result of this work was a measured transition
frequency of 1,233,607,216.4 =+ 3.2 MHz [252,324]. The current theory value for this transition is (see Table 2)

25



G.S. Adkins, D.B. Cassidy and J. Pérez-Rios Physics Reports 975 (2022) 1-61

1,233,607,211.12 £ 0.58 MHz, meaning that there is a small difference of 5.28 MHz, which amounts to 1.6 standard
deviations. With the exception of the initial pulsed measurements [347] there have been no other measurements of the
Ps 13S; — 23S, interval, although new experiments have been reported [56,253]. The new experiments have the goal of
reaching an uncertainty of 100 kHz, an improvement of a factor of ~30 that would make the experimental uncertainty 6
times smaller than that of the current theory.

The two-photon 13S; — 2 3S; excitation of Ps constitutes the only high-precision optical measurement of this system.
The factor of &5 reduction in the experimental uncertainty obtained in revised measurement [324] is fairly modest when
one considers the extent to which the experiments were improved. Ultimately this is due to the nature of Ps atoms
available for experiments: they are invariably fast, essentially uncontrolled, and few in number. This also explains why the
first example of Ps excitation by laser light remains the only precision measurement, despite being a more complex two-
photon process. Single photon excitation is easier to implement, but it is susceptible to Doppler broadening, which makes
it necessary to use high power pulsed lasers in order to cover a useful fraction of the bandwidth [57]; this methodology
is not compatible with precision measurements.

The first single-photon excitation of Ps was the 13S; — 23P] excitation (A = 243 nm) reported by Ziock and co-
workers in 1990 [323]. The natural linewidth of this transition is &~ 50MHz, primarily because of the 3.2 ns radiative
lifetime of the 23P; levels. However, typical Doppler broadening results in linewidths closer to 500 GHz, essentially
precluding precision measurements, and making the use of broad band lasers necessary. This experiment was performed
using an intense pulsed linac beam [273] and a broad band dye-laser system. A similar approach has since been adopted
in subsequent work (e.g., [308,352,353]), with the main difference being that Surko-type buffer gas traps are now used
to provide pulsed positrons [58].

The production of highly excited Rydberg [354] Ps atoms was also achieved by Ziock and co-workers [355] using a
two-color two-photon excitation scheme. This process is not the same as the Doppler-free two-photon excitation used
for earlier Ps measurements [324], and was therefore not amenable to high precision measurements. The same excitation
scheme has been used more recently with an improved signal [34,353,356,357]. However, this process is also limited
by Doppler effects and the need to use broad band lasers, and high precision has not been achieved. The availability of
Rydberg atoms may allow future experiments to be performed with high precision since these states do not annihilate and
possess radiative lifetimes comparable to (twice) those of the corresponding states in hydrogen [358]. These atoms may
allow an alternative two-photon optical measurement, namely nS — 23S;, where the principal quantum number n may
be in the range 20-40 [359]. The reason for using Rydberg states is that one can control them using electric fields [315]
so it may be possible to decelerate and focus the Ps beam [360]. This is useful because a limiting factor in two-photon
spectroscopy of Ps is the speed of the atoms and their large angular spread, which lead to inefficient interactions with the
(typically physically narrow, on the order of mm waist sizes) CW beam in a cavity, large transit time broadening, and even
significant second order Doppler shifts [324]. A disadvantage of this approach is that Rydberg atoms are highly sensitive
to electric fields [361], which must therefore be controlled. One can study field effects by performing measurements for
a range of n states, but it may nevertheless limit the obtainable precision.

Single photon experiments can be performed using several different Doppler correction techniques [326]; for example,
saturated absorption spectroscopy (SAS) has been used to measure the Ps 13S; — 23P] transition (where the 23PJ
levels were unresolved) [329]. The experiment yielded 1,233,603,150 £ 2538 MHz, although some systematic errors were
not accounted for, primarily because the experiment was designed to measure the Ps hyperfine interval via a crossover
resonance [326]. High precision was not achieved because a broad band laser was used, but future improvements are
possible.

Recently a Doppler free single-photon excitation method (not SAS) has been used to obtain remarkable precision
(2.3 kHz) in measurements of 2557% — 4P]F=l transitions (J = 1/2,3/2) in atomic hydrogen [21,362]. In this work a
retro-reflected laser was used to excite a beam of metastable ZS]FE hydrogen atoms to levels with n = 4; by careful
alignment of the laser light (including precisely matching the phase and amplitude of the two beams) it was possible to
obtain equal and opposite Doppler shifts, which average to zero, providing a Doppler-free measurement (to first order).
The natural width of this transition is ~13 MHz, and in Ps the equivalent would be half of this value. In principle, therefore,
it may be possible to perform a similar experiment using Ps, although there are considerable challenges arising from the
quality of the Ps sources obtainable.

A slow Ps beam can be produced using existing sources via extreme collimation, which is undesirable given the already
low count rates typical of such measurements. Improved detection efficiency is the most direct way to (partially) mitigate
this problem. A significant improvement would be to directly detect Ps atoms using a multi channel plate (MCP) detector.
This may be achieved by exciting atoms to Rydberg levels and then efficiently detecting positrons (or electrons) after
electric field ionization [325], or it may be possible to directly detect excited state atoms on the MCP by virtue of their
~6 eV internal energy. The latter process has not yet been explicitly demonstrated.

3.3.2. Microwave spectroscopy of the Ps ground state hyperfine interval

The hyperfine structure of hydrogen (especially the Lamb shift [363,364]) has been extensively studied using mi-
crowave spectroscopy, and the structure of Ps has also been studied in this way. The interaction between a positron
and an electron differs significantly from the electron-proton interaction (see Section 2.1.1), and as a result the Ps fine
and hyperfine structures (as defined for electron-proton interactions) are both on the same order. Thus the Ps energy
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Source: From [338] with permission.

level structure differs from that of hydrogen and measurements thereof can be used as unique tests of the methodology
of QED calculations [16].

Of particular significance is the ground state singlet-triplet energy splitting (i.e., the hyperfine interval), which is
1.4 GHz in hydrogen and 203 GHz in Ps (see Fig. 1). This difference is predominantly due to the stronger spin-spin
interactions and annihilation channels in Ps. A practical consequence of this is that it is not possible to perform direct
microwave spectroscopy of the Ps hyperfine structure (as it is known) in the same way that has been done for hydrogen.
This interval, which gives rise to the 21 cm line used extensively in radio astronomy and cosmology [365], is well measured
in hydrogen and is the basis of the hydrogen maser frequency standard [366]. Unfortunately, owing to the much larger
Ps hyperfine interval, among other difficulties, there will be no positronium maser.

The energy levels of the ground and first excited states of Ps are shown in Fig. 5. The n = 2 fine structure intervals
are all in a range easily accessible using commercially available signal generators (i.e., 0-20 GHz). The large ground state
hyperfine interval, however, is not. Since 13S; — 1S, transitions are magnetic (M1) transitions, very high power is
required to drive them, on the order of kW for practical experimental conditions. Radiation sources and amplifiers in this
power regime are not widely available in the THz frequency range, but an experiment has been carried out using a high
power gyrotron [367] in which the transition was observed [368]. Because of the high power required, this methodology
is not generally compatible with precision measurements.

The approach used to measure the Ps ground state hyperfine interval Apg, was first employed by Deutsch [260],
and remains the only technique used so far to provide a precision measurement. In the experiments Ps atoms were
produced directly from a radioactive source in a gas cell, and measurements had to be performed at different gas pressures
and the results extrapolated to zero pressure. Since 203 GHz radiation with sufficient power is technically inaccessible,
measurements were instead made in a magnetic field B, such that the substates with M; = 0 were shifted relative to the
substates with [M;| = 1 via the Zeeman effect [217,369,370]. The separation Anx is approximately given by [371]

Anfs

Amix = [(l +X)1/2 - 1] (67)
where x = 2g.upgB/hAns, g is the electron g factor, and up is the Bohr magneton. NB: in this expression the Planck
constant h is included so that Ay is given as a frequency. The Zeeman shifts are shown in Fig. 6, from which it can
be seen that relatively small magnetic fields will separate the 135;(0) level from the 13S;(%1) levels by small intervals
(Amix) with frequencies that can easily be generated with the required high power. Thus, by measuring the Zeeman shift
in a known magnetic field, the hyperfine interval Apg can be obtained. This obviously means that one needs to know the
magnetic field with a precision at least as good as the precision with which the measurement is to be made, and that the
field must be very uniform in the region where the Ps atoms are probed.
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Fig. 7. Comparison of measurements of the Ps ground state hyperfine interval with current theory. The combined value of the older experiments
(Mills [330] and Ritter [331]) is shown as a shaded (blue) band. The statistical and systematic errors of the more recent measurement by Ishida
et al. [29] have been added in quadrature.

The ground state Ps hyperfine interval was measured via this technique in a series of precision experiments spanning
almost three decades by Hughes and co-workers at Yale [331,372-378] and also by Mills and Bearman at Brandeis [379].
These experiments were later re-evaluated to account for lineshape effects in the measurement [330,331,380]. Note that
Eq. (67) is not strictly valid for high precision (ppm) as it does not include annihilation effects that perturb the lineshape.

The combined results from the two most precise measurements (using the corrected lineshape) is Af";f =203,388.82 +
0.67 MHz. The current theory value is (see Table 2) Ag}s= 203,391.69 £ 0.46 MHz. This means there is a discrepancy of
2.87 MHz, which corresponds to 3.5 standard deviations. NB: the combined experimental value is the weighted mean,
obtained using the squares of the uncertainty; slightly different values can be found in the literature (e.g., [29]).

There is evidence that this discrepancy may be at least partially due to a pressure shift arising from Ps collisions
with the gas in which it is formed [261,262,381]. A new measurement has been performed in which this effect is taken
into account by performing cuts (based on energy selection) to the data to isolate stronger collisional perturbations for
non-thermal atoms [29]. Unfortunately this reduces the signal by a considerable amount, and introduces a relatively large
statistical error. The result obtained from this measurement is A;’;f =203,394.2 £ 1.65a¢ + 1.3y MHz. While the total
uncertainty here is almost three times higher than that of the previous experiments, it is consistent with theory, and
less consistent with those measurements, as indicated in Fig. 7. This suggests that the observed discrepancy may well be
caused by Ps-gas interactions, and offers hope that theory and experiment will converge when the new measurements
are improved.

We note briefly that the Ps ground state hyperfine interval has been measured using several different alternative
methods, including an all-optical measurement [329], observations of quantum beats (that is, oscillations in the Ps decay
rate due to singlet-triplet mixing in a magnetic field [382-384]), and a motion induced transition, driven when fast Ps
atoms fly through a static, spatially varying, magnetic field at a speed that gives rise to an effective 203 GHz oscillating
field [385]. For a variety of technical reasons, none of these methods are currently able to operate with high precision,
although it is possible that optical measurements can be improved to the ppm level.

3.3.3. Microwave spectroscopy of n = 2 fine structure intervals

The n = 2 fine structure has also been measured in several experiments, with the most recent results shown in Table 5.
These experiments have been conducted by four different groups, starting with Mills, Berko and Canter at Brandeis in
1975 [337], followed by researchers in Michigan in 1987 [386] and Mainz in 1993 [333], and more recently at University

28



G.S. Adkins, D.B. Cassidy and J. Pérez-Rios Physics Reports 975 (2022) 1-61

College London (UCL) in 2020 [328,338]. Measurements of the 23S; — 21P; transition have also been performed (in
Michigan) as a test of C violation [387].

The Brandeis, Michigan, and Mainz experiments were all conducted using n = 2 excited state Ps produced following
positron bombardment of various metal surfaces; this process has been observed by several groups [290,388-392]. It relies
on Ps formed from unthermalised positrons, and produces n = 2 atoms approximately equally distributed among all 16 of
the n = 2 sublevels, with reported overall efficiencies varying from 0.1 to 2%. Thus the efficiency for 2 3S; production is, at
most 0.4%, and more likely much lower. Owing to the energetics of the formation process, excited state atoms produced
in this way have kinetic energies of several eV. The formation of more highly excited atoms (i.e., those with n > 3) via
this process has not been observed.

In these experiments 23S; — 2°3P; transitions were driven with microwave radiation and were detected via
coincidence measurements of the Ps Lyman alpha photons emitted in the radiative decay of the produced 23P] atoms
and the corresponding ground state annihilation photons. However, because many 2 3PJ atoms are generated using this
method there is an unavoidable and large background component. Moreover, the high energies of the Ps atoms mean that
high microwave power has to be used, resulting in significant broadening of the lineshapes (from both power broadening
and transit time broadening [326]).

The new UCL experiments were performed using different methods, the principal changes being that ground state
atoms were excited (indirectly) to the 2 3S; level using a laser, and that microwave transitions were observed via the time
spectrum of Ps annihilation radiation only. By producing 2 3S; atoms from relatively slow ground state atoms [28] lower
microwave power could be employed, reducing line broadening effects. Avoiding Lyman-alpha detection in coincidence
with annihilation radiation also increases the overall detection efficiency. This new approach was facilitated by techno-
logical developments in positron trapping and manipulation [58] as well as Ps production and optical excitation [57].
While offering a significant advantage in terms of pulsed beam production, the use of a positron trap meant that the
experiments were conducted in a magnetic field.

In these measurements lineshapes with sub-MHz uncertainties on the inferred line centers were obtained. However,
it was found that some of the lineshapes were asymmetric, precluding a precise determination of the transition
frequencies [338]. Examples of both symmetric and asymmetric lineshapes obtained in these measurements are shown
in Fig. 8. Here it may be seen that there is good agreement between Lorentz and Fano fits for the vy transition [Fig. 8(a)],
indicating a symmetric lineshape. However, this is not the case for the vy and v, transitions [Fig. 8(b) and (¢)], indicating
that these lineshapes are asymmetric. The source of the asymmetry has not yet been identified: quantum interference
effects arising from nearby off-resonant transitions [393] do not seem to be capable of causing such large shifts [338].

In order to empirically characterize the asymmetries, Fano profiles were used to fit the data [394]. The particular
Fano profiles used reduce to Lorentzians for large values of an asymmetry parameter g, which can therefore be used
as a metric of the extent to which lineshapes are non-Lorentzian. The Fano profiles were able to fit the data well, and
the peak positions (as opposed to the resonance positions as defined by the fitting function) were found to be closer
to theory, possibly indicating that the fitting errors caused by applying symmetric functions to asymmetric data can be
partially mitigated in this way. Other asymmetric line shape functions gave similar results (e.g., [395]). However, for
precision experiments a full lineshape model is required.

The physical reason for the asymmetries has not been conclusively identified, precluding the development of a useful
model. Recent numerical simulations have indicated that the asymmetries may be caused by frequency dependent
reflections of microwave radiation in the vacuum chamber surrounding the waveguides [396]. If this is confirmed then it
should be possible to re-design the apparatus to eliminate this effect and perform improved experiments.

Previous n = 2 fine structure measurements are summarized in Fig. 9. The asymmetric lineshapes discussed above
cannot presently be used to obtain accurate intervals, and hence these data have not been included in Table 5. Once
the asymmetries are understood and accounted for (or eliminated), however, it is likely that experimental values will
be obtained with uncertainties less than five times larger than the current theory values. With better understanding
of systematic errors improved measurement techniques can be used (e.g., [285]) which are expected to reduce the
uncertainties to levels below the current theory values, and therefore to be sensitive to the n = 2 ultrafine splittings [156]
(see Table 2) and may even provide a test of the noncommutativity of space [397].

Fast atoms are generally detrimental to precision measurements [57] but for measurements using the separated
oscillatory fields (SOF) method [285] they may be advantageous since one can produce spatially separated fields using
the same radiation source, eliminating unwanted phase differences between the excitation regions. This methodology
mitigates some of the problems associated with fast atoms because it is not necessary to know the exact lineshape for a
transition, but the divergent Ps beams typically generated [57] will require severe collimation, and concomitant loss of
signal.

A modified SOF measurement called frequency offset separated oscillatory fields (FOSOF) [398] was recently used to
perform a precision measurement of the hydrogen Lamb shift using a 55 keV beam [399]. This corresponds to atoms
with speeds of ~3 x 10® cm/s, which is more than an order of magnitude faster than Ps emitted from mesoporous
films [308]. Thus, it may be possible to take advantage of some Ps sources that would otherwise not be considered useful
for spectroscopic measurements, such as gas-cell excited state beam production [284] to perform similar measurements;
so far this has not been attempted.

In summary, the precision of n = 2 fine structure measurements has been improved [328] and is expected to improve
further [338], with a reasonable chance of approaching the QED uncertainties in the next few years. Some apparent
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discrepancies have been observed and are the focus of new measurements. The ground state hyperfine interval is currently
being re-measured using energy selection techniques that can account for incomplete Ps thermalization, and results so
far [29] indicate that the long-standing discrepancy with theory is an experimental artefact and will be resolved. A new
experiment designed to measure the 23S; — 2 1S, interval has been proposed [400], but no data have been reported so
far.

3.4. Decay rates

As discussed in Section 2.1.2, Ps self-annihilation rates can be measured and compared to QED calculations in order to
test them. The decay rate of 0-Ps was the first measurement made [258] with Ps after its discovery [69]. This measurement
yielded a decay rate I = 6.8 &= 0.7 MHz. With the large error this is consistent with the modern (theory) value of
I'm = 7.039979 4+ 0.000019 MHz, and was sufficient to resolve a disagreement between three different calculations,
confirming the result of Ore and Powell [8] (see Eq. (26)).

Since 1951 Ps decay rates have been measured many times (see [46,47,401] for some older reviews and [51] for a more
recent discussion). The p-Ps decay rate is harder to measure than the o-Ps decay rate because it is much faster. However,
it is also less susceptible to controversy because the atoms do not have enough time to react to their surroundings in the
same way that o-Ps atoms do, and hence different types of measurements are less likely to yield different results. This is
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Source: From Ref. [338] with permission.

essentially the same problem encountered in all precision measurements, namely that, as precision increases, more and
more small systematic effects arise that must be taken into account.

The annihilation process necessarily requires that the electron and positron wavefunctions overlap, which means that
only states with orbital angular momentum ¢ = 0 have any experimentally relevant annihilation decay rates [402,403].
Most excited atoms predominantly decay radiatively to the ground state before annihilation, and it is necessary to consider
both radiative and self-annihilation decay rates for these atoms [335,358,404]. The only excited states for which self
annihilation is likely are the 2'Sy and 2 3S; levels, since they are radiatively metastable. These levels annihilate at rates
8 times slower than their n = 1 counterparts, making this process difficult to measure because the excited state atoms
may travel a considerable distance before they decay. The decay of 2 'S, atoms has not yet been directly observed. The
decay of 23S; atoms has been observed [253], and the decay rate has been measured [405]. However, the 8.5% precision
obtained in this measurement is not sufficient to test any QED corrections to the lowest order decay rate.

The current best individual measurements of Ps decay rates are listed in Table 6. Note that both p-Ps and o-Ps decays
include contributions from all allowed higher order decay modes (that is, decays to more than 2 or 3 photons) such that

Lops =D+ T3+ 16+ (68)
and
Iops=I3+1T5+17+--- (69)
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Table 6

List of the most precise Ps decay rate measurements performed to date. The quoted precision refers
to the relative precision (i.e., the measurement uncertainty divided by the interval). See Table 3 and
Table 4 for corresponding ground state singlet and triplet theory values, respectively. We note that the
theoretical n = 2 decay rates are a factor of 8 larger than the corresponding ground state rates, and
that the measurement of the 23S; decay rate was performed in a 50 G axial magnetic field that shifted
the theoretical decay rate from ~880 to 890 kHz.

Decay mode Measurement Precision Ref year
11Sy — 2y 7.9909 £+ 0.0017 GHz 213 ppm [160] 1994
138 — 3y 7.0401 +0.0011 MHz 156 ppm [161] 2009
218y — 2y Not measured N/A N/A N/A

2358; — 3y 843 £72 kHz 8.5% [405] 2020

but that at the current level of precision the higher order contributions are negligible (see e.g., Eqs. (23) and (27)) and
Section 3.5. We note also that measurements may not in any case be sensitive to the higher order decay modes as the
detection efficiency of the lower energy photons may well be reduced.

3.4.1. Singlet decay rates

There are very few measurements of I},.ps because it is very fast; the corresponding lifetime of ~125 ps is just
about at the limit of standard timing systems, and measurements have only been performed using indirect methods.
The first such measurement was essentially a by-product of ground state hyperfine measurements [373,374]; in this
work a resonant transition between Zeeman shifted Ps states with m = 0 (see Section 3.3.2) was obtained using a
fixed microwave frequency and a variable applied magnetic field strength. The width of observed lineshape depends
in part on the singlet decay rate, which is the basis of the measurement. However, the decay rate must be derived from
several experimental parameters, and the method is not well suited to high precision (Theriot and co-workers obtained
Fpps = 7.99 + 0.11 GHz [374]).

Other measurements have been performed [160,406] that also rely on Zeeman mixing between the m = 0 singlet and
triplet ground states in an applied magnetic field. In this case the perturbed state decay rate I,y is measured, which is
given by

Thix = (1 - bz)ro—l’s + szp—Ps (70)

where I5,.ps and I',ps are the unperturbed triplet and singlet decay rates, respectively, and b depends on the magnetic
field and the hyperfine interval (see [160] for details). For typical experimental parameters the mixed state decay rate
I'nix is generally much higher than the field-free triplet rate (=30 MHz for a 4 kG magnetic field, compared to ~7 MHz in
zero field), but is still much slower than I},.ps and is therefore measurable; thus, I',.ps is obtained by measuring Io_ps and
also Iyix in a known magnetic field. Systematic effects can be explored by performing measurements at different fields; as
with the hyperfine measurements discussed in Section 3.3.2, this requires knowledge of the magnetic field experienced
by the atoms. This is usually measured with an NMR probe, although some form of atomic magnetometry or Rydberg
spectroscopy may be a viable alternative [57]. This measurement also requires knowledge of the hyperfine interval.

The most precise measurement of I','y? yielded 7.9909+0.0017 GHz [160], where the theory value '}, = 7.989 618+
0.000018 GHz (see Eq. (25)). This means that the experimental uncertainty is ~100 times larger than the theory
uncertainty estimate (and not a factor of 10,000 as reported in Ref. [51]). It is therefore unlikely that parity between
theory and experiment for I},.ps will be achieved in the foreseeable future.

Digital timing systems have improved considerably since these measurements were performed. However, apart from
achieving sufficient time resolution, performing a direct measurement of the singlet ground state decay rate is complicated
by the need to uniquely identify the Ps formation time (a problem similar to the measurement of sub-ns positron surface-
state lifetimes on metals [407]). One could envision using a short-pulsed (pico-second) laser to rapidly populate 1S
levels from an ensemble of long-lived atoms, but this nevertheless remains a challenging prospect: no new experiments
aimed at measuring the 1'Sy decay rate appear to have been proposed in recent years.

3.4.2. Triplet decay rates

Measurements of I5,.ps, the 0-Ps decay rate, have been performed many times. The first generation of such measure-
ments (starting with Deutsch [258]) pre-date the development of positron beams, and were performed using the gas cell
method of producing Ps atoms directly from S-emitting radioactive sources. Even after positron beams became available
this method continued to be widely used. In these experiments lifetime spectra were generated using a start signal derived
from the positron emission following nuclear decay (usually via an almost simultaneously emitted gamma ray, or by
allowing the fast positrons to pass through a thin scintillator), and a stop signal obtained from the Ps annihilation radiation.
Any delays in Ps formation would then be included in the spectrum, but these are generally negligible owing to very fast
positron cooling and Ps formation rates in gases [54]. As with the hyperfine interval experiments, such measurements are
susceptible to complications arising from Ps—gas interactions, which can reduce the Ps lifetime.
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Table 7

Selection of different o-Ps decay rate measurements. The quoted precision refers to the relative
precision (i.e.,, the measurement uncertainty divided by the interval). Most source/gas experiments
used freon-isobutane mixtures, although other gases were also used. Beam experiments used slow
positron beams incident on SiO, or MgO films or powder targets. Source/SiO, refers to radioactive
sources that emit positrons into SiO, powder or aerogel targets. For comparison, the theory value is
I'th = 7.039979 + 0.000019 MHz.

Measurement (MHz) Precision Ref Year Method
7.104 £ 0.006 845 ppm [408] 1976 Source/gas
7.09 +0.02 2821 ppm [409] 1976 Beam/MgO
7.056 £+ 0.007 992 ppm [410] 1978 Source/gas
7.045 £ 0.006 852 ppm [411] 1978 Source/gas
7.051 £ 0.005 709 ppm [406] 1982 Source/gas
7.0516 +0.0013 184 ppm [334] 1987 Source/gas
7.0482 +0.0016 227 ppm [412] 1990 Beam/MgO
7.0398 + 0.0029 412 ppm [413] 1995 Source/SiO,
7.0404 +0.0013 185 ppm [203] 2003 Beam/SiO,
7.0396 + 0.0016 227 ppm [202] 2003 Source/SiO,
7.0401+0.0011 156 ppm [414] 2009 Source/SiO,

In some experiments solid materials are used to stop the positrons instead of a gas; various porous materials, such as
silica aerogels, have been used for this purpose. Then, radioactive material is covered by layers of material thick enough to
stop energetic positrons and produce Ps atoms in a much smaller volume than a gas cell (typically a few cm?). Experiments
using the same types of materials can also be performed with a mono-energetic positron beam. In this case individual
positrons are usually time-tagged via secondary electrons emitted from a remoderator or from the Ps formation target
itself [264] to generate the start signal for lifetime spectroscopy [9]. In either case, the produced Ps atoms will continue
to interact with the porous material in which they are created, which affects subsequent lifetime measurements.

A selection of 0-Ps decay rate measurements made using various techniques is shown in Table 7. Other measurements
exist; these data were (arbitrarily) selected to highlight a long-standing discrepancy between experiment and theory.
During the course of many measurements a persistent discrepancy of up to ten standard deviations was observed.
Experiments performed using different methods and in several different laboratories served only to reinforce the
discrepancy, as did advances in the theory. This became known as the positronium lifetime puzzle, where the puzzling
nature of the problem was reinforced by the fact that Ps is expected to be a very well understood system, not easily
admitting to such a large disagreement with QED.

The lifetime puzzle was eventually solved by performing experiments that either minimized Ps interactions with
surrounding material [203], or by explicitly taking such interactions into account [202,413]. The former was accomplished
by using thin silica films that produced slow o-Ps atoms emitted into vacuum, where they were largely free of perturbing
interactions. In the latter case, energy selection methods were used to identify and remove two-photon decay events,
which is the dominant decay mode for o-Ps atoms that do not decay via self-annihilation. The last four entries in Table 7
refer to experiments that were performed in this way, and they are in good agreement with each other, and with theory.
Evidently extrapolating to zero gas pressure was insufficient, and did not properly account for some Ps-gas interactions;
the exact nature of these interaction has not yet been elucidated.

The combined value of the decay rates believed to be free of thermalization effects (i.e., the results in Refs. [ 161,202,203,
413])is I, p. = 7.04010.0007 MHz. This is in agreement with the theory value of I''l,. = 7.039979 4 0.000 019 MHz,
and the positronium lifetime puzzle can therefore be considered to be resolved. One can regard this exercise as an example
of the scientific method at work. The extent to which Ps thermalization rates may affect measurements is not necessarily
obvious. It was only through a series of careful experiments and advances in theory that the problem was, eventually,
solved.

We note that the discrepancy observed between theory and measurements of the Ps ground state hyperfine interval
discussed in Section 3.3.2 did not quite rise to the level of a “puzzle”, probably because the disagreement was not as
large (3-4 standard deviations) and was based on only two measurements. In light of the subsequent resolution of the
0-Ps lifetime puzzle, it does now seem likely that what may be called the “hyperfine vexation" will also be resolved by
experiments that can isolate non-thermalized Ps [29].

3.5. Decay modes

The fact that Ps is composed of a leptonic particle-antiparticle pair means that Ps is an eigenstate of the charge
conjugation operator C, the Parity operator P and the combined CP operator. It should be remembered that this is a rather
unusual situation, and that most atoms are definitely not C eigenstates. Photons are eigenstates of C with eigenvalue —1 (if
you change the sign of electric charges electromagnetic fields are reversed). Atoms and molecules are of course eigenstates
of P, having even or odd parity depending on the electronic configuration.

In general Ps states with orbital angular momentum ¢ and total spin quantum numbers s are eigenstates of the C, P
and CP operators with eigenvalues of (—1)¢+), (—1)+1, and (—1)5*Y, respectively [71]. As discussed in Section 2, the
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Table 8

A selection of experimental measurements of the branching ratio (BR) or upper limit (UL) for various
electron-positron decay modes. C.L refers to the confidence limit quoted in the various experiments,
and all branching ratios are given with respect to the corresponding highest order decay process (i.e.,
2(3)y decays for spin singlet (triplet) states). Where available, systematic and statistical errors have been
added in quadrature. In some cases the 1'Sy decays may in fact be relative spin singlet electron-positron
configurations rather than bound-state singlet Ps atoms.

Decay mode C allowed? BR/UL CL Ref. Year
1Sy — 3y No 2.8 x 1076 68% [423] 1967
138, — 4y No 8 x 1076 68% [424] 1974
1Sy — 4y Yes 1.3+£0.3 x10°° 68% [425] 1990
138 — 4y No 2.6 x10°° 90% [426] 1996
135, — 5y Yes 22728 x 10°° 90% [427] 1996
1Sy — 4y Yes 1.144+0.39 x 10°° 68% [428] 2002
135, — 5y Yes 1.674+1.1 x 1078 68% [428] 2002
13S; — 4y No 3.7 x 1076 90% [428] 2002
11Sy — 5y No 2.7 x 1077 90% [428] 2002

number of photons emitted in Ps self-annihilation is governed by C invariance, meaning that singlet (triplet) ground states
decay into an even (odd) number of photons (see Eq. (2)), with rapidly decreasing probability as the number of photons
increases (see Section 2.1.2). It is challenging even to observe these higher order processes, and in most experiments,
including precision decay rate measurements, they can be neglected.

Since the number of annihilation photons emitted in Ps decay is fundamentally dictated by C invariance, this symmetry
can be tested by searches for Ps atoms that decay into the “wrong” number of photons (that is to say, decay modes
forbidden by the selection rule given by Eq. (2)). Similarly, the momentum and polarization of the emitted photons in the
decay of triplet Ps is governed by CP, and CPT invariance, and hence observation of various properties of these photons
can be used to test these symmetries (singlet decays are less informative as they are constrained into a smaller phase
space region). The restrictions on the allowed angular correlations between decay photons has been described in detail
by Bernreuther and co-workers [39]. We note that this treatment does not include the photon polarizations, since these
cannot be easily measured; if they could be measured this could provide stronger constraints on symmetry violation tests.
Recently the JPET detector [415] has demonstrated the potential to perform polarization sensitive measurements based on
Compton scattering of gamma rays between detector elements, opening up the possibility of new symmetry tests [416].

3.5.1. Higher order decay modes and C invariance tests

In addition to the much-studied two and three-photon decay modes of singlet and triplet Ps, it is of course possible for
Ps atoms to decay into more photons and still respect C invariance, as long as the number of decay photons is appropriately
even or odd. Searches for the decay of a singlet (triplet) state to an odd (even) number of photons can, therefore, be used
to directly test Charge conjugation invariance, and searches for decays into more than two or three photons can be used
to test QED theory

How might C violating decays occur? Either the symmetry is not observed by nature, or they may proceed via a decay
process other than electromagnetic interactions. This could be mediated by the weak interaction (e.g., [71,177-179]) or via
an unknown particle (e.g., [417-422]). The rate for weak interaction mediated events can be calculated, and is extremely
small and entirely negligible. No new particles have been identified in this way, and no evidence for C violation has
been found so far, but several searches have been conducted, some of which being motivated by the positronium lifetime
puzzle. The first was performed in an experiment in 1967 by Mills and Berko [423] that was designed to look for the
decay of singlet Ps into three photons (i.e., 1Sy — 3y ), which is forbidden by C invariance. Since this work many other
measurements setting limits on higher order or forbidden decay modes have been performed, some of which are listed
in Table 8.

Such experiments are designed to measure Ps annihilation radiation emission angles and energies over a wide
range, generally via an array of detectors (e.g., [429]). In addition to low count rates for the processes of interest,
the main difficulties to be overcome are related to large backgrounds arising from allowed decay processes, Compton
scattering of radiation in the apparatus, bremsstrahlung from radiation emitted from the source and so on. Each detector
arrangement will have specific background signals. Several large detector arrays have been constructed, based on different
types of detectors, for example plastic scintillators in the JPET detector [415], high purity germanium (HPGe) in the
GAMMASPHERE [430], thallium doped sodium iodide (Nal(Tl)) in the APEX detector [431], and bismuth germanate (BGO)
crystals in the KAPAE detector [432]. The type of detector used as well as the geometry of the device allows for particular
properties to be optimized, so, for example, the JPET detector has good time resolution but low detection efficiency,
whereas the GAMMASPHERE detector has excellent energy resolution, but essentially no time resolution.

These kinds of large detector arrays are more akin to those used in high energy physics, or medical imaging, and
are not widely used in Ps physics, largely owing to their cost and complexity. However, they have great potential for
cutting edge experimentation, and precise measurements of Ps decay processes using large area or multi-component
detectors with good spatial and time resolution is an obvious next step for this research. Because the detector response is
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Table 9

Selection of different invisible o-Ps decay measurements. C.L is the confidence limit. Other experiments
exist that rule out bosons in different mass ranges. Only a selection of results are shown here. Where
applicable AE refers to the energy range of the unobserved particle(s) X° corresponding to the quoted
upper limit. Here o-Ps™" refers to mirror o-Ps, which subsequently decay to unobserved mirror gamma

photons.

Decay mode UL CL AE (keV) Ref. Year
0-Ps —» yX° 2.8 x 107 90% 0-800 [417] 1991
0-Ps — invisible 2.8 x 1076 90% N/A [433] 1993
0-Ps — yX° 3x 1074 90% 0-500 [418] 1994
0-Ps — yX° 2x 1074 90% 847-1013 [419] 1995
0-Ps — yyX° 6.2 x 1076 90% 0-200 [420] 1996
0-Ps — yX?x? 4.4 x 107° 90% 40-900 [434] 2002
0-Ps — invisible 4.2 x 1077 90% 0-80 [435] 2007
p-Ps — invisible 4.3 x 1077 90% 0-80 [435] 2007
0-Ps — 0-Ps™" 3x10°° 90% N/A [327] 2020

a critical aspect of data interpretation these experiments generally require sophisticated simulations, as well as complex
data acquisition systems, as is also the case in particle physics experiments. Given the possibilities for searches for New
Physics (see Section 4), more collaborations between atomic and particle physicists in the future may be advantageous.

3.5.2. Invisible decays

In addition to Ps atoms decaying into forbidden numbers of photons, violating C invariance, some models have been
proposed in which Ps atoms may decay into particles that are not observed, such as neutrinos, or unknown particles not
included in the Standard Model (see Section 4). Ps decay processes mediated by the weak interaction are clearly allowed in
the Standard Model, and the rates for such processes can be precisely calculated. One might expect that such mechanisms
could provide a route to a determination of the neutrino mass, for example via exotic decay modes that depend on the
mass distributions of different neutrino species [71]; in principle this is true but in reality the rates of such processes are
highly suppressed by the exchange of heavy Z and W+ bosons, as expected for electro-weak interactions. It is therefore
not experimentally realistic to determine the neutrino mass via Ps decay processes. However, this approach can be used
to test the existence of light Dark Matter via the virtual single-photon decay channel of Ps [422].

Invisible decays may also occur through the coupling of “regular” matter to mirror matter. Mirror matter was originally
developed as a way to restore Parity conservation [436] by invoking a set of mirror particles that correspond to known
particles, and interact predominantly via gravity (see Ref. [437] for a review). Mirror particles are strong Dark Matter
candidates whose existence can be probed via Ps decays [438]. This is possible because neutral particles can mix with
their mirror counterparts (charged particles cannot without violating charge conservation), so that o-Ps atoms can couple
to mirror o-Ps atoms via a virtual single-photon annihilation process [439]. This would manifest as an apparent invisible
decay, and was suggested as a possible solution to the (now resolved) ortho-positroniun lifetime puzzle [440], as were
invisible decays to hypothetical light bosons in various mass ranges (see Table 9). These processes were already excluded
from contributing to the puzzle (before it was resolved).

Searching for rare invisible decays involves recording a large number of events, and knowing with some accuracy when
events are not being detected. This approach therefore requires a hermetic detector (i.e., a detector with very high overall
detection efficiency, including the solid angle coverage) [432,438]. Detectors that have lower coverage must make use of
extensive modeling.

3.5.3. CP and CPT invariance tests

The observation of Parity violation in weak interactions [441-443] proved that discrete symmetries are not necessarily
respected by nature. However, it was believed that various combinations of symmetries would be, until CP violation
was observed [444]. It is still widely believed that the combined operation of CPT is a true symmetry of nature that is
strictly observed, partly because its violation would seriously undermine the quantum field theories upon which the
Standard Model is based [445]. There is some interest in CP violating processes because (1) the lack of CP violation
in strong interactions is not well understood (this is known as the strong CP problem [446]) and (2) it relates to a
possible explanation for the apparent matter-antimatter imbalance in the Universe [447]; CP violation has been observed
in the quark sector, and can be explained within the Standard Model, but this mechanism is too weak to explain
the observed baryon asymmetry [448]. Therefore, CP tests in the lepton sector are potentially able to address this
problem (i.e., Baryogenesis through leptogenesis [449]). Tests of CPT invariance may be performed based on comparisons
between particles and antiparticles (which under CPT transformation should be exactly identical). For example, precision
spectroscopy of antihydrogen is performed as a CPT test [5]. This symmetry is the only discrete symmetry that has never
been observed to be violated.

The three photon decay of 0-Ps can be used to test CP and CPT symmetries because correlations between the emitted
photon momenta are governed by these symmetries. Some correlations are allowed according to QED, while others are
forbidden [39,450]. Thus experiments designed to observe forbidden correlations can be used to test whether or not the
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Table 10

Selection of different measurements of CP and CPT violating processes in Ps decay, as defined by the
coefficients Ccp and Ccpr (see text). Note that the Cepr value quoted for REF [451] was obtained from
the analysis of [452]. Non-zero values of Ccp or Cepr indicate violation of the corresponding symmetry.

Correlation Result Reference Year
(S - k1)S - ki x ko)) Ccp = —0.0056 + 0.0154 [453] 1991
(S - k1)S -k x ko)) Cep = 0.0013 + 0.0.0022 [454] 2010
(S ki x ko) Cepr = 0.020 £ 0.023 [455] 1988
(S ki x ko) Cepr = 0.0140 + 0.0190 [451] 2000
(S -k x ko) Cepr = 0.0071 & 0.0062 [452] 2003

symmetries are respected in Ps decay. Given the usual convention |E1| > |T<2| > |T<2 |, where k} represents the ith decay
photon momentum vector, CP and CPT forbidden angular correlations are [39,450] ((S - k1)(S - k1 x k2)) and (S - ky x ka),
respectively, where S is the spin of the Ps atom. Other forbidden correlations exist, but these are the only ones to have
been tested.

Measurements are performed using multiple coincident gamma ray detectors with sufficient energy resolution to
identify the k; photons. In the case of the CPT forbidden correlation (S -k; x k), a non-zero correlation implies a difference
between the number of decays with the normal to the decay plane parallel (N.) to the spin direction and the number
with the normal antiparallel (N_) to the spin direction, since the quantity k; x k, defines a vector normal to the plane in
which all three decay photons are emitted. The measured quantity is then [456]

Ny —N_

A=+ =, (71)
N.+N_

The asymmetry parameter A is converted to the correlation coefficient Cepr taking into account the exact properties
of the experimental arrangement. It is also critical to take into account the polarization of the Ps and various background
effects that could lead to false signals. Similar considerations apply to the CP forbidden correlation ((S - k1)(S - k1 X k3)).

Only two CP tests using Ps decays have been performed to date [453,454,457], along with three CPT tests [451,452,455].
The results of these tests are shown in Table 10, in terms of correlation coefficients Ccp or Ccpr, Where non-zero values
indicate violation of the corresponding symmetry. As is evident from Table 10, no significant symmetry violations have
been observed.

4. New Physics with positronium

In this section, we review the limitations of the Standard Model of particle physics and the mainstream physics beyond
the Standard Model that potentially affect the spectroscopy of Ps. Similarly, the physics beyond the SM will impact
different systems apart from Ps, and some of them are also covered here. In particular, we explain how astrophysical
observations can be used to establish stringent constraints on the existence of novel particles interacting with SM leptons.

4.1. The Standard Model of particle physics

The Standard Model (SM) of particle physics is the most comprehensive theory of three of the four fundamental forces
of nature, namely, the electromagnetic, weak, and strong nuclear forces. Within the SM, matter is constituted by six quarks
and six leptons, as shown in the left panel of Fig. 11. Quarks are the fundamental constituents of neutrons and protons in
the atomic nucleus. Quarks show a fractional charge and come in three different generations (columns of Fig. 11). Similarly,
leptons appear in three generations, but they show an integral charge, and some are neutrals, such as neutrinos. Indeed,
Ps is a leptonic atom constituted by an electron and a positron, as explained in Section 2.1.1.

The SM, more than a first-principle theory, may be considered an effective theory of the interaction between
fundamental particles [458-460]. The SM has been developed as a hybrid framework of beautiful theoretical models
and intriguing experimental results. The SM describes the strong nuclear force through quantum chromodynamics,
which is mainly a Yang-Mills theory with SU(3) symmetry, in which the carrier of the color force is the gluon, g. The
electromagnetic interaction through QED has a U(1) symmetry, and its carrier is the photon, y. The weak nuclear force
is described within the same framework as electromagnetism in the so-called electro-weak interaction showing a SU(2)
symmetry. As a result, the weak force carriers are three massive vector gauge bosons: one neutral, Z, and two charged
W=, Last but not least, we find the Higgs boson, H, the particle that explains the mass of the vector gauge bosons via the
Higgs mechanism [461,462]. Even though it may look that the discovery of the Higgs boson was the last piece of the SM,
still there is a lot of fundamental questions regarding the nature of the Higgs potential. For instance, the SM may be a
proper description of nature up to the Planck scale depending on the Higgs self-coupling [463-465].
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4.1.1. Limitations of the standard model

The SM of particle physics is the most elegant and comprehensive theory of nature and it has successfully explained
some of the most intriguing phenomena of modern physics in the XX and XXI centuries. However and despite its success,
the SM faces limitations regarding new and unexplained phenomena and crucial questions in modern cosmology and
particle physics. In this section, we review the most relevant phenomenology, based on the scope of this review, not
properly interpreted within the SM.

e The neutrino sector. In the SM, neutrinos are massless particles since they do not couple to the Higgs. However, it is
an empirical fact that neutrinos change flavor as they travel long distances, the so-called neutrino oscillations [466],
meaning that neutrinos have a small mass. Furthermore, this opens up a debate about the inherent nature of
neutrinos as Majorana or Dirac fermions.

e The strong CP problem. Quantum chromodynamics preserves the CP (charge conjugation-parity) symmetry although,
a priori, there is no reason for it. This surprising fine-tuning problem can be solved by invoking the existence of a
new particle: the axion [446,467], which is not included in the SM. Indeed, we will discuss further in this section
about axion-like particles motivated by the pioneering work of Peccei and Quinn.

e Dark Matter (DM). From the rotation curves of galaxies to the large-structure of the universe, there are strong
evidences of the existence of Dark Matter, which constitutes around 85% of the matter of the universe [468-
470]. However, despite its ubiquitousness, its nature remains a mystery due to the large mass range in which one
may expect signals from SM-Dark Matter particles interactions. Nowadays, it is necessary for a collaborative effort
between the high energy physics with the condensed matter physics and atomic, molecular, and optical physics
communities to explore different avenues to detect light Dark Matter (Dark Matter with a mass below the proton
mass) [471-474], which is of interest for the scope of this review.

e Dark energy. It is an observational fact that 74% of the energy budget of the universe is in the form of unknown
energy called dark energy [469,470]. Dark energy is a global energy that accelerates the expansion of the universe,
although its nature is unknown. We know very little about this energy, and indeed, elucidating its nature is one of
the fascinating fundamental questions in modern physics.

e Baryogenesis. The SM predicts that matter and antimatter should be created equally in almost any process. However,
the baryonic matter of the universe, i.e., excluding DM, appears to be constituted of fundamental particles instead
of anti-particles. The conditions for an asymmetry between baryonic and anti-baryonic matter are known as the
Sakharov conditions [475]: (1) A mechanism that does not conserve the baryon number. (2) C and CP symmetries
must be violated, implying that the early universe should not show time-reversal symmetry. (3) It is necessary
for a system out of equilibrium. However, the SM predicts a very small CP violation to explain matter-antimatter
asymmetry. Therefore, new models and theories are still to come to elucidate this fascinating mystery.

4.2. New Physics

New physics (NP) refers to the study of theoretical models aimed to extend the SM or to propose alternative
frameworks to explain observed phenomena. The field of NP is vast, and often it requires a collaborative effort across
distinct disciplines of physics. A prime example is the interplay between atomic, molecular, and optical (AMO) physics
and high energy physics, leading to unique findings complementing the phenomenology in the high energy front, as
sketched in Fig. 10. The AMO physics contribution to NP is mainly based on high-precision spectroscopy studies of atoms
and molecules to check the SM predictions’ accuracy and elucidate the role of new interactions and forces. Surprisingly
enough, with the same observables it is possible to place stringent constraints on the electric dipole moment (EDM) of the
electron [41,476,477], study the existence of extra dimension through the Arkani-Hamed, Dimopoulos, and Dvali model of
gravity [478-483], establish new limits on the time variation of the electron-to-proton mass ratio [483-486] and the fine
structure constant [487], and the quest of the fifth force [488,489]. In addition, recently it has been shown that atomic
and molecular systems are good candidates for direct detection of light Dark Matter particles [422,472-474,490].

In this section, we focus on the most relevant models for the study of new physics with Ps. We introduce a well-
motivated model in which a vector mediator bridges SM leptons with scalar Dark Matter particles known as the vector
portal within the set of hidden sector models. Based on such a model, Ps could be a good candidate for detecting
Dark Matter particles [422]. Similarly, we analyze the relevance of hypothetical scalar and pseudo-scalar particles on
the spectroscopy of Ps by looking at the electronic states’ energy shifts in Ps through novel spin-independent and
spin-dependent interactions.

4.3. Natural units and atomic units

Atomic units are the standard units in atomic, molecular, and optical physics, i.e., h = 1. However, in high energy
physics, it is preferable to work in natural units, i.e, i = ¢ = 1. As a result, it is necessary to interpret the results based
on natural units into atomic units, which usually induces some difficulties. Independently of the confusion to change
between these two sets of units, it is essential to develop a specific intuition about characteristic scales in natural units.
This is very important to correctly identify the mass range of novel particles susceptible to affect spectroscopic observables
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Fig. 10. New physics at the interplay between atomic, molecular and optical (AMO) physics and high energy physics (HEP). Atoms and molecules
are a valuable probe of new physics, shown as the blue shapes in the diagram.

in atomic and molecular systems. Therefore, we believe that it is worth introducing the basics of natural units and how
they relate to atomic units.

In natural units, mass M using the celebrated Einstein’s relation, E = mc?, is equivalent to energy, which implies that
the unit of mass is GeV/c?. For instance, the mass of the electron is 511 x 107% GeV/c?. In natural units, length L and time
T have the same units, and taking into account fic = 1 leads to L = T = 1/E, and their units are c?/GeV. Consequently,
in natural units, the cross section has units of (GeV/c?)~2, and the rate of a process has units of GeV/c?.

To transform from natural units to atomic units is essential to keep in mind that L = fic/E, and in atomic units c= 137.
As a result, one finds

1 511 x 107° s
= 39 = 3.73 x 10™"ay, (72)
GeV/c2 137
where ag is the Bohr radius (ag = 0.529177 x 107'° m). Therefore, the unit of length in natural units is tiny in comparison
with the typical extension of atomic and molecular systems. Similarly, it is possible to invert such expression to find that
ap = 1/3.73 (keV/c?)~!. In this section, when analyzing the existence of new particles we explore a mass range between
10 MeV/c? and 0.1 keV/c?, which corresponds to a length of 3.73x10™% ag and 37.3 ay, respectively.

4.3.1. Vector portal to Dark Matter and its relevance on Ps

There are many theoretical models that, in principle, accommodate some of the phenomenology that the SM cannot
explain regarding Dark Matter and the existence of novel particles. One well-motivated framework is the hidden sector, in
which one assumes that a set of fields and symmetries are hidden in nature. In particular, it is assumed that there are more
symmetries that the ones contemplated on the SM, however these are unnoticed, although under given circumstances
they may manifest due to its effects on the SM particles [491-501], as it is sketched in Fig. 11. Within this model, one finds
the well-known SM sector, i.e., the set of particles and interactions within the SM, and the hidden sector, which represents
new particles that do not directly interact with SM particles, as may be the case of DM. These two independent sectors
interact through portals, i.e., new particles that mediate between the SM and hidden sectors.

Here, we focus on the vector portal in which the mediator is the dark photon [502-506], opening up the possibility of
milli-charged DM particles [491,492,494]. The dark photon is a vector mediator, A;l, that shows a hidden Up(1) symmetry
(not contemplated in the SM) similar to the charge of the electromagnetic interaction and it couples with the hypercharge
Uy(1) symmetry as

€

—BMF/ (73)
2 cos Oy

nv?

where F[w = 0,A, — BUA;L, B"' is the hypercharge field strength, 6y, is the weak mixing angle, and ¢ is a parameter that
specifies the strength of the coupling between the U(1)’s symmetries [501]. After the electroweak symmetry breaking
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Fig. 11. A sketch of the hidden sector framework for physics beyond the standard model. Within this approach, on the one hand, one finds the
SM of particle physics composed of three generations of quarks (fermions), three generations of leptons (fermions), four carriers (bosons) regarding
electromagnetism, weak interaction and color, and one scalar boson, the Higgs, H, giving mass to the quarks through the Higgs mechanism. On the
other hand, one finds the hidden sector containing new particles like new scalars X (e.g., constituting Dark Matter) that couple to the standard
model of particles through portals. These portals contain mediators between new particles and the SM model ones. One kind of portal is the vector
portal, which is explained in the text.
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Fig. 12. Production of scalar Dark Matter via a dark photon in e~ —e* collisions. Panel (a), off-shell production: a dark photon A’ couples the SM
sector and the dark sector particle X and its antiparticle X. Panel (b) shows the on-shell production of scalar Dark Matter via a dark photon in
e~ -et collisions. There is a second contributing diagram in which the photon is emitted from the positron’s leg.

Eq. (73) translates into a kinetic mixing with the photon, and the full Lagrangian reads as

1 1 € 1
LD _ZFquW — ZF’/’“”FW + EFM,,F““’ + Emf,,A;LA/“ + eAuJiy +gDAug, (74)
where the kinetic mixing term $F,,F*" shows the coupling between the dark photon and the SM photon explicitly and
¢ defines its strength. The mass of the dark photon can be explained via a dark Higgs mechanism in which a massive
dark Higgs boson is integrated out of the theory [507]. In Eq. (74), the dark photon field does not couple directly to the
SM charged particles since it does not couple to the SM current ]é‘M. However, it does with the dark current ],’3’“ through a
gauge coupling gp. By introducing a vector field as
Au=A,— €A, (75)
Eq. (74) yields
12 Tuy 1-¢é /pIu 1 Yy 1 ’ n T
£ =Rt — R P 4 S AT e (A + eAM) L+ AL, (76)
where it is clear that the dark photon couples with the SM charged particles via €. Therefore, the kinetic mixing of the
dark photon with the photon translates into a coupling of the dark photon to SM charged particles, and at the same time
to the dark current. In other words, the dark photon bridges the SM charged particles and particles in the hidden sector.
Let us assume that DM belongs to a hidden sector and the dark current is given by

I =Xy"X, (77)

which in virtue of Eq. (76) denotes a vertex in which the dark photon field is coupled to a DM fermionic particle X and
its antiparticle X with a coupling strength gp. As a consequence, the scattering of SM-charged particles could potentially
produce DM particles, or the existence of DM may affect the scattering properties between charged particles. In particular,
electron—-positron scattering may produce DM particles through an off-shell dark photon mediator [491,508], as shown
in panel (a) of Fig. 12, or via an on-shell dark photon mediator with the emission of a photon [491,508], as sketched in
panel (b) of the same Figure. At low collision energies, it would be possible to constrain the existence of sub-GeV DM,
as Essig et al. have suggested [491], and the results are shown in Fig. 13, where it also appears the constraints coming
from the value of the muon anomalous magnetic dipole moment [509] depicted as the shaded region. This figure suggests
that performing electron-positron collision experiments at a relatively low center of mass-energy can be a sensitive tool
to explore the existence of dark photons and the production of fermionic DM particles beyond the constraint due to the
anomalous magnetic dipole moment of the muon.
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Fig. 13. Cross section (center-of-mass energy of 10.58 GeV) for production of on-shell dark photons [see panel (b) of Fig. 12] at a as a function of
the mass of the dark photon my and €2. Solid lines correspond to a contour showing the same value of the cross section. The cross section is given
in fb = 107>° cm?. Also shown are the constraints on the couplings from measurements of the muon anomalous magnetic dipole moment (shaded
regions) [509]. The dashed lines denote the lower bounds for DM production in rare Z-decays. In the notation of this figure ap = gp.

Source: Figure reproduced with permission from Ref. [491].

The kinetic mixing between Up(1) and Uy(1) also induces a coupling between the Z boson and particles in the hidden
sector. Therefore, the direct decay Z— XX is another possible decay process in which DM particles could be detected. The
results of using this decay process appear as green-dashed lines in Fig. 13. However, this decay channel is not a good
candidate for sensitive DM production and further detection.

Electron-positron scattering can be used to explore the existence of dark photons and the nature of DM particles.
Thus, it seems natural to extend the validity of that statement to Ps. However, in the case of Ps, the transition matrix
elements differ from the ones associated with collision experiments since Ps is a bound state. Furthermore, Ps shows an
SM single-photon decay mode competing with the production of on-shell dark photons. However, luckily enough, the
SM decay rate for such a process is extremely slow ~107'3 s=1 [178,179,422] due to the largely suppressed exchange of
heavy Z and W bosons in Ps. Therefore, in principle, it would be possible to look at the single-photon decay of Ps as a
signal for DM detection [422].

The decay rate of Ps into a single photon mediated by a dark photon is given by

FPS—>y = 4vrel|‘l’Ps(0)|20'e+e—_>yx)_(’ (78)

where vy stands for the relative velocity of the leptons, X and X can be a fermionic particle and anti-particle or a couple
of complex scalar fields, for instance. The decay rate is weighted by the probability to find the electron and the position
at the same position

meor®

Py (79)

[¥ps(0)I?

The cross section for electron—positron scattering decaying into a pair particle-antiparticle and emitting a photon is
given by

1 d*ps d’k d*py 4
= 2 WP — p3 — pa — k)| TI?), 80
Oete——yxX AM,v,e / 2(271_ )3E3 / |l(| / 271’ 3E4( 7T) ( D3 — D4 <)(| | ) ( )

where 8¥(x) represents a four-dimensional Dirac delta function guaranteeing the momentum energy conservation during
the scattering process, K is the wave vector for the emltted photon p3 = (E3, p3) and p4 = (E4, p4) represent the energy-
momentum vectors of the DM particles and P* = p1 + p2 ~ (2me, 0) is the total energy-momentum in the center of
mass. p| and p5 stand for the energy-momentum vector of the leptons and (|7 |2 is the spin and polarization averaged
transition matrix [422].

Assuming that DM is a complex scalar field, the transition matrix associated with the Feynman diagram of the panel
(b) of Fig. 12 is given by

Jara — ke
T = ‘L[ ( 2){% B Q‘”lk%mz) y - e)

Py — p1—ky —m
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Fig. 14. Branching ratio of Ps — XXy with respect to SM prediction for the two-photon decay mode p-Ps as a function of the dark photon mass,
my, and the kinetic mixing parameter €. Panel (a) my = 50 keV and for panel (b) my = 250 keV. g, = e and the values of € shown are consistent
with the latest constrains from the NA64 collaboration at CERN [510,511]. The range of mass for the dark-photon in panel (a) is different than in
panel (b) since one needs to impose that mj < 2my to ensure the stability with respect to the XX channel.

Source: Figure reproduced with permission from Ref. [422].

by el (m) », —m)}u(m)], (81)

(k—p2)? —mg

where the contribution of a second diagram where the photon emerges from the positron leg has been included. Using
the result of Eq. (81) into Eqs. (80) and (78) it is possible to predict the single-photon emission rate mediated by dark
photons. And with it, the branching ratio between p-Ps— XXy and the two-photon decay mode of p-Ps as

Lppsoxzy 1 r )
= —Ps— XXy
Typsosyy mec2a®/2° P 4

which is shown in Fig. 14 as a function of the mass of the dark photon, my, and ¢, for a given DM particle mass, my.
Assuming that a branching ratio up to 10~'> may be detectable in future experiments, the single-photon decay process
mediated by a dark photon in Ps could be sensitive to ¢ < 1075, Thus, expanding the actual constraints for the range of
masses of the dark-photon under consideration. To summarize: the single-photon decay mode of p-Ps helps to search for
dark light photons and slightly expands the dark photon’s constraints in the studied mass range.

B(p-Ps — XXy) = (82)

4.3.2. Constraints on new scalar from Ps spectroscopy
A hypothetical new scalar particle after the electroweak symmetry breaking is coupled with SM fermions by the
following interaction term

L = —1g. T (X)W (X)p(x), e

where ¥ denotes a fermionic SM field, ¢ is the field associated with the new scalar and g, is the coupling strength of the
interaction. As a result, the electron-positron interaction will have an additional contribution as it is shown in Fig. 15. In
the non-relativistic limit, such a diagram translates into a Yukawa potential given in natural units by [31-33,497]

2 ,—mgr
_8er

v(r) 4T T

(84)

where m, is the mass of the new scalar and r stands for the electron-positron relative distance.?
Let us consider two different levels of the spectra of a Ps atom, labeled by [i) and |f), respectively, as depicted in
Fig. 16. We are going to assume that the energy spacing between these two levels is determined experimentally as E;

i—f?
with an accuracy AEff)'}. Similarly, we assume that the energy difference between those two states can be determined

2 The same potential appears when assuming a vector coupling through a new gauge boson.

41



G.S. Adkins, D.B. Cassidy and J. Pérez-Rios Physics Reports 975 (2022) 1-61

Fig. 15. Contribution of a new scalar ¢ into electron-positron scattering. A new scalar particle couples with the SM leptons via the Yukawa potential
given in Eq. (84). As a result, the energy levels of Ps will experience a shift that, in principle, may be experimentally observed.

SM Spectra New field
e e
: E%
— i> e [ > [i>

Fig. 16. Schematic representation of the impact of a new particle on the energy levels of Ps. The energy spacing between two levels in Ps (|i) and
|f)) is calculated through the SM El.”’ with a precision AE}E}’ Similarly, the same observable can be measured experimentally: E;f for the energy
difference, and AE}E}’ for the accuracy. The effect of a new particle will cause a shift on the energy difference between the two states labeled as

AENY | which has to lie within the limits set by the dashed lines [Eq. (85)].

i—f

theoretically based on the Standard Model (QED in this case) Efﬂfj? with a precision AEfEff", and both results agree within
the uncertainties. In this scenario, the existence of new physics is constraint by

|AEN | < |AETS, — AEPSP| < 2Max (AETS, AE™SY) (85)
where AE}“j is the energy shift of the levels caused by the interaction between the new particle and leptons. In other

words, the effect of a new interaction over leptons cannot induce a shift of the energy levels larger than the accuracy of
the experimental measurements plus the precision of the theoretically predicted value. The energy shift caused by a new
particle is calculated as

AEY, = (YrlV(N)lyn) — (WilV(nIv), (86)

where V(r) is the effective potential as a result of the interaction between the novel scalar and SM leptons.

For a scalar mediator, V(r) depends on two parameters: the coupling strength and the mass of the mediator. Using
spectroscopy data of Ps and QED calculations it is possible to constrain the relevant coupling strength of the interaction
as a function of the mass of the mediator, as it is shown in Fig. 17. This figure shows that the most stringent constraint
over the parameter space relevant for a new scalar comes from the 13S; — 23S; transition. These results are obtained
using the most accurate experimental measurement for the 13S; — 23S, transition in Ps [252]

E5P s = 1233607216.4 + 3.2 MHz, (87)

and the most precise theoretical prediction [126,155]
ESY = 1233607222.12 + 0.58 MHz. (38)

In the same figure, it is shown the constraint assuming that a new scalar induces a shift equal to 2.77 MHz for the
25— 2P transition. Indeed, it corresponds with the observed discrepancy between QED prediction and the measurement
for the 23S; — 23P, transition [328,338] (see Section 3.3.1). It is conspicuous that a new scalar field could not explain
such discrepancy because the relevant parameter space has been ruled out by previous spectroscopic studies in Ps [252].
Indeed, it is further constrained by measurements of the gyromagnetic factor of the electron, a., [35] and even a more
drastic bound is due to astrophysical observations (shaded gray region), as we explain in Section 4.4. In addition, we have
calculated the expected reach for the 1S—2S and 25— 2P transitions assuming that the experimental precision matches
the theoretical accuracy, and the results are shown as the dashed lines in Fig. 17. The orange-dashed line refers to bounds
based on the 1S — 20S transition assuming an accuracy ~500 kHz, which surpasses at low scalar masses the reach based
on the electron gyromagnetic factor. Therefore, Rydberg states in Ps may be more efficient in constraining the existence
of new scalar particles for masses my < 1 keV/c?.

It is worth noticing that the transitions show their maximum reach at mg ~ 2 keV/c?, which corresponds with the
typical atomic size of Ps ~ 2ap. Similarly, for low scalar masses, transitions involving states with different electronic
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Fig. 17. Coupling strength of a hypothetical scalar mediator with the leptons as a function of the mediator’s mass. The black line stands for the
bound regarding for the Ps 1S — 2S transition [252], whereas the black-dashed curve stands for the reach assuming that the experimental accuracy
matches the theoretical precision of 0.58 MHz. The blue line denotes the lower bound for a shift of 2.77 MHz for 23S; — 23Py, and the dashed
blue line represents the same observable assuming that the experimental accuracy matches the theoretical one. The dashed-orange line corresponds
to a Rydberg excitation 1S— 20S assuming a precision of 500 kHz. The red line is the bound coming from electron gyromagnetic factor [35], a.,
using the most precise value for the fine structure constant [512]. The shaded gray region represents parameter space constrained by astrophysical
observations explained in Section 4.4 [36].

angular momentum show a more steep behavior due to the faster decay of the electronic wave function for [ > 1 at long
distances. Therefore, the large mass region is dominated by the S-states since they show a certain probability of finding
the two leptons very close, whereas the low-mass region is dominated by P-states showing a faster decay with large
distances.

4.3.3. Constraints on axion-like particles from Ps spectroscopy
A hypothetical pseudoscalar or axion-like particle, after the electroweak spontaneous symmetry breaking, interacts
with the leptons of the SM with the following Lagrangian [513]
Lty = —1g U 0y U (0(x). (89)

leading to a similar contributing diagram to the electron-positron scattering as the one depicted in Fig. 15. In the non-
relativistic limit, the interaction of a pseudoscalar of mass ma;p With electrons and positrons translates into a potential
that reads as [32,513,514].

ALP)2 2 ,—rm
m e ALP
() [51 .S, (471'83(r)—’\”)7>

12rm? r

Sia(F) (M3 3map 3\ _
- ;‘”’+ St )™ (90)

VALP(T) — _

where m, is the electron mass, r is the electron-positron distance, S; is the spin operator of the ith lepton, §3(r) represents
the three-dimensional Dirac delta function and

Si(f) = 4[3 (51-7) (52 ) — 8 -sz], 91)

is a tensor operator.

The structure of Eq. (90) makes clear that the interaction with an axion-like particle only affects electronic states with
I £ 0 and leads to a spin-dependent energy shift. The bounds over the parameter space for axion-like particles are based
on the most accurate observations and most precise calculations for the hyperfine splitting (HFS)

AEyrs = E(1'Sp) — E(1°Sy), (92)

and the ultrafine splitting given by Eq. (19) with n = 2 of Ps are shown in Fig. 18. In this figure, it is noticed that the
constraint from the HFS (black line) is surpassed by the ultrafine splitting, assuming an accuracy equal to the theoretical
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Fig. 18. Constraint on the coupling strength as a function of the axion-like particle mass. The black line represents the bound for the HFS in Ps,
whereas it dashed version represents the bound, assuming that the experimental accuracy matches the theoretical one. The blue line denotes the
lower bound for a shift of 2.77 MHz for 23S; — 23P;, and the dashed blue line represents the same observable assuming that the experimental
accuracy matches the theoretical one. The dashed-magenta line corresponds to the ultrafine splitting in Ps, assuming that the experimental accuracy
matches the theoretical precision. The red line is the bound coming from electron gyromagnetic factor [35], a., using the most precise value
for the fine structure constant [512]. The shaded gray region represents parameter space constrained by astrophysical observations explained in
Section 4.4 [36].

one of 2.6 kHz [126] (dashed-magenta line). However, the most stringent constraints are obtained for the HFS, assuming
that the experimental precision matches the theoretical one of 0.22 MHz [126]. The blue line is for a particular shift of
2.77 MHz that corresponds with the deviation between the QED prediction and the latest measurements [338] and a
projection assuming that the experimental accuracy matches the theoretical one of 0.08 MHz. As a result, the mentioned
discrepancy cannot be explained by axion-like particles since the observation of other spectroscopic lines in Ps rules out
the relevant region of the parameter space. Furthermore, a more strict constraint comes from the electron’s gyromagnetic
factor measurements, as in the scalar mediator’s case shown above. In addition to this striking result, it is interesting
to notice that, transitions involving P-states show the same trend for low masses: a power-law behavior as a function
of the mass of the mediator. This observation indicates that the low-mass limit is readily controlled by the decay of the
electronic wave function at long distances.

4.4. Astrophysical constraints on new physics competing with positronium bounds

A new particle beyond the Standard Model has an impact on the energy transfer mechanisms of a star. In particular, a
fraction of the energy produced by nuclear reactions in the core, enyc, is transformed into the emission of new particles
€4 that freely stream (potentially) through the star [515]. However, the effect of a novel particle depends on the kind of
star under consideration. For instance, the duration of the different stages on the evolution of a star is sensitive to the
existence of novel interactions and particles [36,516-526].

The most relevant observable for constraining the existence of new fields is the helium-burning lifetime. This is
determined by measuring the ratio, R, between stars on the horizontal branch stage with respect to stars in the red
giant phase within the same globular cluster.> The size of globular clusters is much smaller than the distance from us.
Therefore it is safe to assume that all the stars in a globular cluster are at the same distance from us. After comparing
observations with state-of-the-art simulations, R is determined within 10% of accuracy. As a result, the impact that a novel
particle will have is limited by such an error bar. In particular, the 10% accuracy on R leads to

€p = 0.1 x €He, (93)

where eye ~ 80 erg g~ s7! (1 erg = 1077 ] = 0.62 TeV/c?) and stands for the energy generation rate in the star’s core
assuming a typical core mass of 0.5 M. Therefore, the existence of a novel particle may induce an energy loss rate €, <
10ergg ' s\

3 These are gravitationally bound systems of several thousand to 10° stars presenting a roughly spherical shape, and its typical density can exceed
10% of solar masses per cubic parsec (=4 x 107 hydrogen atoms per cubic centimeter) [527-529].
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In the core of horizontal-branch stars a novel particle interacting with leptons induces an energy loss rate based on
the following processes:

e Compton scattering. A photon scatters off an electron leading to the emission of a new scalar or pseudoscalar particle,

¢, i.e.,
y+e—>e+o. (94)
e Bremsstrahlung. An electron scatters off an alpha particle leading to the formation of a novel particle
e +*He — e +*He + ¢. (95)

Each process’s relevance depends on the nature of the novel particle under consideration and the media’s physical
conditions, i.e., density and temperature. For horizontal-branch stars, p ~ 10* g cm™3 and T ~ 108 K, and the plasma is
mainly non-degenerate.

Novel scalars. For a novel scalar particle the main contribution to the energy loss of a star is through bremsstrahlung
and after imposing €, < 10 erg g~!' s~! one finds a coupling constant g, > 1.3 x 107! valid in a range of my < 30
keV [521,530,531]. Indeed, a stringent constraint appears when plasma mixing effects are included [36] displayed as the
shaded region in Fig. 17.

Novel pseudoscalars. The Compton scattering process dominates the contribution of pseudoscalars or axion-like particles
to the energy loss of a star. In this case, a constraint comes from Compton processes when the helium ignites into carbon
on a red giant star to become a horizontal branch star. In this case, it can be shown that €, < 10 erg g~! s™! is a good
constraint on the energy loss rate [521] which leads to gh'? < 4.5 x 1073 for my < 10 keV [521,532-538]. Indeed, this
constraint appears as the shaded region in Fig. 18.

5. Prospects for the future

The major theoretical goal is the completion of energy corrections at O(m.a’). Theory at the O(m.a’) level combined
with anticipated experimental advances would allow for a stringent test of our understanding of bound-state QED in the
regime where recoil and virtual annihilation play a prominent role and would also enable the extraction of a precise
value for the pure-QED Rydberg. There is no reason to doubt that current methods of calculation based on effective field
theories will prove adequate to the calculation of all O(m.a’) corrections. Many of these corrections have already been
obtained: some of them come from the “hard”, i.e. high energy, region of internal loops, but others depend crucially on
the lower energy “soft” and “ultrasoft” regions and require precise control of the bound-state aspects of the problem.
The challenges in this work are related to the sheer number of terms involved, the algebraic complexity of the individual
terms, disentangling contributions coming from the various regions, the delicate cancellation of ultraviolet and infrared
divergences, and the intricacies of the binding problem at this high order of approximation. It is difficult to predict when
future results might be available but there seems to be no reason why the all-important S-state energies might not be
completed within the next five or ten years.

Experimentally there is much room for improvement and, as discussed above, the immediate and essential task is to
get all measured properties of Ps in line with the corresponding uncertainties in theory. If the anomalous microwave
measurement [328] stands then explaining this will be of great importance. More likely this problem will be resolved
by performing further experiments, in which case the gap between theory and experiment for the n = 2 fine structure
will soon be closed, at least until the next theoretical advances. New 13S; — 23S; measurements are expected within
5 years: however, this was also true 5 years ago, so we must await data in that area. There are several developments
in methodology that may inform the next generation of experiments: these include the application of Ramsey-type
separated oscillatory field (SOF) experiments [285] (especially variants such as frequency offset versions (FOSOF) [398])
for microwave spectroscopy, and interferometric techniques in general. Virtually all experiments would benefit from
improved Ps sources. These could arise from new Ps production materials, or from the development of Rydberg-
Stark manipulation methods [360]. Some advances have been made regarding Rydberg Ps production [34,358] and
manipulation [315,539] but more work is needed before these methods can be applied in a way that will directly
benefit Ps spectroscopic measurements. The use of Surko-type buffer gas positron traps [58] has already been highly
advantageous [57], and these methods will continue to enable the development of new techniques. It is therefore
reasonable to expect significant developments in experimental Ps physics in the near future.

Thanks to advances in the control and spectroscopy of atomic and molecular systems we live a fruitful age for the
study of physics beyond the Standard Model, and Ps is a prime example of it. We have shown here that Ps presents a
unique arena in which to test QED to increased levels of precision, and to explore the existence of hypothetical new
particles. However, there is still much to be done on this front. For instance, there is a 4.20 discrepancy between the
experimentally measured energy difference and the QED prediction for the 23S— 2 3Py interval. This observation cannot
be explained by the existence of a new scalar or axion-like particle, but there are other interesting possibilities, such as
the Chameleon model, in which a new scalar interacts with SM leptons with a strength depending on the environment’s
density [540]. Another model is the Arkani-Hamed, Dimopoulos, Dvali model [478], in which it is assumed that gravity
operates in a higher-dimensional space. In contrast, the rest of the fundamental forces exist only in a four-dimensional
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brane embedded in this space, thereby diluting gravity in more dimensions and making it much weaker than the rest of
the fundamental forces in our brane. It may be the case that more precise measurements remove the disagreement with
theory (as discussed in 3.4, this has happened before in Ps physics), but this does not reduce the importance of performing
measurements in a wide range of systems, covering as much parameter space as possible in the search for new physics.
Finally, it is worth emphasizing that the study of physics beyond the Standard Model requires a collaborative effort across
disciplines of physics and chemistry, and we hope that this review will provide a broad enough platform to help facilitate
this goal.
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