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Two representations of mixed states by state-vectors, known as purified state and thermal vac-
uum, have been realized on quantum computers. While the two representations look similar, they
differ by a partial transposition in the ancilla space. While ordinary observables cannot discern the
two representations, we generalize the Berry phase of pure quantum states to mixed states and con-
struct two geometric phases that can reflect the partial transposition. By generalizing the adiabatic
condition, we construct the thermal Berry phase, whose values from the two representations can
be different, However, the thermal Berry phase may contain non-geometrical contributions. Alter-
natively, we generalize the parallel-transport condition to include the system and ancilla and show
the dynamical phase is excluded under parallel transport. The geometrical phase accumulated in
parallel transport is the generalized Berry phase, which may or may not differentiate a purified state
from a thermal vacuum depending on the protocol. The generalizations of the Berry phase to mixed
states may be realized and measured on quantum computers via the two representations to reveal

the rich physics of finite-temperature quantum systems.

I. INTRODUCTION

The Berry phase [1] has played significant roles in
many aspects of physics, ranging from atoms to molecules
to condensed-matter systems [2-9]. As pointed out
in Ref. [2], the Berry phase has a profound geometri-
cal origin because an adiabatic and cyclic process of a
quantum state is mathematically equivalent to parallel-
transporting it along a loop, which connects to the con-
cept of holonomy in geometry [4, 10]. Hence, the Berry
phase bridges physics and geometry, making it extremely
important in the understanding of topological phenom-
ena, such as integer quantum Hall effect, topological in-
sulators and superconductors, and others [7-9, 11-19].

The description of the Berry phase relies on the prop-
erties of a pure state of a quantum systems at zero tem-
perature. Meanwhile, mixed quantum states, includ-
ing thermal state at finite temperatures, are more com-
mon. Therefore, mixed-state generalizations of the Berry
phase have been an important task. Uhlmann made
a breakthrough by constructing the Uhlmann connec-
tion for exploring the topology of finite-temperature sys-
tems [20-23]. As the Berry holonomy arises from parallel-
transport of a state-vector along a closed path, the
Uhlmann holonomy is generated by parallel-transporting
the amplitude of a density matrix. defined by W = ,/pU.
Here the amplitude W is the mixed-state counterpart
of the wavefunction, and U is a phase factor. A ge-
ometrical phase is deduced from the initial and final
amplitudes. However, Uhlmann’s definition of parallel-
transport is rather abstract and may involve nonunitary
processes [24], complicating a direct and clear physical
interpretation. Moreover, the fiber bundle built upon
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Uhlmann’s formalism is trivial [25], which severely re-
stricts its applications in physical systems.

Purification of a mixed state leads to purified state, a
state-vector equivalent to the amplitude of a density ma-
trix. The lack of a one-to-one correspondence between
the density matrix and its purified states gives rise to
a phase factor, similar to the phase of a wavefunction.
In a branch of quantum field theory called thermal field
theory [26-29], there is a similar structure for describing
the thermal-equilibrium state of a system by construct-
ing the corresponding thermal vacuum (or thermofield
double state) by duplicating the system state as an an-
cilla and forming a composite state. It plays a crucial
role in the formalism of traversable wormholes induced
by the holographic correspondence between a quantum
field theory and a gravitational theory of one higher di-
mensions [30, 31]. Importantly, purified states of a two-
level system has been demonstrated on the IBM quantum
computer [32] while the thermal vacuum of a transverse-
field Ising model in its approximate form has been real-
ized on a trapped-ion quantum computer [33].

Despite the superficial similarity, a major difference be-
tween a thermal vacuum and a purified state is a partial
transposition of the ancilla to ensure the Hilbert-Schmidt
product is well defined. In quantum information theory,
a partial transposition is closely related to entanglement
of mixed states [34]. Importantly, partial transpositions
of composite systems have been approximately realized
in experiments by utilizing structural physical approxi-
mations in suitable quantum computing platforms [35-
37]. Although ordinary observables cannot discern the
partial transposition between the purified state and ther-
mal vacuum, here we will show that at least two types of
generalizations of the Berry phase to mixed states are ca-
pable of differentiating the two representations of finite-
temperature systems.

Among many attempts to generalize the Berry phase or
related geometric concepts to mixed states [38-45], a fre-


http://arxiv.org/abs/2205.08679v2
mailto:guohao.ph@seu.edu.cn
mailto:cchien5@ucmerced.edu

quently mentioned approach was proposed in Ref. [38].
Instead of decomposing the density matrix to obtain a
matrix-valued phase factor, a geometrical phase is di-
rectly assigned to a mixed state after parallel trans-
port by an analogue of the optical process of the Mach-
Zehnder interferometer. Hence, the geometrical phase
generated in this way is often referred to as the inter-
ferometric phase. This approach can also be cast into a
formalism by rewriting a mixed state as a purified state.
The interferometric phase has been generalized to non-
unitary processes [46-50], but the transformations are
still on the system only. Moreover, it is essentially differ-
ent from Uhlmann’s theory since the conceptual structure
of holonomy is not incorporated.

We will first derive a mixed-state generalization of the
parallel-transport condition for generalizing the Berry
phase without invoking holonomy. This approach uni-
fies the necessary condition for both the interferometric
phase and Uhlmann phase (in a weak version). Two ways
to implement the parallel-transport condition based on
how the system of interest undergoes adiabatic evolution
will be introduced, and they lead to different general-
izations of the Berry phase. We will name one thermal
Berry phase and the other generalized Berry phase. Im-
portantly, the partial transposition of the ancilla between
a purified state and thermal vacuum will be shown to
produces observable geometrical effects in both thermal
Berry phase and generalized Berry phase. Through ex-
plicit examples, the two generalized phases are shown to
differentiate the two finite-temperature representations,
a task beyond the capability of the conventional interfer-
ometric phase or Uhlmann phase.

The rest of the paper is organized as follows. Sec. II
summarizes the Berry phase in a geometrical framework
with an introduction of the parallel-transport condition
for pure quantum states. In Sec. III, we review the rep-
resentations of mixed states via purified states and ther-
mal vacua and then explain the difference of the partial
transposition of the ancilla. In Sec. IV, we introduce
the thermal Berry phase via generalized adiabatic pro-
cesses. While the thermal Berry phase can differentiate
a purified state from a thermal vacuum, it may contain
non-geometrical contributions. In Sec. V, we general-
ize the parallel-transport condition to involve the system
and ancilla and derive the general Berry phase according
to the generalized condition. While the generalized Berry
phase only carries geometrical information, its ability of
differentiating a purified state from a thermal vacuum
depends on the setup and protocol. We present exam-
ples of the thermal and generalized Berry phases. Sec.
VI concludes our study. Some details and derivations are
given in the Appendix.

II. BERRY PHASE AND PARALLEL
TRANSPORT

We first give a brief review of the Berry phase of pure
states by quoting some results [1] but from the viewpoint
of parallel transport [20, 51], which will be a starting
point for generalizations to mixed quantum states. For
simplicity, we only focus on systems with no degenerate
energy levels. Consider a quantum system described by
the Hamiltonian H(R), where R = (Ry, R, , Ry) is
a collection of parameters. If the system undergoes an
adiabatic cyclic process denoted by a closed curve R(t)
in the parameter space, then the nth energy level obtains
the geometrical phase known as the Berry phase:

7 d
. =i / dt(n (R(1)) | 5| (R (1)) (1)

Here t is a parameter not necessarily being the time, and
7 is the “duration” of this process. This formalism can be
reformulated by the language of fiber bundles [2, 24, 52],
which lays the foundation for the generalization to the
Uhlmann phase of mixed states [20-22]. Here we adopt a
simpler geometric illustration based on parallel transport
of quantum states.

To measure the similarity between two pure quantum
states, the quantum fidelity [53] is introduced to quan-
tify the overlap between the states of interest. More-
over, Uhlmann defined the parallelity between quantum
states [20]: Two pure states |¢1) and [i)2) are said to be
parallel to each other (or in phase) if

(P1]th2) = (¥a|¢1) >0, (2)

i.e., the quantum fidelity between them is a positive num-
ber and arg(yn|i2) = 0. This may be thought of as an
antonym of the orthogonal condition between two states,
(1]2) = 0, which means |1 2) have minimal similarity
since they share no common components.

However, parallelity does not define an equivalence re-
lation between quantum states since it possesses only re-
flexivity and symmetry but lacks transitivity. It can be
shown that |¢1) // |2) and |v2) // |13) do not neces-
sarily imply [¢1) // |¢3). Now consider a physical pro-
cess in which the state evolves as |1(t)). During parallel
transport, the parallel condition is preserved as much as
possible. For an infinitesimal change of the parameter ¢,
we have

W@)|(t +dt)) = (P(t + db)[y(t)) > 0. 3)

However, since this condition is not transitive, the final
state |¢(7)) may not be parallel to the initial state |(0))
even if the process is cyclic. Thus, the quantum fidelity
between them may be a complex number whose argu-
ment gives the geometric phase generated in this pro-
cess. Note (¥(t)|(t + dt)) ~ 1 since dt is small. Taking
the Taylor expansion of |¢(t 4 dt)), the left hand side of

Eq. (3) becomes ((t)|y(t + dt)) =~ 1+ (1/J(t)|%|z/1(t))dt.



Here (¢(t)|L|i(t)) is a purely imaginary number, but
(&) |(t + dt)) is real according to the parallel condi-
tion. Hence, to ensure the parallel-transport condition,
we must have

() S (0) = 0. ()

Note the left-hand-side is purely imaginary, so it is equiv-
alent to Im<1/)(t)|%|1/)(t)> = 0. This is the parallel-
transport condition for pure states. Physically, it means
the instantaneous change of a state must be perpendic-
ular to itself at any time to preserve the instantaneous
parallel condition.

It can be shown that although the pure dynamical evo-
lution solely governed by the Hamiltonian qualifies as an
adiabatic process, it does not fulfill the parallel-transport
condition. For simplicity, suppose [(0)) = |n), i.e., the
nth energy level. The parameter ¢ is then identified as
the time, and the dynamic time evolution leads to

(1)) = e+ o By, (5)

which is adiabatic if no level crossing occurs. The phase
accumulated is known as the dynamical phase. Then,
t d t iE 6
WOl L1 = =3 B, (6)
which is nonzero in general. Interestingly, |¢(¢)) is phys-
ically equivalent to but not parallel to the initial state.
To follow parallel transport, this process must carry
some extra geometric information, such as the topolog-
ical properties of R(¢) [10] if the process is induced by
R(t). Nevertheless, to ensure the validity of the parallel-
transport condition, one should remove the dynamical
phase from Eq. (5) since it contributes to Eq. (6).

Here is a geometric description of the Berry phase:
Consider a quantum system initially in the state |¢(0)) =
[n(0)). During a process where the state is parallel-
transported along a curve C(t) := R(t) in the param-
eter space, the parallel transport preserves the similarity
between the initial and successive states as much as pos-
sible, but the parallelity may still be lost. We assume
[¥(t)) = e |n(R(t))), where 0, is the phase accumu-
lated in the process. For a cyclic process, C' is closed,
and the system returns to a state that is equivalent to
the initial state. However, they are not necessarily par-
allel. The similarity is measured by the fidelity between
the initial and final states, (1(0)|¢)(7)), and the Berry
phase is the argument of the fidelity:

On = arg(1h(0)[¢(7)). (7)

Substituting |1 (¢)) into the parallel-transport condition
(4), we get

i—+ <n(R(t))I% n(R(t))) = 0. (8)

Solving this equation, the Berry phase is exactly the same
as Eq. (1). Moreover, the dynamical phase has been

excluded by the parallel-transport condition. Therefore,
0,, is a measure of the loss of parallelity during parallel
transport, so it is endowed with a geometrical meaning.

III. STATE-VECTOR REPRESENTATIONS OF
DENSITY MATRIX

Generalizations of the parallelity, parallel transport,
and geometrical phase to mixed quantum states are pos-
sible by introducing an ancilla to cast a mixed state into a
state-vector of the augmented system. In quantum statis-
tics, a mixed state is usually represented by a density ma-
trix, which is a Hermitian operator and does not carry
any phase information on its own. In the literature, two
state-vector representations of density matrix have been
extensively studied. Here we briefly review and compare
them.

A. Purification of Density Matrices

The concept of purification has been applied broadly
in quantum information [34, 53, 54]. To investigate ge-
ometrical phase associated with purification, we follow
Uhlmann’s approach [20] that a full-rank density matrix
p can be uniquely decomposed as

p=wWwr, 9)

where W is called the amplitude or purification of the
mixed state. Conversely, a full-rank matrix W also has
a unique polar decomposition W = ,/pU, where the uni-
tary matrix U may be recognized as the “phase factor”
of p. While the phase factor of a pure state is in general
not unique, the phase factor from purification is also not
uniquely given. If the dimension of p is IV, there is a
U(N) degrees of freedom in the choice of the amplitude
because both W and WV are amplitudes of the same
density matrix p with an arbitrary unitary operator V' &
U(N). Effectively, the amplitudes play the role of wave-
functions (state vectors), and they form a Hilbert space
Hy in which a scalar product, called the Hilbert-Schmidt
product, is defined as

(W, Wa) := Te(W{ Wy). (10)

Assuming the space spanned by the eigenvectors |n)
of pis H, p can be expressed as p = > An[n)(n|. The
amplitude has the form W = 3" +/A,|n)(n|U. Each W
corresponds to a wavefunction of the form

W W) ="/ Aaln) @ UT[n), (11)

where | W) is called the purified state of p. Here U7 is the
transpose of U and only acts on the second Hilbert space
usually called the ancilla. In this way, the density ma-
trix is effectively represented by an entangled pure state



consisting of the original system and the ancilla. This
form allows simulations of a mixed state on a (quantum)
computer via its purified states [32].

Although W « |W) is an isomorphism between Hyy,
and H ® H, the inner product in H ® H in its naive
form does not reproduce the Hilbert-Schmidt product in
Hyy. This actually raises a subtle requirement to the in-
ner product involving |W). To make the point explicit,
we suppose Wi o both purify p, so Wys = /pUs2 or

(Wi2) = 3, VAnln) @ Ul'yln). The Hilbert-Schmidt
product is
Te(W{Wa) = Tr(Uf\/py/pUs) = Tr(pUsUY).  (12)

If (Who| is expressed as the Hermitian conjugate of
(Wia), (Wial =32, vVAn(n| @ (n|UT 5, then

Z\//\ A (nm) (n|UF UT |m)

= TI“(PUl U2 )s (13)

(W1|W3)

which differs from Eq. (12).
Schmidt inner product

To satisfy the Hilbert-

(W1 |Wa) = Te(W] W), (14)

we will forgo the transpose in the second Hilbert space
when calculating inner products. Thus,

Z\/)\ A (n|m) (m|UsU] |n)

= Tr(pUgUl). (15)

(W |Wa)

We emphasize that this seemingly minor detail in fact
plays an important role when measuring the Uhlmann
phase in a quantum simulator by fulfilling a weakened
parallel-transport condition [55]. In quantum informa-
tion theory, the structure is also referred to as the partial
transposition of the ancilla and is closely related to the
separability of density matrices [34].

B. Thermal Vacuum

The framework of purification can be applied to generic
mixed states. In quantum field theory or condensed
matter physics, one often deals with finite-temperature
phenomena of many-body systems in equilibrium, which
are also described by mixed states with thermal dis-
tributions. Many finite-temperature field theories have
been developed, including the Matsubara formalism for
equilibrium or near-equilibrium systems [56, 57] and the
Keldysh formalism [58, 59] for non-equilibrium systems.
Meanwhile, thermal field theory [26-28] is built through
thermal vacuum that also has the form of pure states.
As we will show, a thermal vacuum bears many prop-
erties of a temperature-dependent purified state of the
density matrix. Interestingly, thermal vacuum may also
be simulated on quantum computers [33].

For a mixed state in thermal equilibrium described by
the canonical ensemble, the density matrix is given by

p= %efﬁﬁ, where Z = Tre PH is the partition function
at inverse temperature 8 = kBLT
its expectation value is given by

For an observable O,

1 A
(0) = Tr(0p) = S Te(e "1 0). (16)
The central idea of thermal field theory is to replace the
statistical average (16) by the expectation value of O in
a formally temperature-dependent pure state, called a
thermal vacuum [0g) [28, 60]. Explicitly,

(0) = (05]0]05)- (17)

This can be achieved by doubling the degrees of freedom
of the system via

09) = = e Fn) & i), (18)

where |n) is a duplication of |n) and is characterized as
the eigenvector of the “tilde” system with the “tilde”
Hamiltonian H [28]. Note the operator O only acts on
the first Hilbert space spanned by |n) in Eq. (17). When
compared to Eq. (11), it can be found that |0g) has a
similar structure as the purified state |[W) since the tilde
space is like an ancilla. In fact, |W) also satisfies the
definition (16):

(W|O|W) = Z\/)\)\ (m|UUTIn)(n|Om) = Tr(Op).
(19)

Thus, if p = WWT describes a mixed state in thermal
equilibrium, |W) qualifies as a type of thermal vacuum.
Interestingly, Eq. (19) is satisfied regardless of the trans-
position in the ancilla space, indicating that expectation
values are not good indicators of the difference between a
purified state and thermal vacuum. However, a thermal
vacuum in general may not be a purified state since the
inner product of |05) may not satisfy the Hilbert-Schmidt
product. They are thus two ways to construct pure-state
representations of mixed states. .

For a system in thermal equilibrium, [p, H] = 0, so p

and H share the same eigenvectors. Let H|n) = E,|n),
_8mE

then A\, = ﬁe 2. Therefore, a typical thermal vac-

uum is expressed as
105) = —— S e )y @ UTla)  (with n = 71), (20)
VZ

where the unitary matrix U7 with an extra transpose is
included to formally match the general expression (11) of
|W) for convenience, and the tilde symbol is used for any
object related to the ancilla of a thermal vacuum here-
after. From here on, we refer to |WW) as a purified state
and [0g) as a thermal vacuum. The difference between



them is whether a partial transposition is applied to the
ancilla. As a consequence, the inner product in the an-
cilla space of a purified state is evaluated by following Eq.
(15) while that of a thermal vacuum is evaluated in a way
similar Eq. (13) due to the lack of the constraint from
the Hilbert-Schmidt product. Here we are interested in
whether any geometrical effect can be inferred from this
subtle difference.

Alternatively, a thermal vacuum can be obtained by
a temperature-dependent unitary transformation on the
two-mode ground state of H ® H:

105) = Us(10) ®10)) = Us10,0). (21)

Thus, |0g) is formally the ground state of the “thermal
Hamiltonian” Hz = U,@I’:’Uﬁ_l, ie., Hgl0g) = Eol0g).
This is why |0g) is called a thermal vacuum: It is the
vacuum state of H, s and is also temperature-dependent.
Clearly, H s describes a large system when compared to
H since its ground state already contains all information
of the system governed by H. However, higher energy
levels of Hg, i.e., |ng) = Ug|n,n), are usually irrelevant
to our discussions. The explicit expression of Ug depends
on the details of the Hamiltonian, and we will show its
expression of an exemplary two-level system in out later
discussion.

IV. THERMAL BERRY PHASE

An important task is to check if any geometric phase
can differentiate the two representations of mixed states
that can be realized on quantum computers [32, 33]. We
have reviewed the literature on generalizations of the
Berry phase [20, 38-45] but could not find suitable can-
didates. For example, the theory of the Uhlmann phase
explicitly depends on the Hilbert-Schmidt product (14),
which is not applicable to thermal vacuum by its con-
struction. The interferometric phase [38] and its sub-
sequent developments [46-50] are generated by transfor-
mations only acting on the system, so it is insensitive to
operations on the ancilla and not able to differentiate the
two representations as well. In the following, we will con-
struct our first generalization that can differentiate the
purified state and thermal vacuum.

A. Generalization of the parallel-transport
condition and Berry phase

Equipped with the two pure-state representations of
mixed states, we are now ready to generalize the concepts
of parallel transport and geometrical phase to mixed
states. There are several ways to accomplish this, based
on the choices of quantum systems on which the parallel-
transport condition is imposed. We will demonstrate two
generalizations of the Berry phase and compare the re-
sults from a purified state and a thermal vacuum.

The first generalization is derived from thermal field
theory, but it can be applied to purified states as well.
Note |0g) is the ground state of the thermal Hamiltonian
H g. Hence, an extension of the Berry phase starts with a
thermal system governed by H g undergoing a cyclic adi-
abatic process along a closed curve C(t) = R(t) in the
parameter space. Let the instantaneous thermal ground-
state at t be |U(t)) = f78M|05(R(t))). We assume
that the system is always in thermal equilibrium, so the
density matrix and the Hamiltonian have common eigen-
vectors. Similar to the geometric formalism of the Berry
phase, the parallel-transport condition can be obtained
by replacing |¢(¢)) in Eq. (4) by the t-dependent thermal
vacuum:

(WD) S w0 = 0. (22)

Note |0g) is the ground state of the thermal Hamilto-
nian H 8, hence the name thermal vacuum. Just like
its pure-state counterpart, the parallel-transport condi-
tion accordingly eliminates the dynamical phase factor

t ’
e_%fo dt'Eo(R(®) generated by the time evolution via

Up(t) = o ko Hs RO (23)

We emphasize that the dynamical evolution (23) is gov-
erned by the thermal Hamiltonian Hg instead of H ® H,
and Hg|0g) = Ey|0). Thus, only the single phase factor

e_%fo d'Bo(R(®) o |05) is removed, and the dynamical
phases of the higher two-mode levels |n)®|7) of H® H are
irrelevant here. Substituting | (t)) = e!?72("]05(R(t)))
into Eq. (22) and following Eq. (8) to solve it, we get

0rp(C) =i aH05 (R 10 (RO (24)

Since this generalization of the Berry phase is easier to
obtain from the thermal-vacuum formalism, we refer to
it as the thermal Berry phase hereafter.

In this generalization, it is the “thermal quantum sys-
tem” governed by Hpg that experiences an adiabatic evo-
lution. This may sound artificial since the dependence
of Hg on temperature obscures the physical interpreta-
tion of this process. Therefore, the adiabatic evolution
and dynamical evolution (23) of such a thermal quantum
system may not occur in a natural way but may be sim-
ulated by engineered systems or on quantum computers.
Nevertheless, some interesting results will be predicted
under this generalization of the Berry phase.

B. Theoretical predictions

To derive the expression of the thermal Berry phase,
one must be careful about whether the representation of
the ancilla is for a thermal vacuum or purified state. Here
we present two separate discussions.



1.  Thermal vacuum

For a thermal vacuum, the state vector in the ancilla
follows Eq. (20). Note the whole composite thermal sys-

tem governed by Hpg is supposed to undergo an artificial
adiabatic evolution along R(t) at temperature T' (with
8= ,CB%T) Accordingly, the most general form of a ther-
mal vacuum is written as

T () @ UT(#)]a(t), (25)

v YKo

where Z(t) = Z(R(t)), En(t) = En(R(1)),
n, R(t)), and U(t) = U(R(t)).

culation by using Eq. (24) shows

In(t)) =

A straightforward cal-

+ (W10 OUT (@©)l(e))] } (26)

Applying  Z(t) = — 3 BE,(t)e PE®  and
3, e BB = Z(¢), the first line of the right-hand-side
of Eq. (26) vanishes. Moreover, since |(t)) is a copy of
[n(t)), we finally get

r o~ BE(1)
orp =1 [ at 30 S a1 G n(0)

+ ()0 (O B)In(e))], (27)

or equivalently

Orp — % /0 " dtTr, [p(t) (O‘lit 500 )ILJT(t))} L (28)

where Tr; means the trace is over the instantaneous states
[n(t)), n =1,2,---, N. Here the factor 2 comes from the
contributions of both the system and ancilla.

Let X be the tangent vector of the curve C(t), which
is locally expressed as X (t) = %. For each energy level,
we introduce the Berry connection

Ag = i(n(R)|d|n(R)). (29)

Thus, the first
™ ﬁEn< ) in

2 Jo 20 Sz AKX

n

term  of  frp is
(t))dt, or equivalently

f{ Ze o ARR) R, (30)

where A% = i(n(R)|V|n(R)) is the Berry curvature asso-

ciated with the nth level. Note 7{ A% (R)-dR is actually
c

the original Berry phase that the nth level acquires dur-
ing the evolution. Therefore, this term is the weighted
sum of the Berry phase of each level. Similar result can
be found in Ref. [61], which provides a direct comparison
to the interferometric phase.

The first term of Opp carries geometrical information
about the topology of C(t) in the parameter space, which
will be elaborated by an explicit example later. However,
the role of the second is not so clear. At first look, its
expression is not so “geometrical”. If we introduce the
connection 1-form
1~

5U*ol(U*)T, (31)

1. .
Ay = zU*dUT =
2
then %U*(t)UT(t) = Ay (X (t)) can be understood as an
effective gauge potential, and the thermal Berry phase
can be formally expressed as

Orp = 2i / dtTry [p(t) VY]
0

, o~ BEn(t)
— [0S S o) (3 v ) ),
2

where VY is the covariant derivative induced by the con-
nection Ay. Note Ay is a pure gauge, thus the associated
curvature is zero and has no geometrical effect accord-
ingly. Moreover, Ay may not necessarily be a diagonal
matrix with respect to the basis {|n(¢))}. Thus, it may
cause transitions between different energy levels. This
is not surprising since what undergoes an adiabatic evo-
lution is the quantum system governed by Hg but not
H. Similarly, the parallel-transport condition (22) only
excludes the artificial time evolution (23), which is gov-
erned by ﬁg Time evolution generated by H or H is
not forbidden.

For example, if the system is kept unchanged and
the ancilla undergoes time evolution generated by a
time-independent Hamiltonian H, then the only time-
dependent part of the thermal vacuum (25) is

e~ 1 Fot 0 0
~ 0 ef;LElt 0
U™ (t) = 0 0 e-nBt ... |- (33)

The thermal Berry phase in this case is actually the ther-
mal dynamical phase generated by H:

e PEn F ET
L p——— 4
T (34)

Orp =

n

where E is the average energy of the ancilla. Therefore,
the thermal Berry phase is more than just a geometri-
cal phase, it carries more information than the original
Berry phase since a thermal vacuum has more degrees of



freedom than a pure state of the system. For this reason,
the thermal Berry phase may not be a simple geometrical
phase of mixed states due to the possible inclusion of the
dynamical phase. If we want the thermal Berry phase to
be geometrical according to the conventional sense, we
can set U = 1 in Eq. (25) to obtain the conventional
result.

2. Purified state

After considering the thermal Berry phase of a thermal
vacuum, we consider the analogous case of a purified state
|W). Following a similar derivation, the counterpart of
Eq. (26) is

Orp = i/OT dt{ - ﬁ D e P <% + BE'n(t)>

+ o e PO (o) S (1) + (1) & 10}

OO O] | (35)

Since |n(t)) is simply a copy of |n(t)) and <ﬁ(t)|<di_t|ﬁ(t)) =
(L@A@®))) |7@) = —(@(t)|L]7A(t)), then the two terms
on the second line cancel each other just as those on the
first line. We finally get the thermal Berry phase of a

purified state:

e—BEn(t) .

orp =1 [ a3 S GO Ol
=i [Carm [0t 0ot o). (36)

Obviously, there is no geometrical term like (30) in this
situation. Thus, the thermal Berry phase of purified
states carries no geometrical information, which is essen-
tially different from that of a thermal vacuum. There-
fore, the partial transposition of the ancilla does produce
a nontrivial geometrical effect that can be verified by the
thermal Berry phase, in addition to its role in character-
izing the separability of mixed states [34, 62].

C. Example

Ezample IV.1: To illustrate the geometrical role of 075
in differentiating a purified state from a thermal vacuum,
we consider a two-level system described by the Hamil-
tonian H = Rn - o, where ¢ = (01,02,03)7 are the
Pauli matrices. The unit vector n is parameterized as
n = (sin  cos ¢, sin @ sin ¢, cos #)*. Hence, the parameter
space is the two sphere S2. The corresponding energy

levels and eigenstates are

cos ¢ sin ¢
Ei =+R,|Ry) = < sin ge21¢ , |R-) = - geiqb :
(37)

Consider a mixed state in thermal equilibrium with tem-

perature T. The density matrix p shares the eigenvec-
tors with H, and its eigenvalues are given by A1 = e;Zﬁ R,

where the partition function Z = e #% 4+ e#E. The corre-
sponding thermal vacuum can be obtained by performing
a thermal transformation on the two-mode ground state:
|0g) = Ug|R_) ® |R_), where the explicit expression of
Us can be found in Appendix B. Let the system evolve
along a closed curve C(t) := (6(t), ¢(t)) on S2. The Berry
connection for each level is

AL =i(Ri|d|Ry) = —% (1 Fcosf)dp.  (38)
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Figure 1. Thermal Berry phase of the two-level system in a
thermal vacuum described by Eq. (39) as a function of tem-
perature for different values of the solid angle in the parameter
space. From top to bottom: Q(C) = 27, w,w/2, 7 /4.

If a thermal vacuum of the system plus ancilla is con-
structed, the thermal Berry phase in this process is

brp = 27{ (A+Af +A-Ag)
C
= (2A- — )Q(C) — 4\, (39)

where Q(C) = (1 —cosf)dg¢ is the solid angle en-

closed by the loopCC'7 and Ay + A_ =1 has been applied
in the last step. Therefore, the thermal Berry phase in
this case only comes from the contribution of the first
term of Eq. (27) and indeed carries geometrical infor-
mation as the system follows a loop C' in the Bloch ball.
If Q(C) = 2m, i.e. C is a great circle on S? such as the
meridian or equator, we have Opp = £27 = 0 (mod 27)
at any temperature, which is a trivial phase. To visual-
ize the result, we plot Orp vs. temperature for different
values of Q(C) in Fig. 1. At zero temperature, all results
reduce to twice the ordinary Berry phase of the double-
mode ground state |R_) ® |R_). The factor of 2 comes



from the equal contributions of both the system and an-
cilla. As the infinite-temperature limit is approached,
Orp — 27(= 0 mod 27) for any loop C. In this case, the
density matrix corresponds to the center of the Bloch
ball. Thus, any loop C shrinks to a single point, which
has a trivial topology. Hence, the thermal Berry phase
is trivial in the infinite-temperature limit. More techni-
cal details of this example, including a classification of
the equivalence class of mixed states based on the Berry
phase, can be found in Appendix B.

In contrast, if a purified state of the system plus ancilla
is constructed for the same case, the thermal Berry phase
can be shown to be identically zero (mod 27), as it lacks
geometrical information in this case. We remark that the
thermal Berry phase counts the contributions from both
the system and ancilla. In the case of a purified state, the
total contribution vanishes at any temperature. There-
fore, this example clearly shows that the thermal Berry
phase can be used to distinguish the two different repre-
sentations of mixed states (except the case with infinite
temperature and the case with a great circle in the pa-
rameter space). We emphasize the result is quite general:
As long as a Hamiltonian leads to a nontrivial thermal
Berry phase for a thermal vacuum, the system can dis-
tinguish the result from a purified state since the thermal
Berry phase is always zero for a purified state.

V. GENERALIZED GEOMETRICAL PHASE OF
MIXED STATES

A. Generalization of parallel-transport condition

The thermal Berry phase already predicts interesting
results for differentiating a thermal vacuum and puri-
fied state. However, the physical role of the thermal
Hamiltonian Hg is worth more investigations. Moreover,
the thermal Berry phase may contain non-geometrical in-
formation. Here we presents another approach towards
a geometrical generalization of the Berry phase. Note
the system plus ancilla of a purified state is governed by
the Hamiltonian H ® H. When compared to the ther-
mal Berry phase, we may instead consider a compos-
ite state |W(t)) evolving adiabatically under the com-
posite Hamiltonian He®H , which has a more physical
meaning comparing to the temperature-dependent Hg.
Moreover, this adiabatic evolution can be incorporated in
certain composite unitary transformations that the com-
posite system undergoes, as long as the related parallel-
transport condition is satisfied. By replacing |¢(t)) in
Eq. (4) by |W(t)), we obtain the parallel-transport con-
dition in this case:

d
(W)W () =0, (40)
where |[W(t)) is the purified state of p(t). The de-

pendence of p on t is via a t-dependent curve R(?):
p(t) = p(R(t)). The density matrix here describes the

system while its purification includes the ancilla. Using
similar derivations, the corresponding parallel-transport
conditions can also be constructed for a thermal vacuum.
We present analyses of different types of unitary trans-
formations in the following subsections.

1. Unitary transformations involving the system and ancilla

We consider the most general situation, where both
the system and ancilla undergo unitary transformations:

(W(t) = Ur(t) @ Uz (1)|W(0)). (41)

Here U (0) = 1 = U(0). A previous study on a simula-
tion of the Uhlmann phase [32] has implemented the lat-
ter type of transformations. Generically, U; # Us. The
purification and density matrix respectively transform as
p(t) = UL(D)p(O)UL (1), (42)

W (t) = Ur(t)W(0)Ua(t),

Using |W (1)) = |00(0) ® TF (1) + Uy(1) @ UF (1)] W (0))
and the previous results, the parallel-transport condition
becomes

0= (W) SIW )
= Try [p(O)U] O (8)] + Trz [5O) 02005 (1)] - (43)

for a purified state. Following a similar derivation, we
obtain the parallel-transport condition for a thermal vac-
uum:

0= (05(1)| S 105(1)

= Try [p(O)U] (O (1)] + Tz [ )T ()]
(44)

where TrA = TrAT for an arbitrary matrix A has been
applied for the second term. Since the two terms in the
parallel-transport condition (43) or (44) are the inte-
grands of the dynamical phase of the system and ancilla,
both parallel-transport conditions lead to a vanishing to-
tal dynamical phase after a cycle:

0p +0p =0. (45)

Therefore, the dynamical phase is no longer a concern
after imposing the proper condition of parallel transport
for a purified state or thermal vacuum. In the following,
we will study the geometrical phase accumulated in those
parallel-transport processes.

2. Unitary transformation of the system only

By setting Uy = 1, the transformation is on the system
only. We will drop the subscript of U; in this subsection.



The parallel-transport condition becomes
0= (WIS W) = (W) (U000 @ 1w (o)
= Try [p(O)UT (0 (1)) (46)

for purified states. Here we have applied Eq. (19) to the
second line, and the trace is taken over the first Hilbert
space only. Since no nontrivial transformation is imposed
on the ancilla, the parallel-transport condition for the
thermal vacuum is the same in this case.

Using p(0)UT(¢) = UT(t)p(t), we further get

Try [p(t)U(t)UT(t) = 0. (47)

This is the parallel-transport condition (the weak ver-
sion) introduced in Ref. [38]. Previous discussions indi-
cate that the dynamical phase is excluded by the parallel-
transport condition (see Eq. (5) and its implications). It
is also true here. If U(t) is the time evolution operator in
the first Hilbert space, then ihU(t) = HU(t), which im-
plies the vanishing of the dynamical phase of the system
according to Ref. [38]:

Op = _% /O ’ dtTry [p(t)H] = 0. (48)

Hence, no dynamical phase is accumulated during paral-
lel transport.

Since the unitary transformation preserves the norm
of [W(t)), the condition (40) is also equivalent to

mwm% W (t)) = 0. (49)

The expression for a thermal vacuum has the same form.
We emphasize that either Eq. (40) or (49) is only neces-
sary but not sufficient for determining parallel transport.
This is because U(t) cannot be uniquely determined by
the parallel-transport condition of mixed states, in con-
trast to the pure-state case. Therefore, Ref. [38] imposed
a more stringent condition by strengthening Eq. (47) as

(n(@®)lpt)U U (1)In(t)) = 0, (50)

where |n(t)) is an eigenvector of p(t). This provides N
conditions. In general, U still cannot be fully determined
for mixed states since it has NV x N elements. However, for
a cyclic transformation satisfying p(r) = p(0), a feasible
choice is that U(r), or even every U(t), is a diagonal
matrix. Then the strengthened condition (50) is sufficient
for the choice.

We emphasize that the necessary condition (49) for
parallel transport is quite loose, even a Uhlmann pro-
cess with nonunitary transformations satisfies it (but not
Eq. (40)). Some details of the Uhlmann process can
be found in Appendix C. Hence, Eq. (49) can be used
as a weakened parallel-transport condition in experimen-
tal simulations of the Uhlmann phase [55]. Interestingly,
different approaches for the geometrical phase of mixed
states can be unified by a single condition (49).

8. Unitary transformation of the ancilla only

We also contemplate possibilities of unitary transfor-
mations involving only the ancilla (the second Hilbert
space). This can be done by setting U; = 1 and drop the
subscript of Us. Then,

[W(t)) =1 U (t)|W(0))
=3 VA (0)n(0) @ UT(4)|7(0))  (51)

subject to U(0) = 1. It is equivalent to W(t) =
W(0)U(t). Under this transformation, the density ma-
trix of the system is unchanged: p(t) = W(t)WT'(t) =
p(0), but a nonzero phase may be accumulated.

Applying the parallel-transport condition (40) to a pu-
rified state, we get

0= (WIS WD) = X A OGOIT 0T (1))

= Trz[p(0)U ()T (1)), (52)

where the trace is over the ancilla (the second Hilbert
space), and p(0) = > A,(0)|n(0))(n(0)| is the initial
density matrix. Note j(t) = U(t)p(0)UT(t), i.e., the den-
sity matrix of the ancilla changes, unlike that of the sys-
tem. If U is a dynamical evolution in the ancilla space

such that ihU = HU, then the parallel-transport condi-
tion leads to a vanishing dynamical phase of the ancilla
accumulated during the process governed by the effective
Hamiltonian H:

Op = —7—11 /0 ’ dtTr2[p(t)Hy) = 0, (53)

where H g = UHUT.  Therefore, the extra non-
geometrical information induced by Eq. (33) of the ther-
mal Berry phase never appears here. This approach thus
leads to a more geometrical generalization of the Berry
phase. We remark that any unitary transformation U of
the ancilla does not affect the cyclic evolution of the sys-
tem because they do not contribute to the density matrix
directly. Thus, even after we strengthen the parallel-
transport condition (7(0)|5(0)U (1)Ut ()|2(0)) = 0 like
Eq. (50), U still cannot be fully determined. There-
fore, many possibilities for this type of unitary transfor-
mations are allowed and will be illustrated by explicit
examples later.

For a thermal vacuum, the parallel-transport condition
implies

0= (05(1) -5 105 (1)

= 3" M) (0T (T ()[(0))

= Tro [ (0)U (1) (1)), (54)



Here |0g(t)) describes thermal vacuum with the inner
product of its ancilla evaluated according to Eq. (13).
Thus, if the ancilla undergoes a dynamical evolution gov-

erned by HT inU = HTU, then the parallel-transport
condition also leads to a vanishing dynamical phase of
the ancilla:

Op = _% /O ’ dtTro[p(t)HT] = 0. (55)

Therefore, neither a purified state nor a thermal vacuum
acquires a finite dynamical phase if the corresponding
parallel-transport condition is followed.

B. Generalized Berry phase

A generalization of the Berry phase following the
parallel-transport conditions discussed previously can
now be defined as the phase accumulated when a puri-
fied state or thermal vacuum experiences cyclic parallel-
transport satisfying Eq. (40). We refer to this phase as
the generalized Berry phase, given by

O = arg(W(0)|W (7)) (purified state),
= arg(03(0)[05(7)) (thermal vacuum), (56)

where t = 0 and ¢ = 7 respectively denote the initial and
final parameters. For the purified state, it can be further
expressed as 6 = arg Tr [WT(0)W (7)]. For the thermal
vacuum, it does not have such a simplification since the
inner product in the ancilla space is evaluated according
to Eq. (13).

When both the system and ancilla undergo a composite
unitary transformation Uy @ UJ', we get

b = argTr [VpO UL TVpO)Da(r)]  (57)

for a purified state or

0 = arg Tr [M,;(o)TU1 (T)\/,;(o)TUQ(T)} (58)

for a thermal vacuum. Here we have omitted the sub-
scripts “1” and “2” because the trace can be evaluated
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either in the system or ancilla space. Detailed deriva-
tions are given in Appendix A. Those expressions are di-
rect generalizations of the interferometric phase to mixed
states.

The expressions simplify if the unitary transformation
only acts on the system or ancilla but not both. If only
the system undergoes a unitary transformation U, we
recover the interferometric phase [38]

0c = arg Try [p(0)U(7)] (59)

for both purified state and thermal vacuum since the dif-
ference of the ancilla does not contribute. If only the
ancilla undergoes a unitary transformation U, we obtain
a geometrical phase by manipulating the second Hilbert
space. The result is

b = arg T [3(0)0(7)] (60)
for the ancilla of a purified state and
b = arg T, [57(0)0 ()] (61)

for the ancilla of a thermal vacuum.

We consider the most generic case that both the sys-
tem and ancilla undergo a cyclic adiabatic process along
a closed curve C(t) := R(t) in the parameter space. For
simplicity, we also assume [p(t), H(t)] = 0, so they share
the same eigenvectors. Thus, each energy level obtains
its Berry phase at the end of the process. The unitary
transformations of the system and ancilla when the pa-
rameter takes the value ¢t are respectively given by

Ui(t) = Z effo,cdtl("(t,ﬂﬁ In(t")) In(t)) (n(0)],

Oo(t) = 3 et COE I oy ), (62)

n

where |n(t)) = |[n(R(¢))), |7(t)) = |n(R(t))) and the
dynamical phase has been eliminated by the parallel-
transport condition, as discussed previously. A straight-
forward calculation shows that the transformations sat-
isfy

GOV = X [0l @)@} ae) + (1)) (oo

which further imply (n(t)|U; (£)U{ (£)|n(t)) = 0 and ei-

Ear ()] () — ()| L |t Kl
Ca(t)04(1) = SO0 AE)IA0)) ((0)] + 37 efee (FOTH 12D = IRED) )

dt

ther (7(0)|U(£)T3 (H)|7(0)) = 0 for a purified state



or (n(0)|U3(t ) I'()|7(0)) = 0 for a thermal vacuum.
Therefore, the cond1t1on (47) of the system and either
(52) or (54) of the ancilla are respectively satisfied.

At the end of a cycle (t = 7), each energy
level of the system acquires the corresponding Berry
phase shown in Eq. (1), and each energy level of
the ancilla acquires a geometrical phase 6;(C) =
—0,,(C). 1In the space spanned by the eigenvectors of
p(0), the related unitary transformations are given by

Ui(r) = Uz( ) = diag( 01,el% ). Using \/p(0) =
diag(1/A1(0), /A ), Egs. (58) and (57) both pre-
dict

e (C) =0, (64)

so the generalized Berry phase vanishes for both purified
state and thermal vacuum. Interestingly, this happens
since the geometrical contributions from the system and
ancilla cancel each other exactly.

If U; = 1, the geometrical phase reduces to

= arg E 195n

(65)

0c:(C) = arg Try [p(0)U

which is the argument of the weighted summation of the
Berry phase factor of each level. This holds for both
purified state and thermal vacuum since Us = 1 here. If
p denotes a thermal equilibrium state at temperature 7T,
then

0—BEn(0)
C)= arg; [Wele‘g"} . (66)

This also recovers the result of the interferometric
phase [38]. We remark that the generalized Berry phase
is the argument of the thermal average of the Berry phase
factor if only the system experiences a unitary transfor-
mation. This is in stark contrast with Eq. (30), where a
weighted sum of the Berry phase is taken.

C. Examples

After showing the general frameworks, we use ex-
plicit examples to demonstrate the geometrical relevance
of the generalized Berry phase. We first revisit Fa-
ample TV.1 and compare the result with the thermal
Berry phase. Note the Hamiltonian can be expressed
as H = U1R03UI, where

sin e‘“" — CcoS

060.0) = (osde _05). oD

Hence |Ry) = U ( > R = U ((1)) and p(0,¢) =

Uye Phos U;: . We emphasize the unitary transformation
acts on the system states only. As the system evolves
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along C(t) = (0(t), ( )), the parallel-transport condi-
tion (50) implies i¢ sin 28 = = idcos? & 8 =0,ie C(t) can
be chosen as any of the merldlans Thus the Berry phase
for each level along C(¢) is 0p+ = Q4 (C) =0 mod 27
according to Eq. (38). Thus, the generalized Berry phase
0 (C) = 0 for both purified states and thermal vacua in
this case. We remark on a subtlety here: If one substi-
tutes Q4 (C) = 0 into Eq. (39), the thermal Berry phase
0rp = 0 as well. However, this is because of the choice
of C(t): It may be chosen as any closed curve in S? for
the thermal Berry phase. In contrast, it can only be the
meridians for the generalized Berry phase as required by
the parallel-transport condition.

The previous examples do not tell the difference be-
tween a purified state and thermal vacuum, so we present
another example to show that the generalized Berry
phase can distinguish them.

Ezxample V.1: We consider a two-level system initially
described by H = Roy at temperature T with the two
eigenvectors | Ry ). Similarly, the ancilla space is spanned
by |Ri> Let the composite state experience a unitary
transformation acting only on the ancilla of the form
1® UT(t). Here U(t) is an off-diagonal phase-shifting
operator given by

(1) = el RS R () (R (1)
+ o B IR0 B () (R (1)].  (68)
Here |R4(0)) = [Rz) and [Re() = V()|Rx(0)) are

genera‘Eed by a unitary transforrflatiqn V(t). The unitar-
ity of U(t) can be verified via U(t)UT (¢ ) = |R+)<R+| +

R)(A-| = 1 and TO0() = [Re@)NR: ()] +
\B_ (1)) (R_(t)| = V()VT(t) = 1. Let
020 =1 [ ARG R (69)

It can be shown that
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which satisfies
(Re(0)|U(6)T ()| R (0)) = 0. (71)

Therefore, the parallel-transport condition holds for both
the purified state and thermal vacuum. Moreover, since
U only transforms the state vector of the ancilla, the den-
sity matrix of the system remains unchanged, as we have
pointed out in Sec. V A 3. Thus, it is a cyclic transforma-
tion of the system as well. We further assume that V()
is induced by a closed curve C(t) on the unit two-sphere
52 as discussed in the example of Sec. IV C.

As a comparison, we also evaluate the thermal Berry
phase first. According to Eq. (25), the thermal vacuum



in this example can be written as

BEn

1 s -
|OB>:ﬁ;e 2 [Ra(0) @ UT (1) R (0)),  (72)

where E,, and Z are both invariant since the system state
keeps unchanged during this evolution. For a thermal
vacuum, Eqgs. (27) and (71) imply 675 = 0. For a pu-
rified state, Eqs. (35) and (71) also imply 675 = 0.
Therefore, the thermal Berry phase cannot differentiate
the purified state and thermal vacuum in this particular
example.

To evaluate the generalized Berry phase, it can be
found that

. 0 e—i20©0)
U(r) = (eiQ(C) 0 ) (73)

at the end of the transformation, where Q(C) is the solid
angle encircled by C. Note the initial density matrix of
the ancilla is

_ 1 -
p(0) = 5(1 — tanh SRos) = (—itaihBR 1tan1 ﬁR) '

(74)

Applying Egs. (60) and (61), the generalized Berry phase
is

T
il

0 = arg(—sinQtanh SR) = 5 1+ sgn (sin€)] (75)

for a purified state and

0c = arg(sin Q tanh SR)
= g [1 — sgn (sin Q tanh SR)] (76)

for a thermal vacuum. The two expressions are off by
a difference of wsgn (sinQ2tanh SR) = +x. Thus, the
generalized Berry phase indeed can distinguish the pu-
rified state and thermal vacuum at finite temperatures
(0 < T < o0) for this setup. Therefore, the ability of
the generalized Berry phase to differentiate a purified
state and thermal vacuum depends on the protocol in-
volved. There is another subtlety here associated with
the infinite-temperature limit. In this case, tanh SR — 0,
and its sign is ill-defined, causing 6g for both purified
states and thermal vacua to be ill-defined as well. How-
ever, this is not a general result at infinite temperature
because 0 (C) can be defined at any temperature, in-
cluding the infinite-temperature limit, in Example IV. 1.

Due to the diversity of possible unitary transforma-
tions in the ancilla space, it is difficult to derive a set of
criteria for classifying what kinds of transformations can
or cannot differentiate a purified state from a thermal
vacuum. Nevertheless, our examples show both possibil-
ities for a two-level system plus its environment.
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D. Experimental implications

While purified states of a two-level system incorpo-
rating environmental effects have been simulated on the
IBM quantum platform [32], thermal vacua of the trans-
verse Ising model has been experimentally realized on
an ion-trap quantum computer by the quantum approx-
imate optimization algorithm [33]. Moreover, partial
transposition of a composite system has been approx-
imately realized on quantum computers with various
numbers of qubits [35-37]. Therefore, a comparison of
the geometric effects reflected by the generalizations of
the Berry phase of purified states or thermal vacua is ex-
pected to be achievable in future experiments on quan-
tum computers or quantum simulators.

For example, one may consider two identical compos-
ite quantum systems of Example V.1 of the generalized
Berry phase and then apply a partial transposition to one
of the composite systems. As a consequence, the compos-
ite system with a partial transposition corresponds to a
purified state while the one without partial transposition
may be viewed as a thermal vacuum. By applying paral-
lel transport that involves the ancilla to both composite
systems and extract their generalized Berry phase after
a cycle, a m-phase difference is expected between the two
composite systems. Given the large phase difference ()
between them after a cycle, the result is robust against
small perturbations or noise from the hardware and of-
fers another demonstration of geometrical protection of
information.

We have presented two generalizations of the Berry
phase, the thermal Berry phase and generalized Berry
phase, for distinguishing the two state-vector represen-
tations of mixed states via the purified state and ther-
mal vacuum. From the geometrical and physical points
of view, the generalized Berry phase has more desir-
able properties since the thermal Berry phase is gener-
ated by a temperature-dependent thermal Hamiltonian
and may carry non-geometrical information. We caution
that while the transformations can be on the system, an-
cilla, or both in the construction of the generalized Berry
phase, an operation on the ancilla is necessary if we want
to differentiate the purified state and thermal vacuum.

VI. CONCLUSION

The two state-vector representations of mixed states
via purified states or thermal vacua have been developed
in different branches of physics, but both have been re-
alized on quantum computers [32, 33]. We have pointed
out that their difference lies in a partial transposition of
the ancilla, which has its origin in the Hilbert-Schmidt
product. Available physical quantities, including previ-
ously studied geometric phases, cannot differentiate the
two representations. By analogue of the adiabatic pro-
cess of pure states, the thermal Berry phase has been con-
structed and shown to differentiate a purified state from



a thermal vacuum. However, the thermal Berry phase
may include non-geometrical information. The general-
ized Berry phase is then constructed by generalizing the
parallel-transport condition to properly include the sys-
tem and ancilla, and only geometrical contributions are
included. Depending on the protocol and setup, the gen-
eralized Berry phase may also differentiate the purified
state and thermal vacuum. Future demonstrations of the
interplay between geometric effects and partial transpo-
sition of state-vector representations of mixed states on
quantum computers or simulators will advance our un-

Hg—argz VA
:argz n(0)|v/ p(0)U1 (T

where we have applied n = n and m = m. Note there is
no need to distinguish the system and ancilla since the

b = o0 Y VA O
—argz

0)[Ur (7

= argTr [V/3(0) Uy <T>¢ﬁ<0>T02<T>] .

Appendix B: More details of thermal Berry phase of
two-level systems

In Ezample IV.1, the thermal vacuum from Eq. (18)
is given by

BH
2

@

06) = (IR} @ |Rs) + |R-) | R-))

FIR)@|R-)).
(B1)

(- F|Re) @ IRy) +

Nigs

where no extra transformation acting on the ancilla is in-
cluded, in order to avoid introducing any nongeometrical
information in this case. To obtain |0g) by implement-
ing a thermal transformation on the two-mode ground

)4/ p(0)|m(0)
= arg Tt [/p(0)Us (7) \/p<o>ﬁz<r>] .
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derstanding of quantum systems at finite temperatures.
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Appendix A: Some Derivations

A derivation of Eq. (57) is outlined here:

0)|U1 (7 (0)[Ta(7)[7

m(0)){m (0))
0)|Ua(7)|72(0))

(A1)

trace in the last line can be evaluated in either space, and

we accordingly omit the subscript “1” or “2”. Similarly,
Eq. (58) is evaluated as follows.
0)|U1(7)m(0)) (@ (0)|U3 (7) | (0))
1(0)1V/A(0)U3 (1)+/5(0)m(0))
(A2)

state |[R_) ® |R_), as indicated by Eq. (21), we need the
knowledge of spin coherent states [63]. We introduce the
spin operator in the system space: J = %a that satisfies

11 11 11
_ —— :h_ — —., = =
2’ 2> ‘2’2>’ I+ 2’2> 0

1 1 11 1 1
=y —= = =, = :h —-, — =
J }2, 2> O, J }2,2> ‘27 2>,

(B2)

() 112 = (p) s 1) =

Ur |%, :E%> Next, we introduce o, = ((1) (1)) in the an-




cilla, which acts like a spin-flip operator: o, ’%, :I:%> =

’ 5 F > Now we construct a composite su(2) algebra by

Ji=Ji®o0p, J.=J.®1. (B3)
It is straightforward to verify that [jz, ji] = +hJ, and
[J4,J-] = 2hJ.. With the knowledge of spin coherent
states [63], the unitary thermal transformation Ug can
be constructed as

~ J —J_ ~
Us=U1®@Uyet 7 7 Uf @ U], (B4)

where [71 = U; and € is a constant to be determined.
Using the Hausdorff-Campbell disentangling formula, we
further have

5%

n(1+[¢|? )’T C%7 (B5)

:r|+ ?

o€ — S
where ¢ = (&) = EtTgllﬂ Applying Egs. (B2) and (B5),

it can be verified that

iy D@0 |l 1\ 1L
Us|R-) ®|R_) = = |2 2>®‘2, 2>
el ¢ 11 11
- (i o) [ps) o5 g)
1 ~
(B6)

By comparing the expressmn with Eq.(B1), one may set
(=e = org—arctane cal

Next, the density matrix of the two-level system can
be expressed as

(1 - tanh(BR)n - o) (B7)

l\DI»—A

Px

with A+ = (1 F tanh(BR)). Here x = —tanh(SR)n is
the characteristic vector of px. Thus, the space of all
mixed states may be represented by x as a unit ball,
the so-called Bloch ball. The pure states correspond
to the boundary of the Bloch ball, which is the Bloch
sphere [64]. Note any density matrix physically equiva-
lent to px can be obtained by performing a unitary trans-
formation on py: UpUT. If we set U = %(1 —io - a),
it can be shown that

prUT = Px’ = P(x-a)atxxa- (BS)
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Moreover, |x'| = |(x-a)a+x x a] = |[x|. Thus, all mixed
states equivalent to px form a spherical shell of radius

. eTB + 47T)\_

x| = Ay — A— e

(B9)

inside the Bloch ball. That means all mixed states be-
longing to the same equivalence class have the same ther-
mal Berry phase if the temperature and the loop in the
parameter space are both specified.

Appendix C: More discussions of Uhlmann process

The discussion in the main text is focused on uni-
tary transformations. Meanwhile, the Uhlmann process
may involve nonunitary transformations [24]. Never-
theless, the parallel-transport condition (49) also unifies
Uhlmann’s parallel-transport condition [55]. We briefly
outline the arguments here. To generalize the concept of
quantum holonomy to mixed states, Uhlmann lifted the
parallel-transport condition to the non-Abelian case [20].
Explicitly,

Wiw =ww, (C1)

which is stronger than Eq. (47) since it is a matrix equa-
tion with N x N entries. We emphasize that this may
introduce a nonunitary transformation since Trp = 1 is
no longer preserved [24], making it totally different from
the theory of interferometric phase and the formalism we
discussed so far. By taking the trace of both sides of Eq.
(C1) and applying Eq. (14), we get a weaker parallel-
transport condition

(W ()W (2)) = (W ()W (t). (C2)

This means if both sides are real, we return to the condi-
tion (49). Note the norm of |WW (t)) is not conserved under
nonunitary transformations. Consequently, the weaker
condition is not equivalent to Eq. (40). In previous sim-
ulations of the Uhlmann phase [32], it is feasible to use
a composite system to realize the state |W(t)) instead of
the matrix W (¢). Therefore, the weakened condition (49)
is actually applied instead of Eq. (C1) [32, 55]. Never-
theless, we have shown that the parallel-transport condi-
tions for the interferometric phase, the Uhlmann phase,
and the generalized Berry phase can be unified via a sin-
gle identity (49).
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