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Abstract

This paper studies the genetic variation within species using the Eta base functions. We
consider the House of Cards Kingman’s model to study genetic variation. This model analyzes
the balance between mutation and selection within species, while other forces that produce
and maintain genetic variation cause only perturbations. Since this model is a nonlinear
integral equation, we introduce a new numerical method for solving the nonlinear mixed
Volterra—Fredholm integral equations. We find the best approximation of unknown functions
to solve the integral equation using the Eta functions and collocation method. We derive
the error bounds of the numerical method and solve some numerical examples to show the
high accuracy of the new numerical technique. Using this numerical method, we study the
behavior of the probability density of genes within species by considering three different
cases of fitnesses for individuals.

Keywords Genetic variation - House of Cards Kingman’s model - Eta functions - Best
approximation - Mixed Volterra—Fredholm integral equations

Mathematics Subject Classification 9208

1 Introduction

Genetics study genetic variation and heredity in population (Griffiths et al. 2005). Genes
consist of deoxyribonucleic acid (DNA) that contains the code, or blueprint, used to synthe-
size a protein. Population genetics aims to understand the forces that produce and maintain
genetic variation within species. These forces include mutation, recombination, natural selec-
tion, population structure, and the random transmission of genetic material from parents to
offspring (Wakeley 2009). A Mutation, changing in DNA sequence, may be transmitted to
descendants by DNA replication, resulting in a sector or patch of cells having an abnormal
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function, such as cancer. Based on Natural selection, organisms more adapted to their envi-
ronment are more likely to survive. This process causes species to change and diverge over
time. (Kingman 1978) considered the equilibrium of a population as existing because of a
balance between two factors, mutation, and selection, while other phenomena cause only
perturbations. In this model, a nonlinear integral equation, an individual with a larger type
value is more productive. Kingman’s model have been studied in different literatures, see
for example Biirger (Biirger 1986, 1989, 1998, 2000; Steinsaltz et al. 2005; Evans et al.
2013; Yuan 2017, 2020). We study the properties of this model using a new numerical model
developed for Volterra-Fredholm integral equations.

There are different types of integral equations, Volterra integral equations, Fredholm
integral equations and Volterra—Fredholm integral equations (Liu et al. 2020; Amin et al.
2020).

Since nonlinear integral equations are usually difficult to get their exact solution, many
authors have worked on analytical methods, and numerical methods for the solution of this
kind of equation (Binh and Ninh 2019). Some of these methods are the successive approxima-
tions method (Chen et al. 1997; Tricomi 1985; Wazwaz 2011), Newton-Kantorovich method
(Chen et al. 1997), Adomian decomposition method (Wazwaz 2011), Homotopy analysis
method (Liao 2003), iterative numerical method (Ziari and Bica 2019).

In this paper, to study the genetic variation using the Kingman model, we introduce a new
numerical method for the nonlinear Volterra—Fredholm integral equations. The technique
relies on using the Eta functions (Mashayekhi and Ixaru 2020).

Eta functions have been introduced by (Ixaru 1984) and have been used in developing the
new numerical methods in several literatures. For example, see (Ixaru 1997; Liviu Gr and
Guido Vanden 2004; Cardone et al. 2010; Coleman and Ixaru 2006; Kim et al. 2002, 2003;
Ixaru 2002; Conte et al. 2010) and references therein.

Recently, Mashayekhi and Ixaru (2020) have used the Eta functions to find the best
approximation of a function. The paper results show the advantages of using the Eta function
compared to sets of orthogonal or nonorthogonal functions for finding the best approximation
of a high oscillatory function.

The present paper introduces a new direct computational method for solving the non-
linear Volterra—Fredholm integral equations. This method uses the Eta-based functions as
base functions to find the best approximation of the solution of the integral equations. An
essential property of the Eta-based functions is that they tend to the polynomial when the
involved frequencies tend to zero. Thus, the Eta-based functions are suitable for attaining a
good approximation of high oscillatory functions and polynomials. This property brings the
excellent opportunity to approximate the solution of the dynamical systems when we do not
know the behavior of the exact solution. In this paper, we introduce the best approximation
of the unknown function using Eta-based functions and convert the solution of the nonlinear
Volterra—Fredholm integral equations to the solution of a set of nonlinear equations using the
collocation method. We derive the error bounds of the numerical method and show the high
accuracy of the new numerical technique by solving some numerical examples.

Using the new numerical method, we study the properties of the House of Cards Kingman’s
model. We consider three different cases for the fitness of individuals with different values
for the mutation rate to study the behavior of the probability density of genes within species.
Since the exact solution, in this case, is unknown, using the Eta-based functions allow us to
consider all possible situation for the exact solution, which includes trigonometric function,
hyperbolic functions, or polynomials.

The paper is organized as follows: Sect. 2 introduces Kingman’s model. Section 3 presents
the new numerical method for the nonlinear Volterra—Fredholm integral equations. In Sect. 4,
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we study the genetic variation based on Kingman’s model using the new numerical method.
In Sect. 5, we report the conclusion.

2 The balance between selection and mutation using Kingman’s model

In this section, we describe the House of Cards Kingman’s model, which is a nonlinear
integral equation (Kingman 1980). To study the properties of a gene, we use two terms, allele
and locus. While locus is the position of an allele in the chromosome, an allele is a version
of a gene. Let consider a single locus and suppose that the possible alleles at this locus are

listed as Ay, As, ..., Ag. Suppose that w;; are the fitnesses, which are the probability of an
individual with genotype A; A ; to survive and reproduce, and have the following form
w;ij = F(&,&;, €j), (1)

for some function F : (0,1)3 — [0, co) which is symmetric in its first two arguments.
Suppose that in a particular generation the &; values of the genes in the gamete pool have
an empirical distribution approximated by a probability density p(¢), 0 < ¢ < 1. The
individuals in the next generation inherit a &; value from each gamete, and so may be describe
by a pair of & values (§;,&;) whose joint distribution is p(f)o(s). Individuals with this
description have on average a fitness K (§;, ;) which by Eq. (1) and based on the definition
of marginal probability is given by

1
K(t.s) = / F(t. s, 2)dz, @
0

so that the joint density in the mature population is
p(p(s)K(t,s)

) 3
W 3)
where Lo

w :/ / p®)p(s)K(t,s)dtds. “4)

o Jo
Thus, without mutation, the &; values in the next gamete pool would have density
1
p(t) = fo W lp)p(s)K (2, 5)ds. (&)

If a mutation happens at rate © then mutation replaces this by (1 — p)p(¢) + u so the &;
values in the next gamete pool would have density

1
p(t)=(1 —m/o W p(0)p (K (t, $)ds + p. ©)

Let assume K*(¢, s, p(s)) = Wl p(t)p(s)K (¢, s) then we can rewrite Eq. (6) as

1
p(t) = (- u)/o K*(t,s, p(s))ds + .

Since K*(z, s, p(s)) depends on w1, Eq. (6) is a nonlinear Fredholm integral equation
determining p(¢) in terms of K and . In the next section, we develop the numerical method
to study the properties of Eq. (6). Although Eq. (6) is a Fredholm integral equation, we solve
more general cases, which include Fredholm and Volterra integral equations, in the next
section to show the advantages of the new numerical method for solving more general cases.
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3 Integral equation

In this section, we develop a new numerical method based on the Eta functions for solving
the system of Fredholm and Volterra integral equations

t 1
P(t)=G(t)+ M\ f Ki(t,s, P(s))ds +)Lz/ Ky(t,s, P(s)ds, 0<t,s<1, (7)
0 0

where

P(t) =[p1(0), ..., pa]",
G(t) =[g1(0),.... D],
Ki(t,s, P(s)) = [k} (t,s, P(5)), ...k} (t, s, P(s)IT,
Ko(t,s, P(s)) = [k} (t, s, P(5)), ..., k2(t, s, P(s)]T

and A1 and X, are constant vectors. It needs to mention Eq. (7) is a general form of Eq. (6),
and we will study the properties of Eq. (6) using the new numerical method developed in this
section. For more details please see Sect. 4.

3.1 Best approximation

Suppose f(t) € L?[0,1] and

M+1

firn @ =F'D="Y"dif;t), ®)

i=1

is a best approximation to f out of F where

F@t) =LA, L), ..., furi O,  D=1Idi,da...,duw11",

are the base functions and coefficients vector, respectively. The details of the best approx-
imation have been presented on Mashayekhi and Ixaru (2020). The base functions have a
crucial role in deriving the best approximation. This paper aims to show the advantages of
using the Eta function as a based function for finding the best approximation to solve integral
equations.

Eta functions n,,(Z) with m > 0 and Z # 0 are generated by recurrence (Ixaru 1984,
1997):
Mm—2(Z) — Cm — Dnpm-1(2)

nmm(Z) = 7 m=1,2,3,... )
where 1
11} Z <0 Sl 20
cos(|Z|2
-1(2) = - 0(Z) =11 Z=0
1 {cosh(Zi) Z >0, ! . 1
smh(lZZ) Z >0,
Z2
For Z = 0 these functions have the following values
0) 1 1,2
=—— m=12,...
= 2m +
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where !! is a double factorial (Ixaru 1984). These functions are used to introduce the set of
Eta-based functions in the following way:

G (1) = 1" _((Z(2), m=1,2, - (10)

where |75 | is the integer part of %, and Z(¢) = —w?t? in the trigonometric case and
Z(1) = w?t?* in the hyperbolic case. An important property of the Eta-based functions is that
they tend to power functions when w = 0 (For more details please see (Ixaru 1997)).

In this paper, to show the advantages of Eta based functions, we consider three different
choices for the set of base functions F(¢) in Eq. (8):

e We choose Eta-based functions as a base. In this case F(¢) =
[¢p1(2), pa(2), ..., ¢pm+1(2)] is defined on ¢ € [0, 1] where ¢; (¢) has been introduced in
Eq. (10).

e We choose Legendre polynomials as a base. These polynomials are orthogonal on the
interval [—1, 1] and have the recurrence relation (Kirkwood 2018)

(m~+ DLyy1(t) = @m + DtLy(t) — mLy1(1),
where Lo(t) = 1 and L (t) = ¢. In this case
F@t)=[LoQRt —1),L1(2t —1),..., Ly (2t —1)]

is defined on ¢ € [0, 1].
e We choose F(t) = [Yo(t), ¥1(¢), ..., Yu(t)] as a base where

cos(i x t), ifiis even
sin(i x t), ifiis odd

Vi) = {
and ¢ € [0, 1]. In some specific cases, we could consider only sin(i x t) or cos(i X t) as

the base.

It has been shown that the Eta-based functions are the best candidate as a base to find the
approximation of trigonometric and hyperbolic functions (Mashayekhi and Ixaru 2020).

3.2 Numerical technique

In this section, we develop a new numerical technique for solving the system of Fredholm
and Volterra integral equations in Eq. (7).
Using Eq. (8) the best approximation of p; (¢) in Eq. (7) is

pi(t) = FT(1)D;, (11)

and o
P(t)=F@)D, (12)

where D is a n(M + 1) x 1 vector given by
D=1[Dy,Ds,..., Dal", (13)

and
F()=1,® F (1), (14)

where [, is the n dimensional identity matrix. Also, I (t) isn x n(M + 1) matrix and ®
shows Kronecker product (Mashayekhi and Sedaghat 2021). Replacing Egs. (12) in (7), we
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have

t 1
F@)D =G(@) + )\ / Ki(t,s, F(s)D)ds —i—kz/ Kor(t,s, F(s)D)ds, 0<t,s <1,
0 0

s5)
Using the Gauss-Legendre numerical integration for evaluating the integral in Eq. (15), we
get

. P t ot At t .
F(I)DZG(I)-i-MZwiKl l,§+§)/i,F 54—5%‘ D
i=0

+A Zp: K ,1+l.1:~ l-f-l' D), o<r<1 (16)
Q'Owl 2 52 2)/!7 2 2)’1 ) —_ — )
1=

where w; and y; are weights and nods of Gauss—Legendre given in Smith (1965). Using
Eq. (16), we introduce the residual of the problem as

Rt, D)= F@t)D—G@) — A iw»K ATV - TR
’ - 1}_0 1 1 72 zyh 2 2%

u 1 1 (1 1 \a
—h2 Y ikt o+ v F(S+5%) D), (17)
i=0

and collocate Eq. (17) at the extreme points of the Chebyshev polynomial (Mashayekhi and
Sedaghat 2021) to get n(M + 1) nonlinear equations which can be solved for the elements
of D. We use Newton’s iterative method to solve the nonlinear equations for the elements of
D. Finally, we calculate P (¢) given in Eq. (12).

Remark To apply Newton’s iterative method, in the first stage, we set M = 1 and then use
Newton’s iterative process with a random initial condition. For M = 1, the equation has few
terms, and the random initial condition gives us some results. Next, we increase the value of
M until a satisfactory convergence is achieved. We use the approximate solution in the first
stage as our initial guess of this stage. We continue this approach until the results are similar
to a required number of decimal places for two consecutive M values.

3.3 Best approximation errors

In this section, we derive the error bound of the numerical method presented in Sect. 3.2. For
the sake of simplicity, but without any loss of generality, we describe convergence analysis
forn = 1 and p; = p. First, review some relevant properties of hypergeometric functions,
Sobolev space, and best approximation using Legendre polynomials.

Generalized hypergeometric functions. For any real a;, b; withb; #0, -1, -2,... (i =
I,....,p; j=1,...,q), the generalized hypergeometric function is a power series defined
by Kilbas (2006)

o0

plylar, ....ap; by, ..., by; Z) :Z
k=0

(@i --- (ap)k 27](

b1k - - (by);, k! ’ (18)

where the Pochhammer or ascending factorial symbol for a € R — {0} is defined as

@o=1, (r=al@+D@+2)...a+k—1)=T@+k/T@), keN.
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Here, I'(.) is the usual Gamma function. It is known that this series is absolutely convergent
for all values of Z if p < g, for p = g + 1, the series converges for |Z| < 1 and for |Z]| =1
under some additional conditions. If p > g + 1, the series is divergent.

Products of two hypergeometric functions o F1(y; Z)oF1(8; Z) is obtained as Bateman
(1953),

1 1
Fi(y; Z)oF1(8; Z) = F S, §— —:;v,90, §—1;47). 1
oF1(y; Z2)oF1(5; Z2) 23<2V+2 2V+2 7Y Y+ ) (19)

Now, we recall the following lemma to obtain the presentation of Eta-based functions in
terms of the hypergeometric functions.

Lemma 1 Legendre duplication formula is defined as Kilbas (2006)

2m—1 1
rem) = N rmo° (m + 5) , Rem > 0.

Theorem 1 The Eta-based functions ¢y, (t) can be represented in terms of the hypergeometric
function

272l ym 1.z

¢m(r>=m7flr'" ! (L I+5 ) (20)

rzl+5

where Z = —w?t? in the trigonometric case and Z = w*t? in the hyperbolic case.

Proof Series expansion of 1,,(Z) satisfy the following relation Ixaru (1997):

—  (g+m)!
zZ)=2" E — 74, =0,1,... 21
nm(Z) . 9'Qq +2m + 1)1 m 2D

from Eqs. (10) and (21) and by using Legendre duplication formula we obtain

Al tmet Fl+[2]) 2t et N LT
Pm () =227 Z FeR gy e =2 Z TG+ B+D) &

k

G _ 25l
i s ITCIRCE t o)

— L7jx/7 m—= 1 Z
F(L”’J+ ) (L’”J+ )k

Sobolev Norm. The Sobolev norm of integer order » > 0 in the interval (0, 1), is given by

1 1

2

r 1 r
le laron=|Y_ / P OPwodr | =D 10 1520, » @
j=070 j=0
where p'/) denotes the derivative of p of order j and H” (0, 1) is a Sobolev space. O

Theorem 2 Suppose that p € H" (0, 1) with r > 0, and L,,(2t — 1), are the well-known
shifted Legendre polynomials defined on the interval [0, 1]. Assume that

M

deLm(Zt —1)ely
m=0
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denotes the best approximation of p out of shifted Legendre polynomials, where 1)y is the
space of all polynomials of degree less than or equal to M. Then we have Mashayekhi and
Sedaghat (2021)

M
p= duln2r—1) < M7 plyrm,) (23)

m=0 L2(0,1)

where
1
p
|P|Hr:M((),1) = Z ”p(l)
i=min{r,M+1}

and ¢ > 0 is a constant which is independent of M.

In the following theorem, we derive the error bound of the approximation using the
Eta-based functions as a base.

Theorem 3 Suppose that p € H" (0, 1) withr > 0, and ¢, (m = 1, ..., M + 1) are the
Eta-based functions defined on the interval [0, 1]. Assume that py(t) = ZMH dm@m (1)
denotes the best approximation of p out of Eta-based functions. Then we have

M+1 M+1 2_LmJ\/—
p = de¢m(l) < cM™ |P|HrM(() n+ Z F(|_ J+ ) Emldm|. (24)
m=1 L2(0,1) 2
Proof Using Theorem 1, we have
M+1

Z)k 12k+m—1

)0([) - Z Sm ; ([(:'Fj%) Ly

M+1
Hp(t) - pMJrl(t)”Lz((),]) = HP - Z dm¢m(t)

m=1 L2(0,1) 12(0,1)

M+1 N Ok dktm—1 o 2k 2k+m—1
_(Fo)" 2 _Fo)T
o) = 3 Sm (Z (LmJ+l> VTR > (Lﬂj+l) P

m=1 k=0 \l21+2), k=N+1\t272 ), L2(0,1)

M+1 N M+1 .
<o - i c Z (Fo) t2k+Vm—1 Z‘*’ c o] (Fo) [2k-§tm—]
= m (L [ ) A m (Lmﬁ'l) 4k k) ’
m=1 k=0 L2(0,1) m=1 k=N+1 2472 ), L2(0,1)
where

273w
IN(EIE N
Since the best approximation of a given function p € H" (0, 1) is unique, using Theorem 2
we get

Sm = dm

M+1 N F t2k+m71 M
OEDY Z (D, p(t) = D duLn(2 —1)
m=1 k=0 N VETORY) m=0 L2(0,1)
fCM_ |p|Hr;M(0’1). (25)
Since the series Z,go 0 (L(i‘” ) ) L ZZ:Z,_ : is convergent, for each m we have ¢,, as follows
m +2 k .
e 2k+m—1
a) t
Z L(:lj + i | < &m, (26)

k=N+1
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using Eq. (26) for all values of |z| < 1, we have

M+l x (Fod)’  2km=1 M1 & (Fo?)™  2kAm-l
Z Sm w1\ A < Z [Sml Z — Kl
m=1 k=N+1 (L7J+7)k "l m=! k=N+1 (L7J+§) B ZR

M+1 M+1

27! 28m
=< Z Em |§m| = Z eldml,
m=1 m=1 ras J+ )
this completes the proof. O

Now, Using Theorem 3, we derive the error bound for the numerical method presented in
Sect. 3.2.

Theorem 4 Suppose that p € H'(0,1) with r > 0 is the exact solution of Eq. (7) and
pu+1 = FTD = Z,Af;rll dm@m (t) is its approximation given by the method proposed in
Sect. 3.2, then,

M+1

I lizon) =M Iplrion + 2 2grlentd

P — pM+l L2(0,1) c pHr:M(Oil) = F(l_ T+1 )€m

10 Bl (5 e s b 208 18 4 i)
L2(0,1) ot} (*l+2m){F(L%j+%))22 3 2: L7 7 215 L7 7 s

where ZZI:]I dpdm (@) = FT D denotes the approximation of p using the set of Eta-based
functions.

Proof Let assume ppy41(t) = FT'p = Zﬁf:ll dim @, (t), we have

lo —pm+ill20.1) < e — pm+illLz 1y + lom+r — pm+1ll 20,1y 27

Using Theorem 3, we have the upper bound for || 0 — pam+1ll 120, 1) 80 we need to find an upper
bound for ||om+1 — Pm+1llp2(0,1y- To do this, using the Schwarz’z inequality, Theorem 1
and Eq. (19) we obtain

2 2

M+1 _
= Z (dm _dm)d’m(t)

m=1

¢m(t) - Z dm¢m(t)

m=1

lom+1 — Pym+1 ||iz(0,1) ‘

L2(0,1) L2(0,1)

M+1

3"l — dw)m (1)

/I
0 m=1

1 M+1 204 2m=2 2.2\12
T2~ m 1 wet
(Zldm A | )f {Fl(tzﬁi;ﬂ )}dr
m= l {F(I_ I+ 2)}
LML 5215 | 2m—2

M+1
Z|d m‘) EE—— ) 3([ J|_ J+*L J-‘r*L J+72L J:Fwt)dt
( /0 2 e+ Hhy

2048
(z ldyy — by \) S e L s L2 2 L),

| (=120 (L% J+3)}

2 M+1 . 1 M+1
dt 5<Z |dn — din )/ Z ¢m (D] dt
m=1

this completes the proof. O
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Remark 1In this section, to derive the error bound of the Eta-based function, we have used the
Legendre polynomials, so the error bound has more terms than the error bound of using the
Legendre polynomials as a base. We plan to derive the error bound of the Eta-based function
directly in future work.

3.4 Numerical test

In this section, we use the method presented in Sect. 3.2 to solve seven examples to show the
accuracy of the present method. In all examples, we use the extreme points of the Chebyshev
polynomial as the collocation points (Mashayekhi and Sedaghat 2021) while we consider
three different choices for the set of base functions: Eta-based function, Legendre polyno-
mials, and trigonometric functions. In different examples, we consider a different form of
non-linearity such as p2(s), cos(p(s)) and e”®). The error presented for all examples is
an absolute error. For all examples, we consider two different cases Ay = 0, A, = 1 and
A1 =1, A» = 0 (Fredholm and Volterra cases). Since the results for both cases are similar,
we present one of them in the Tables. At the end of the examples, we analyze the results of
these examples.

o Example 1: In this example, we assume n = 1, Kj(t, s, p(s)) = k(t, $)p2(s) where
k(t,s) = ts and the exact solution is p(t) = cos(t). The absolute error is presented in
Table 1. In this table, we choose the three first terms of the base for all three different
choices of base functions.

e Example 2: In this example, we assume n = 1, Kj(z, s, p(s)) = k(t, $)p2(s) where
k(t,s) = tcos(s) or k(t,s) = scos(t) and the exact solution is p(t) = cos(t). The
absolute error is presented in Table 2. In this table, we choose four first terms of the base
for all three different choices of base functions.

e Example 3: In this example, we assumen = 1, Ky(¢, s, p(s)) = k(¢, s)cos(p(s)) where
k(t,s) = ts and the exact solution is p(t) = cos(t). The absolute error is presented in
Table 3. In this table, we choose four first terms of the base for all three different choices
of base functions.

Table 1 Absolute error (Example 1)

t Eta-based functions Legendre polynomials Trigonometric functions
0.2 3.9 x 10712 55%x 1074 3.8 x 10712
0.4 8.1 x 10712 1.0 x 1073 7.7 x 10712
0.6 1.2 x 1071 4.5 % 10~4 1.2 x 10711
0.8 1.6 x 10711 6.2 x 1075 1.6 x 10711

Table2 Absolute error (Example 2)

t Eta-based functions Legendre polynomials Trigonometric functions
0.2 1.5 x 10712 1.0 x 1074 1.5 x 10712
0.4 29 x 10712 1.0 x 10~4 33 x 10712
0.6 4.4 x 10712 1.4 x 1074 5.0 x 10712
0.8 5.8 x 10712 2.6 x 1073 6.4 x 10712
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Table 3 Absolute error (Example 3)

t

Eta-based functions Legendre polynomials Trigonometric functions

0.2
0.4
0.6
0.8

4.7 x 10712 1.4 x 1074 4.1 x 10712
9.1 x 10712 22 x 1075 9.2 x 10712
1.3 x 1071 1.9 x 1073 1.3 x 1071
1.8 x 10~ 11 1.4 x 10~4 1.7 x 10~ 11

Table 4 Absolute error (Example 4)

t

Eta-based functions Legendre polynomials Trigonometric functions

0.2
0.4
0.6
0.8

3.8 x 10711 1.1 x 1074 3.5 x 10711
7.5 x 10711 8.6 x 1073 7.9 x 1011
1.1 x 10710 1.1 x 1074 1.1 x 10710
1.5 x 10710 1.2 x 1073 1.5 x 10710

Table 5 Absolute error (Example 5)

t

Eta-based functions Legendre polynomials Trigonometric functions

0.2
0.4
0.6
0.8

1.4 x 10711 5.6 x 1074 2.4 x107°
29x 1071 47x 1074 72 %1070
4.4 x 1071 6.4 x 1074 1.1 x 1074
59x 1071 12x 1074 3.8x 107

Table 6 Absolute error for py(¢) (Example 6)

t

Eta-based functions Legendre polynomials Trigonometric functions

0.2 1.4 x 1071 5.6x 1074 24 %107
0.4 2.9 x 1071 47 x 1074 7.2 %107
0.6 44 x 1071 6.4 x 1074 1.1 x 1074
0.8 5.9 x 10711 12 x 1074 3.8 x 107

e Example 4: In this example, we assume n = 1, K (¢, s, p(s)) = k(t, $)e”) where
k(t,s) = ts and the exact solution is p(¢#) = cos(t). The absolute error is presented in
Table 4. In this table, we choose four first terms of the base for all three different choices
of base functions.

e Example 5: In this example, we assume n = 1, Kj(z, s, p(s)) = k(t, s),oz(s) where
k(t,s) = ts and the exact solution is p(#) = tsinh(t). The absolute error is presented in
Table 5. In this table, we choose four first terms of the base for all three different choices
of base functions.

e Example 6: In this example, we assume n = 2, Klz(l, s, p1(8), p2(s)) = p1(s) +

p2(s), and Kzz(t,s, p1(5), p2(s)) = p1(s) — p2(s) with the exact solution p;(t) =
tsinh(t), p2(t) = cosh(t). Tables 6and 7show the absolute error for this example.
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Table 7 Absolute error for p, () (Example 6)

t Eta-based functions Legendre polynomials Trigonometric functions
0.2 1.0 x 10~ 33x 1074 1.6 x 107
0.4 1.7 x 10~ 11 9.4 x 107 1.8 x 107°
0.6 2.6 x 10711 1.6 x 10~4 6.2 x 1077
0.8 3.7 x 10711 3.6 x 1074 23 %107

Table 8 Absolute error (Example 7)

t Eta-based functions Legendre polynomials Trigonometric functions
0.2 2.9 x 10712 4.0 x 107 1.5 x 1072
0.4 5.9 x 10712 1.0 x 107 3.4 %1073
0.6 8.9 x 10712 23 x 1073 1.9 x 1072
0.8 1.1 x 1071 23 x 107 2.7 x 1072

In these tables, we choose the four first terms of the base for all three different choices
of base functions.

e Example 7: In this example, we assume n = 1, K»(t, s, p(s)) = k(t, s),oz(s) where
k(t, s) = ts and the exact solution is p(t) = tcos(t). Table 8shows the absolute error for
this example. In this table, we choose the five first terms of the base for all three different
choices of base functions.

These numerical examples show the Eta-based functions are much better than the Legendre
polynomials when the exact solution of the integral equation is trigonometric functions.
Also, in this case, trigonometric and Eta-based functions have the same accuracy. The Eta-
based functions are much better than the Legendre polynomials and trigonometric functions
when the exact solution of the integral equation is an exponential function or has one of the
following forms

A(t) = 61(t) sin(wt) + §2(t) cos(wt) or A(t) = 8;(t) sinh(wt) + 8, (¢) cosh(wt),

where w is a constant and A (¢), A;(t) are continuous functions. These results are consistent
with the reported results in Mashayekhi and Ixaru (2020). The results of this section convince
us to use Eta-based functions to study the House of Cards Kingman’s model in Eq. (6). Since
the exact solution of House of Cards Kingman’s model is unknown, using the Eta-based
functions allowed us to consider all possible situations for the exact solution, including a
trigonometric function, hyperbolic functions, or polynomials.

4 Genetic variation using Kingman’s model

In this section, we study the House of Cards Kingman’s model in Eq. (6) using the numerical
method introduced in Sect. 3.2. We consider three different cases for the fitness of individuals,
K(t,s), in Eq. (6) with different values for the mutation rate. Since we do not have an
exact solution for Eq. (6), we have assumed a different format of the involved frequencies,
Z(t) in Eq. (10), to consider all possible cases including trigonometric function, hyperbolic
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K(t,s)=txs, Z(t)=-w’t?, w?=1 K(t,8)=txs, Z(t)=-w?f?, w?=-1
T By
0.10 ======"""TTTT 0.40] —======"""""7"
osst mmeee b=0.1 08k == p=0.1
_ 1=0.01 _ 1=0.01
T 006 11=0.001 T 006 1£=0.001
004l —  — 1=0.0001 0.08 —  — u=0.0001
0.02 002
R i
00 02 04 06 08 1.0 0.0 0.2 04 06 08 1.0

p(t)

Fig. 1 The probability density of genes, p(t), for © < 1 with K(z,s) =1t X s

functions, or polynomials. These three different cases include Z () = 12, Z(r) = —2, and
Z(t) = 0, which introduce hyperbolic, trigonometric, and polynomial functions, respectively.
Figures 1, 2, and 3show the probability density of genes within species, p(¢), for different
values of Z(¢) and different values of fitnesses, K (¢, s), which includes K (z,s) = t X
s, K(t,s) = cos(t) x cos(s) and K (¢, s) = cosh(t) x cosh(s) with the mutation rate less
than one (u < 1). These figures show despite different choices for K (¢, s), the value of the
probability density, p(t), does not change dramatically over time. Figures 4, 5, and 6show the
probability density of genes within species, p(¢), for different values of Z(¢) and different
values of fitnesses, K (¢, s), which includes K(z,s) = t x 5, K(t,5) = cos(t) x cos(s)
and K (t,s) = cosh(t) x cosh(s) with the mutation rate greater than one (u > 1). These
figures show the behavior of the probability density, p(¢), depends on the value of K (¢, s).
These figures show for K(t,s) = t x s, K(t,5) = cosh(t) x cosh(s) the value of the
density, p(¢), decreases through time while the value of the density, p (), increases through
time by choosing K (¢, s) = cos(t) x cos(s). These results show the probability density of
individuals within species does not depend on the fitness of individuals when the mutation
rate is less than one. At the same time, this is not the case when the mutation rate is greater
than one.
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K(t,s)=cos(t)xcos(s), Z(t)=-w?, w’=1 K(t,s)=cos(t)xcos(s), Z(t)=—w?f, w?=-1
012 012+
0.10 - 0.10 -
eesr s 4=0.1 R e — 4=0.1
- ogel — — — p=0.01 — 006 — — — u=0.01
— —  p=0.001 = — —  p=0.001
004~ —  — ;=0.0001 0.04 —  — u=0.0001
0.02 0.02
0.00 == ——— e ————— ————— ———— 0.00 == e —————— ———— ————
0.0 0.2 0.4 06 0.8 1.0 0.0 02 0.4 06 0.8 1.0
t t
0.12
0.10 -
0.08
= 006
Q
004~
0.02-
0.00 s T e e e
00 02 04 06 0.8 1.0
t
Fig.2 The probability density of genes, p(t), for u < 1 with K (¢, s) = cos(t) X cos(s)
K(t,s)=cosh(t)xcosh(s), Z(t)=-w?, w?=1 K(t,s)=cosh(t)xcosh(s), Z(t)=-w?f?, w?=-1
0.12 N 0.12F .
010 0.10
008 =01 008~ =01
S 006 - k=00 < 005 — = — p=001
— —  §=0.001 — —  u=0.001
0.04 - ——  — p=0.0001 0.04 — — p=0.0001
002~ 0.02-
0.00 [ = = — e — e ——— 0.00 [ ==~ ———— e ——— e ———
0.0 0.2 0.4 06 08 1.0 0.0 02 04 06 08 1.0
t t
K(t,s)=cosh(t)xcosh(s), Z(t)=0
0.12F T
0.10 -
008- =01
< o — — — p=0.01
— —  §=0.001
0.04- —  — p=0.0001
002/

Fig.3 The probability density of genes, p(t), for u < 1 with K (¢, s) = cosh(t) x cosh(s)
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K(ts)=txs, Z(t)=-w?t?, w?=1

K(ts)=txs, Z(t)=-w’f?, w?=-1
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Fig.4 The probability density of genes, p(t), for © > 1 with K(z,s) =1t X s

K(ts)=cos(t)xcos(s), Z(t)=-w?®, w?=1

K(ts)=cos(t)xcos(s), Z(t)=-w?®, wi=-1
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Fig.5 The probability density of genes, p(t), for u > 1 with K (¢, s) = cos(t) x cos(s)
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K(t,s)=cosh(t)xcosh(s), Z(t)=-w?t, w?=1 K(t,s)=cosh(t)xcosh(s), Z(t)=-w?f, w?=-1
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Fig.6 The probability density of genes, p(t), for u > 1 with K (¢, s) = cos(t) x cos(s)

5 Conclusion

We review the House of Cards Kingman’s model using the new numerical method to study
the genetic variation, which solves the nonlinear Volterra—Fredholm integral equations. The
process is based on using the Eta-based functions. We used the best approximation and
the extreme points of the Chebyshev polynomial as the collocation points. We derive the
numerical method’s error bounds and demonstrate the numerical technique’s accuracy by
solving some numerical tests. Since the exact solution for the House of Cards Kingman’s
model is unknown, using the Eta-based functions allowed us to consider all possible situations
for the exact solution, including trigonometric function, hyperbolic functions, or polynomials.
Using the numerical method, we show that the probability density of individuals within
species depends on the mutation rate.
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