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The extended Lagrangian molecular dynamics (XLMD) method provides a useful framework 
for reducing the computational cost of a class of molecular dynamics simulations with 
constrained latent variables. The XLMD method relaxes the constraints by introducing a 
fictitious mass ε for the latent variables and solving a set of singularly perturbed ordinary 
differential equations. While favorable numerical performance of XLMD has been demons-
trated in several different contexts in the past decade, mathematical analysis of the method 
remains scarce. We propose the first error analysis of the XLMD method in the context of 
a classical polarizable force field model. While the dynamics with respect to the atomic 
degrees of freedom are general and nonlinear, the key mathematical simplification of the 
polarizable force field model is that the constraints on the latent variables are given by 
a linear system of equations. We prove that when the initial value of the latent variables 
is compatible in a sense that we define, XLMD converges as the fictitious mass ε is made 
small with O(ε) error for the atomic degrees of freedom and with O(

√
ε) error for the 

latent variables, when the dimension of the latent variable d′ is 1. Furthermore, when the 
initial value of the latent variables is improved to be optimally compatible in a certain sense, 
we prove that the convergence rate can be improved to O(ε) for the latent variables as 
well. Numerical results verify that both estimates are sharp not only for d′ = 1, but also for 
arbitrary d′ . In the setting of general d′, we do obtain convergence, but with the non-sharp 
rate of O(

√
ε) for both the atomic and latent variables.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

Molecular dynamics simulation of a system with many atoms often requires solving a set of self-consistent equations for 
a set of latent variables in order to obtain the potential energy and the atomic force. Examples include ab initio molecular 
dynamics (AIMD) [7,18,19], reactive force field (ReaxFF) [30], polarizable force field (PFF) [27,1], etc. If such self-consistent 
equations are to be solved fully self-consistently, then the computational cost can be very high. On the other hand, in-
accurate solution of these equations often leads to noticeable energy drifts and inaccurate (or even unstable) results for 
long-time simulation. Various attempts have been made to tackle this problem in the past few decades across different 
fields. For example, in AIMD, the latent variables are the electronic wavefunctions, and the self-consistent equations are the 
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Kohn-Sham equations [16]. The seminal work of the Car-Parrinello molecular dynamics (CPMD) [7] constructs an extended 
Lagrangian (XL) that introduces a fictitious mass ε for the electronic wavefunctions. Instead of solving the Kohn-Sham equa-
tions self-consistently, CPMD propagates the electronic wavefunctions efficiently following fictitious Newtonian dynamics, 
similar to those for the atoms. In the past decade, Niklasson and co-workers [24,20,21] have introduced another type of 
extended Lagrangian molecular dynamics (XLMD). XLMD also associates a fictitious mass to electronic degrees of freedom 
but in a way that is more flexible than CPMD. The success of XLMD has been demonstrated in a number of settings for 
ab initio molecular dynamics simulation, such as applications to the study of liquid acrylonitrile and methane systems [22]. 
In classical simulation with a PFF model, the latent variable is the induced dipole field. Head-Gordon and co-workers have 
generalized the idea of XLMD to accelerate the PFF simulation1 [1–3], and XLMD can significantly improve the efficiency of 
the numerical simulation when applied to systems such as water and solvated glycine [3]. It was found that in a number 
of cases, the number of self-consistent field iterations can be even set to zero, while the dynamics remains accurate and 
stable.

Despite the aforementioned successes of extended Lagrangian-type methods in practice, mathematical analysis on this 
topic remains scarce. In the context of AIMD, as the fictitious mass ε → 0, the convergence of CPMD has been established 
[25,6] for insulating systems with an O(

√
ε) convergence rate. In [17], the effectiveness of the XLMD method was studied 

in the linear response regime (with respect to both atomic and latent degrees of freedom). It was found that XLMD can be 
accurate for both insulating and metallic systems and that the convergence rate can be improved to be O(ε). However, such 
analysis was based on explicit diagonalization and perturbation theory, which is difficult to generalize to nonlinear systems.

In this paper, we give the first convergence analysis of the XLMD method in the context of the PFF model. Compared to 
the general setup of XLMD, the key mathematical simplification of the PFF model is that the self-consistent equations are 
linear with respect to the latent variables. Meanwhile, the dynamics for the atomic degrees of freedom are still general and 
nonlinear. The convergence of the XLMD method crucially depends on the initial value of the latent variables. We prove 
that when the initial condition of the latent variables is compatible (see Definition 1), the XLMD method converges, and 
the convergence rate is O(

√
ε) for both the atomic and the latent variables. When the dimension d′ of the latent variable 

is one (though the dimension of the atomic degrees of freedom can be arbitrary), we prove that the error for the atomic 
variables can be improved to O(ε). Numerical results verify that the rates of O(ε) and O(

√
ε), respectively, for the atomic 

and latent variables are sharp for arbitrary d′ . Meanwhile, the initial condition of the latent variables can be improved to 
be optimally compatible in a sense that we define. In such a case, numerical results indicate that the convergence rate of 
the atomic degrees of freedom remains O(ε), but the convergence rate of the latent variables improves to O(ε). We prove 
that when d′ = 1, the convergence rate of the latent variables is indeed O(ε). Our sharp proofs in the d′ = 1 case rely on 
certain special commutative properties which allow for detailed analysis of the one-dimensional harmonic oscillator with 
time-dependent mass. Hence the generalization of our sharp results to higher-dimensional systems may require nontrivial 
modifications.

The proof of our main results has two stages. The first stage views the atomic dynamics as fixed and focuses on the 
analysis of the auxiliary dynamics (i.e., the latent dynamics), which are described by a system of highly oscillatory ODEs. This 
stage adapts the analysis of [29] and also relates to existing work for more general highly oscillatory systems [8,12,15,9,10]. 
Compared to these latter works, our analysis differs in two aspects. First, the setup of the model and the target convergence 
rate are different. In the PFF model, the auxiliary dynamics are linear with multiple time-dependent frequencies, while, e.g., 
the recent work [8] considers possibly nonlinear oscillatory dynamics with multiple constant frequencies. In the d′ = 1 case, 
our analysis obtains O(ε) convergence when the dynamics are properly initialized, while the recent work [9] studies a more 
general scenario—in the sense that the dynamics can be arbitrarily initialized and the time-dependent frequency might 
vanish—but only obtains O(

√
ε) convergence. Second, our analysis does not rely on the theory of time averaging [5,26]

and thus does not require an ergodicity assumption. In this sense our analysis provides a complementary approach to 
understanding highly oscillatory dynamics.

After a careful understanding of the auxiliary dynamics is established, the second stage of our proof applies this under-
standing to derive the convergence of the atomic dynamics. While our general O(

√
ε) convergence result for the atomic 

dynamics can be obtained by applying a nonlinear version of variation of parameters formula in a standard way, our sharper 
O(ε) convergence in the d′ = 1 case requires more delicate analysis. The most interesting scenario arises when the initial 
condition for the auxiliary dynamics is only compatible but not optimally compatible. In this case, although the convergence 
of the auxiliary dynamics is only O(

√
ε), we can still bootstrap the weaker general convergence for the atomic dynamics to 

obtain O(ε) convergence for the atomic dynamics (see Lemma 8 and Remark 9), by using the specific structure of the PFF 
model together with a careful understanding of the asymptotics of the auxiliary dynamics. We believe that this analysis is 
a novel contribution to the theoretical understanding of the XLMD method.

Our analysis applies to XLMD method, which is specified by a set of deterministic ordinary differential equations. We 
remark that a variant of the XLMD method applies a thermostat to the latent variables [23], where a stochastic force term 
is introduced to balance possible accumulation of the numerical errors. It has been found numerically that the kinetic 
energy of the latent variables may accumulate in long-time ReaxFF simulations [28]. Mathematically, the introduction of a 
stochastic thermostat effectively enforces ergodicity of the latent variables in the limit ε → 0 and can simplify the analysis of 

1 The name of the method is “inertial extended Lagrangian with zero-self-consistent field iteration” (iEL/0-SCF).
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the method. For the PFF model, the stochastic extended Lagrangian molecular dynamics (S-XLMD) method [4] can converge 
with arbitrary initial condition for the latent variables. However, the convergence rate for the atomic degrees of freedom can 
only be O(

√
ε), which is weaker than that of the XLMD method with compatible initial conditions, at least in the context 

of short time simulation.
The rest of the paper is organized as follows. In Section 2, we discuss the mathematical setting of the XLMD method 

for the PFF model and state the main results. The details of the first part of the main result (error analysis when the 
dimension of the latent variables is arbitrary) are given in Section 3, while those of the second part (error analysis when 
the latent variable is one-dimensional) are given in Section 4. In fact Section 4 bootstraps from the error bound proved 
in the preceding Section 3, hence cannot be read independently. We validate the error analysis with numerical results in 
Section 5.

2. Problem setup and main results

In a simplified mathematical setting, the problem can be stated as follows. Let r ∈ Rd be the collection of atomic posi-
tions, and x ∈ Rd′

be the latent variable (the induced dipole in the polarizable force field model). Let F (r) be an external 
force involving only the atomic positions. Of particular interest is the case of a conservative force field, i.e., the case in which 
F is determined by an external potential field U (r) via F (r) = − ∂U

∂r (r).2 Let Q (r, x) be the interaction energy between the 
atoms and the latent variable. In the polarizable force field model, Q (r, x) is a quadratic function in terms of x:

Q (r, x) = 1

2
x�A(r)x− b(r)�x. (2.1)

Here the mappings b : Rd → Rd′
and A : Rd → Sd′

++ are smooth, where Sd′
++ denotes the set of real symmetric positive 

definite d′ × d′ matrices. For a given r, the latent variable x that minimizes the interaction energy is determined by the 
equation ∂Q

∂x (r, x) = 0, i.e., by the linear system of equations

A(r)x = b(r).

Since A(r) is positive definite and in particular invertible, the solution x(r) is unique for all r.
Then the polarizable force field simulation requires solving the following system of differential-algebraic equations

r̈�(t) = F (r�(t)) − ∂Q

∂r
(r�(t), x�(t)), (2.2a)

0 = b(r�(t)) − A(r�(t))x�(t), (2.2b)

for all 0 ≤ t ≤ t f , subject to certain initial conditions r�(0), ̇r�(0). Here the subscript � is used to indicate the exact solution 
of Eq. (2.2). For notational simplicity, we will also use p� to denote ṙ� later. Note that the initial condition for x need not 
be specified, since it can be determined from r�(0) through Eq. (2.2b).

In molecular dynamics simulation, we are generally more interested in the accuracy of the atomic trajectory r(t) than that 
of the latent variable x(t). Nonetheless, solving the linear system (2.2b) (typically by iterative methods for large systems of 
interest) is often the most costly step in a polarizable force field simulation. Following the setup of (2.2), the XLMD method 
can be introduced as follows. We first define an extended Lagrangian as

Lε = 1

2
|ṙε|2 + ε

2
|ẋε|2 − U (rε) − Q (rε, xε), (2.3)

where ε > 0 can be interpreted as a fictitious mass for the latent variable xε . The corresponding Euler-Lagrange equations 
are

r̈ε = F (rε) − ∂Q

∂r
(rε, xε), (2.4a)

εẍε = −∂Q

∂x
(rε, xε) = b(rε) − A(rε)xε. (2.4b)

Similar to our convention for the exact MD, we will also use pε to denote ṙε later. When the force F (r) is conservative, 
Eq. (2.4) is a singularly perturbed Hamiltonian system, and it can be discretized with symplectic or time-reversible inte-
grators to obtain long-time stability [12]. Note that the value of 

√
ε provides an upper bound for the time step of second 

order numerical integrators (up to a multiplicative constant) [20,3,2]. Therefore it is desirable choose ε to be not too small 
in practice. Although Eq. (2.4) introduces a systematic error in terms of ε, when ε is chosen properly, the XLMD method 

2 In fact our main results do not directly depend on any assumption of a conservative force, though we will use such an assumption to guarantee certain 
a priori bounds needed for our analysis.
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often outperforms the original (discretized) dynamics in terms of efficiency and long-time stability while still maintaining 
sufficient accuracy for the atomic trajectory.

Note that initial conditions for xε and ẋε are needed for (2.4). A natural choice for xε(0) is

xε(0) = x�(0) = A(r�(0))
−1b(r�(0)), (2.5)

which requires the linear system to be solved very accurately at the beginning. Moreover, a natural choice for ẋε(0) can also 
be derived as

ẋε(0) = ẋ�(0) = − A(r�(0))
−1

[
d∑

k=1

ṙ�,k(0)
∂ A

∂rk
(r�(0))

]
A(r�(0))

−1b(r�(0))

+ A(r�(0))
−1

[
d∑

k=1

ṙ�,k(0)
∂b

∂rk
(r�(0))

]
,

(2.6)

where the second equality can be obtained by differentiating Eq. (2.2b) and then letting t = 0.

Definition 1 (Optimally compatible and compatible initial condition). We say that we have chosen the optimally compatible initial 
condition if xε(0) and ẋε(0) are specified by Eqs. (2.5) and (2.6). If xε(0) satisfies Eq. (2.5) but ẋε(0) is only given in a way 
that is uniformly bounded with respect to ε, we say that we have chosen a compatible initial condition.

As we will see later, choosing a compatible initial condition is essential for the convergence of XLMD. In turn optimal 
compatibility can ensure even better convergence as ε → 0 for the latent variable.

Consider a fixed time interval [0, t f ] with t f = O(1) as ε → 0. Throughout the paper C will denote a sufficiently large 
constant that is independent of ε (though perhaps dependent on other aspects of the problem specification, e.g., the poten-
tial U ). Now we enumerate several technical assumptions that we need for our results.

Assumption 2. We make the following assumptions.

(i) A :Rd → Sd′
++ is a C3 map, and there exists C > 0 such that A(r) 	 C−1 for all r ∈ Rd .

(ii) b :Rd →Rd′
is a C3 map.

(iii) F : Rd → Rd is a C2 map.
(iv) All the initial values for (r�, p�) and (rε, pε, xε, ̇xε) are bounded independently of ε, with r�(0) = rε(0), p�(0) = pε(0).
(v) There exist unique solutions for the systems (2.2) and (2.4) on [0, t f ]. Furthermore, the solutions r�, rε, xε are C3

functions and satisfy a priori bounds 
∣∣∣ dkr�
dtk

∣∣∣ , ∣∣∣ dkrε
dtk

∣∣∣ ≤ C for k = 0, 1, 2, and |xε|, √ε|ẋε| ≤ C , where C is a constant 
independent of ε.

The first assumption that A is globally positive definite is physical and satisfied in the PFF model [3]. Furthermore, in 
the PFF model, the vector b corresponds to the electric field contribution due to permanent electrostatics in the system, 
and F is associated with the potential energy for the current atomic configuration. Both are smooth in the PFF model, 
so the second and third assumptions are also satisfied. The fourth assumption can be satisfied by properly initializing the 
dynamics, independently of ε, as is the common convention in practical simulation. The last assumption assumes the global 
existence and uniqueness of the solutions of both the exact MD (2.2) and the XLMD (2.4) with a priori estimates that are 
important for our analysis. If F is obtained as the gradient of a potential U bounded from below and b is bounded, then the 
last assumption follows from the preceding assumptions (i), (ii), (iii), and (iv). We summarize this remark in the following 
proposition.

Proposition 3. Consider the conservative force F = − ∂U
∂r , where U : Rd → R is a C2 map bounded from below. Assume moreover 

that b is bounded. Then in Assumption 2, statements (i), (ii), (iii), and (iv) imply statement (v).

The proof is given in the Appendix. Now we may state our main result.

Theorem 4. Let (r�, p�) solve the exact MD in Eq. (2.2) and (rε, pε, xε, ̇xε) solve the XLMD in Eq. (2.4), and assume that the initial 
condition for the latent variable is compatible according to Definition 1. Then under Assumption 2,

(i) for general d′ , there exists an ε-independent constant C > 0 such that

|rε(t) − r�(t)|, |pε(t) − p�(t)| ≤ Cε1/2 (2.7)

for all t ∈ [0, t f ]. Under these conditions, we also have that
4
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|xε(t) − x�(t)| ≤ Cε1/2 (2.8)

for all t ∈ [0, t f ].
(ii) if d′ = 1, then we have a sharp estimate

|rε(t) − r�(t)|, |pε(t) − p�(t)| ≤ Cε (2.9)

for all t ∈ [0, t f ]. Under these conditions, we have that (2.8) holds in general, but if the initial condition is moreover optimally 
compatible, then we have the tighter estimate

|xε(t) − x�(t)| ≤ Cε. (2.10)

for all t ∈ [0, t f ].

The proof of (i) and (ii) of Theorem 4 will be given in Section 3 and Section 4, respectively. Numerical results in Section 5
confirm that the estimate in Eq. (2.9) is sharp. They also indicate that the estimates in (ii) should in fact hold for general 
d′ , but a sharp result for general d′ is beyond the framework of our analysis.

3. Error analysis for any d′

We first briefly sketch the main idea for proving Eq. (2.7). It is helpful to take a more abstract perspective to see how 
we will proceed from our understanding of the dynamics of the x variable to that of the r variable. By defining

G(r, x) := F (r) −
[
1

2
x� ∂ A

∂r
(r)x− ∂b�

∂r
(r)x

]
, (3.1)

and plugging Eq. (2.2b) into Eq. (2.2a), we can rewrite the exact MD in terms of (r, p) as

ṙ� = p�, (3.2a)

ṗ� = G(r�, A(r�)
−1b(r�)). (3.2b)

The XLMD reads as

ṙε = pε, (3.3a)

ṗε = G(rε, xε) (3.3b)

εẍε = b(rε) − A(rε)xε. (3.3c)

Since XLMD only introduces a singular perturbation on the latent variable, it is reasonable to expect that xε is close to 
A−1(rε)b(rε) up to a small perturbation. If so, intuitively, (rε, pε) is governed by a system of ODEs which is only a small 
perturbation of Eq. (3.2). Given the same initial value for (r�, p�) and (rε, pε), this implies that (rε, pε) is also a small 
perturbation of (r�, p�).

To prove that xε is indeed a small perturbation of A−1(rε)b(rε), it is useful to think of the trajectory rε as being fixed 
and then study the behavior of xε according to Eq. (2.4b), which can be viewed as a linear inhomogeneous ODE with 
time-dependent coefficients. We may then use variation of parameters to prove Eq. (2.7).

Since we expect that xε ≈ A(rε)−1b(rε), we define the new residual variable

yε := xε − A(rε)
−1b(rε).

From Eq. (3.3c), the evolution of yε is given by

ε ÿε = −A(rε)yε + εψε, (3.4)

where

ψε := − d2

dt2
[
A(rε)

−1b(rε)
]
. (3.5)

By Assumption 2, there exists C such that |ψε| ≤ C , uniformly in ε. By the definition of yε , the initial conditions for yε and 
ẏε are given by

yε(0) = 0, ẏε(0) = z0, (3.6)

where z0 is uniformly bounded in ε. Note that by construction z0 = 0 in the optimally compatible case.
5
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It is natural to approach the inhomogeneous linear system of ODEs (3.4) via Duhamel’s principle, which suggests to 
study the corresponding homogeneous linear system for all starting times s ∈ [0, t f ]. To wit, now consider the homogeneous 
equation

ε ¨̃yε = −A(rε)̃yε, (3.7a)

ỹε(s) = η0, ˙̃yε(s) = ξ0, (3.7b)

where the starting time s and initial values η0, ξ0 are arbitrary. We define the flow map for the homogeneous system (3.7)
by

�s,t
ε (η0, ξ0) =

(
ỹε(t)
˙̃yε(t)

)
(3.8)

for t ≥ s, where ỹε is the solution of (3.7). Define

Kε(t) = A(rε(t))
1/2, (3.9)

where the matrix square root operation is well defined due to Assumption 2(i). Also define Us
ε,+(t) to be the solution of 

the following initial value problem

U̇ s
ε,+(t) = ıε−1/2Kε(t)U

s
ε,+(t), Us

ε,+(s) = Id′ . (3.10)

In ‘physicists’ notation, one writes

Us
ε,+(t) := T eıε−1/2

∫ t
s Kε(t′)dt′ , (3.11)

where T is the ‘time ordering operator’. Note that this is merely a notation and can be ignored in favor of the formal 
definition.

Similarly define

Us
ε,−(t) = T e−ıε−1/2

∫ t
s Kε(t′)dt′ , (3.12)

i.e., Us
ε,−(t) solves

U̇ s
ε,−(t) = −ıε−1/2Kε(t)U

s
ε,−(t), Us

ε,−(s) = Id′ . (3.13)

By construction Us
ε,+ and Us

ε,− are unitary matrices for all t .

Lemma 5. Let �s,t
ε (η0, ξ0) be the flow map of the homogeneous system (3.7). Then

(i) �
s,t
ε (η0, ξ0) can be written in the form

�s,t
ε (η0, ξ0) =

(
Us

ε,+(t)csε,+(t) + Us
ε,−(t)csε,−(t)

ıε−1/2Kε(t)
[
Us

ε,+(t)csε,+(t) − Us
ε,−(t)csε,−(t)

] )
,

where csε,+(t) and csε,−(t) follow the estimates

|csε,+(t)|, |csε,−(t)| ≤ C(|η0| + ε1/2|ξ0|). (3.14)

Here C is independent of ε, η0 and ξ0 .
(ii) � follows the estimate

�s,t
ε (η0, ξ0) =

(
O(|η0| + ε1/2|ξ0|)
O(ε−1/2|η0| + |ξ0|)

)
. (3.15)

Proof. For notational simplicity we will omit the dependence on ε from the subscripts and the explicit time dependence 
on s, t . Consider the ansatz

ỹ = U+c+ + U−c−, (3.16)

where c+ and c− are to be determined. Following the idea of variation of parameters, we assume

U+ċ+ + U−ċ− = 0. (3.17)

Therefore we have
6
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˙̃y = U̇+c+ + U̇−c− = ıε−1/2(KU+c+ − KU−c−), (3.18)

and

¨̃y = −ε−1(K 2U+c+ + K 2U−c−) + ıε−1/2(K̇ U+c+ − K̇ U−c−) + ıε−1/2(KU+ċ+ − KU−ċ−)

= −ε−1A ỹ + ıε−1/2(K̇ U+c+ − K̇ U−c−) + ıε−1/2(KU+ċ+ − KU−ċ−).

Compare with the homogeneous ODE (3.7),

ıε−1/2(K̇ U+c+ − K̇ U−c−) + ıε−1/2(KU+ċ+ − KU−ċ−) = 0. (3.19)

Therefore we obtain an ODE system of c+ and c− ,

U+ċ+ + U−ċ− = 0 (3.20a)

K̇ U+c+ − K̇ U−c− + KU+ċ+ − KU−ċ− = 0, (3.20b)

or equivalently,

ċ+ = −1

2
U−1+ K−1 K̇ U+c+ + 1

2
U−1+ K−1 K̇ U−c− (3.21a)

ċ− = 1

2
U−1− K−1 K̇ U+c+ − 1

2
U−1− K−1 K̇ U−c−. (3.21b)

Here all the matrices in this ODE system are uniformly bounded. Specifically, U+ and U− are unitary matrices, K−1 is 
bounded due to Assumption 2 (and in particular a priori bounds for rε), and K̇ is bounded by way of our a priori bounds for 
rε and ṙε . Then by Grönwall’s inequality, we have the bounds

|c+(t)| ≤ C(|c+(s)| + |c+(s)|), |c−(t)| ≤ C(|c−(s)| + |c−(s)|), (3.22)

i.e., c+ and c− can be totally controlled by their initial values up to a multiplicative constant C , independent of ε and the 
initial values. (Recall that t f = O (1) in ε, though our constant would grow exponentially in the final time t f if it were 
treated as an independent variable.) To bound initial values, let t = s in Eqs. (3.16) and (3.18):

c+(s) + c−(s) = η0

c+(s) − c−(s) = −ıε1/2K (s)−1ξ0,

and

c+(s) = 1

2
(η0 − ıε1/2K (s)−1ξ0)

c−(s) = 1

2
(η0 + ıε1/2K (s)−1ξ0),

(3.23)

which, together with (3.22), indicates the bounds

|c+(t)| ≤ C(η0 + ε1/2ξ0), |c−(t)| ≤ C(η0 + ε1/2ξ0).

Plugging these back into Eqs. (3.16) and (3.18), we get the desired bound for �s,t
ε (η0, ξ0). �

We now return to the residual system (3.4). By introducing the auxiliary variable zε := ẏε , this system can be reformu-
lated as a first-order system(

ẏε

żε

)
=

(
zε

−ε−1Ayε

)
+

(
0

ψε(t)

)
Then by Duhamel’s principle,

(
yε(t)
zε(t)

)
= �0,t

ε (0, z0) +
t∫

0

�s,t
ε (0,ψε(s)) ds.

Now by Lemma 5, the next lemma follows directly.
7
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Lemma 6. Let yε be the solution to the residual system (3.4). Then

|yε| ≤ Cε1/2, | ẏε| ≤ C

on [0, t f ].

Now we are ready to complete the proof of the estimate (2.7).

Proof of Theorem 4(i). Substituting yε = xε − A(rε)−1b(rε) into Eq. (3.3), the dynamics for (rε, pε) are given by

ṙε = pε (3.24a)

ṗε = G(rε, A(rε)
−1b(rε)) + eε, (3.24b)

where

eε = x�
ε

(
∂ A

∂r
(rε)

)
yε + 1

2
y�
ε

(
∂ A

∂r
(rε)

)
yε − ∂b�

∂r
(rε)yε. (3.25)

Note that Eq. (3.24) only differs from Eq. (3.2) by the extra term eε . Then by the Alekseev-Gröbner lemma (cf., Theorem 
14.5 of [13])(

rε(t)
pε(t)

)
=

(
r(t)
p(t)

)
+

t∫
0

Rs,t(rε(s), pε(s))

(
0

eε(s)

)
ds, (3.26)

where

Rs,t(η, ξ) = [∂η	s,t(η, ξ), ∂ξ	
s,t(η, ξ)],

with 	s,t(η, ξ) ∈ R2d denoting the solution of Eq. (3.2) with starting time s and initial values r(s) = η, p(s) = ξ . Now the 
derivative of the solution of an ODE with respect to its initial condition can be obtained by solving an ODE (cf., Theorem 
14.3 of [13]):

∂

∂t
Rs,t(η, ξ) =

(
0 Id

∂h
∂r (	

s,t(η, ξ)) 0

)
Rs,t(η, ξ)

Rs,s(η, ξ) = I2d,

where h(r) represents the right hand side of Eq. (3.2b). By our system of ODEs satisfied by Rs,t(η, ξ), together with Assump-
tion 2 (including the a priori bounds for rε and pε) and Grönwall’s inequality, we have that Rs,t(rε(s), pε(s)) is bounded 
independently of ε and s ∈ [0, t f ]. Therefore, Eq. (3.26) implies

|rε − r�|, |pε − p�| ≤ C sup
t∈[0,t f ]

|eε(t)|

on [0, t f ]. Then the definition of eε (i.e., Eq. (3.25)) and Lemma 6, together with the a priori bounds for rε and pε , imply 
that

|eε(t)| ≤ C |yε(t)| ≤ Cε1/2,

where C has been possibly enlarged in the second inequality, and thus

|rε − r�|, |pε − p�| ≤ Cε1/2 (3.27)

on [0, t f ].
The error bound for xε can then be obtained as follows. First compute

|xε(t) − x�(t)| ≤ |xε(t) − A(rε(t))
−1b(rε(t))| + |A(rε(t))

−1b(rε(t)) − A(r�(t))
−1b(r�(t))|

= |yε(t)| + |A(rε(t))
−1b(rε(t)) − A(r�(t))

−1b(r�(t))|
≤ Cε1/2 + | f (rε(t)) − f (r�(t))|,

where we have used Lemma 6 in the last inequality, and we have defined f (r) := A(r)−1b(r). Now since the eigenvalues of 
A(r) are uniformly bounded away from zero, f is a C1 function. Together with the a priori bounds on rε and r� , we have 
| f (rε(t)) − f (r�(t))| ≤ C |rε(t) − r�(t)| for C independent of t, ε. Then by (3.27), the bound |xε − x�| ≤ Cε1/2 follows. �
8
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4. Sharp error analysis for d′ = 1

We focus on the case when the dimension of the latent variable satisfies d′ = 1. We retain all definitions made 
above for general d. Since d′ = 1, we denote kε = K (rε) to emphasize that this is a scalar quantity. Moreover, Us

ε,±(t) =
e±ı(κε(t)−κε(s))/

√
ε , where κε(t) =

∫ t
0 kε(s) ds. Note that since kε(t) ≥ C−1 for all t , κ is then strictly increasing with 

κ̇ε(t) = kε(t) ≥ C−1. Then the inverse mapping κ−1 is well-defined. Moreover, recall our uniform bounds (in ε) over 
kε(t) = K (rε(t)), as well as k̇ε and k̈ε (following from the bounds on rε, ̇rε, ̈rε), from which we have in particular that 
|κ̇ |, |κ̈| ≤ C .

Lemma 7. Let �s,t
ε (η0, ξ0) be the flow map of the homogeneous system (3.7). Then

�s,t(0, ξ0) =
⎛⎝ ε1/2kε(t)−1/2kε(s)−1/2 sin

(
κε(t)−κε(s)√

ε

)
ξ0

kε(t)1/2kε(s)−1/2 cos
(

κε(t)−κε(s)√
ε

)
ξ0

⎞⎠ +
( O(ε)

O(ε1/2)

)
.

Proof. The arguments used to prove this lemma are adapted from [29], where similar asymptotics are used to study Hermite 
polynomials.

As in the proof of Lemma 5, we omit dependence on ε from the subscripts. Then we reproduce (3.21) from our proof of 
Lemma 5 above with somewhat modified notation:

ċ+ = −1

2
U−1+ k−1k̇U+c+ + 1

2
U−1+ k−1k̇U−c−,

ċ− = 1

2
U−1− k−1k̇U+c+ − 1

2
U−1− k−1k̇U−c−.

Since d′ = 1, we can now commute operators to obtain

ċ+ = − k̇

2k
c+ + k̇

2k
e−2ıκ/

√
εc−,

ċ− = − k̇

2k
c− + k̇

2k
e2ıκ/

√
εc+.

We introduce new variables γ+(t) := k(t)1/2c+(t) and γ−(t) := k(t)1/2c−(t). Note that

γ̇+ = k1/2ċ+ + k̇

2k1/2
c+ = k̇

2k1/2
e−2ıκ/

√
εc−,

we have

γ̇+ = k̇

2k
e−2ıκ/

√
εγ−, γ̇− = k̇

2k
e2ıκ/

√
εγ+.

Recall our estimates (note that here we only focus on the case η0 = 0)

|c+|, |c−| ≤ Cε1/2|ξ0|
from Lemma 5. It follows that

|γ+|, |γ−|, |γ̇+|, |γ̇−| ≤ Cε1/2|ξ0|.
The basic idea is that via ODEs for γ+, γ− , we know that γ+(t) − γ+(s) can be written as an oscillatory integral of γ− . 
Meanwhile, our bounds on γ̇− give us control over the oscillation of γ− , which guarantees some cancellation (corresponding 
to a factor of 

√
ε) in the oscillatory integral. The same reasoning applies with the roles of γ+ and γ− exchanged.

Now we carry out this argument. Write

γ+(t) − γ+(s) =
t∫

s

γ̇+(τ )dτ

=
t∫

s

k̇(τ )

2k(τ )
e−2ıκ(τ )/

√
εγ−(τ )dτ

=
κ(t)∫

κ(s)

k̇(κ−1(u))

2k(κ−1(u))
e−2ıu/

√
εγ−(κ−1(u))

[
κ−1]′ (u)du.
9
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Define

f (u) := k̇(κ−1(u))

2k(κ−1(u))

[
κ−1]′ (u)γ−(κ−1(u)).

By our previous discussion of uniform bounds, we have | f |, | f ′| ≤ Cε1/2|ξ0|. Then we rewrite our integral and integrate by 
parts:

γ+(t) − γ+(s) =
κ(t)∫

κ(s)

f (u)e−2ıu/
√

ε du

= −
√

ε

2ı

⎛⎜⎝[
f (u)e−2ıu/

√
ε
]u=κ(t)

u=κ(s)
−

κ(t)∫
κ(s)

f ′(u)e−2ıu/
√

ε du

⎞⎟⎠ ,

so

γ+(t) = γ+(s) +O(ε),

i.e.,

k(t)1/2c+(t) = k(s)1/2c+(s) +O(ε).

Then by the uniform bound of k(t)−1, we have

c+(t) = k(t)−1/2k(s)1/2c+(s) +O(ε) = −1

2
ıε1/2k(t)−1/2k(s)−1/2ξ0 +O(ε).

A similar result holds for γ− by equivalent reasoning:

c−(t) = 1

2
ıε1/2k(t)−1/2k(s)−1/2ξ0 +O(ε).

Therefore by Lemma 5 the flow map is given by

�s,t(0, ξ0) =
(

eı(κ(t)−κ(s))/
√

εc+(t) + e−ı(κ(t)−κ(s))/
√

εc−(t)

ıε−1/2k(t)[eı(κ(t)−κ(s))/
√

εc+(t) − e−ı(κ(t)−κ(s))/
√

εc−(t)]

)

=
⎛⎝ ε1/2k(t)−1/2k(s)−1/2 sin

(
κ(t)−κ(s)√

ε

)
ξ0

k(t)1/2k(s)−1/2 cos
(

κ(t)−κ(s)√
ε

)
ξ0

⎞⎠ +
(

O(ε)

O(ε1/2)

)
. �

Now we turn again to the inhomogeneous residual system (3.4).

Lemma 8. Let yε be the solution to the residual system (3.4) with yε(0) = 0. Then for t ∈ [0, t f ],
(

yε(t)
ẏε(t)

)
=

⎛⎝ ε1/2k(t)−1/2k(0)−1/2 sin
(

κ(t)√
ε

)
z0

k(t)1/2k(0)−1/2 cos
(

κ(t)√
ε

)
z0

⎞⎠ +
(

O(ε)

O(ε1/2)

)
.

Proof. Recall that by introducing the auxiliary variable zε := ẏε , this system can be reformulated as the first-order system(
ẏε(t)
żε(t)

)
=

(
zε(t)

−ε−1A(t)yε(t)

)
+

(
0

ψε(t)

)
,

and Duhamel’s principle yields

(
yε(t)
zε(t)

)
= �0,t

ε (0, z0) +
t∫

0

�s,t
ε (0,ψε(s)) ds.

Thus, by Lemma 7, it suffices to show that
10
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t∫
0

�s,t
ε (0,ψε(s)) ds =

(
O(ε)

O(ε1/2)

)
.

Also by Lemma 7 we have that

�s,t
ε (0,ψε(s)) =

⎛⎝ ε1/2k(t)−1/2k(s)−1/2 sin
(

κ(t)−κ(s)√
ε

)
ψε(s)

k(t)1/2k(s)−1/2 cos
(

κ(t)−κ(s)√
ε

)
ψε(s)

⎞⎠ +
(

O(ε)

O(ε1/2)

)
.

Thus it suffices to show that

Iε :=
t∫

0

sin

(
κ(t) − κ(s)√

ε

)
k(s)−1/2ψ(s)ds = O(ε1/2)

and

Jε :=
t∫

0

cos

(
κ(t) − κ(s)√

ε

)
k(s)−1/2ψ(s)ds = O(ε1/2).

Changing variables by u = κ(s) we obtain

Iε =
κ(t)∫
0

sin

(
κ(t) − u√

ε

)[
κ−1]′ (u)k(κ−1(u))−1/2ψ(κ−1(u))du.

Now define

g(u) := [
κ−1]′ (u)k(κ−1(u))−1/2ψ(κ−1(u)).

As in the argument in Lemma 7, we will need that |g|, |ġ| ≤ C uniformly in ε. This could be guaranteed if we knew that 
|ψ̇ | ≤ C . (We have already seen that |ψ | is uniformly bounded.) Recall that

ψ(t) = − d2

dt2
[
A(rε(t))

−1b(rε(t))
]
,

so by the C3 assumption on A, b, it will suffice to show a uniform bound on 
∣∣ d3rε

dt3

∣∣. Now differentiating the XLMD sys-
tem (3.3) we see that it then suffices to obtain a uniform bound on |ẋε |. But then it suffices to obtain a uniform bound 
on | ẏε|, since yε = xε − A−1(rε)b(rε). Indeed, such a bound has already been obtained (Lemma 6). Then in conclusion, 
|g|, |ġ| ≤ C uniformly in ε, as desired.

Now rewrite the integral for Iε and integrate by parts:

Iε =
κ(t)∫
0

sin

(
κ(t) − u√

ε

)
g(u)du

= −ε1/2

⎛⎝[
cos

(
κ(t) − u√

ε

)
g(u)

]u=κ(t)

u=0
−

κ(t)∫
0

cos

(
κ(t) − u√

ε

)
g′(u)du

⎞⎠ ,

from which it follows that Iε = O(ε1/2). The result Jε = O(ε1/2) is obtained similarly. This finishes the proof of the 
lemma. �
Remark 9. Observe that yε is in fact O(ε) in the case of optimally compatible initial condition, i.e., z0 = 0. Then in this case, 
to establish the O(ε) errors in (r, p), we may follow the idea of coarse estimate in Proof of Theorem 4(i) in Section 3 and 
apply the theorem of Alekseev and Gröbner. However, we present a more general proof below that encompasses both the 
compatible and the optimally compatible initial conditions. We have obtained a very precise understanding of the oscillatory 
nature of yε—in fact, an explicit formula up to an error of order O(ε)—and this in fact only yields an error of O(ε), even 
in the case of non-optimally-compatible z0.
11
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Completion of the proof for the sharp estimate (2.9). Recall the XLMD system (3.3):

r̈ε = G(rε, xε)

εẍε = b(rε) − A(rε)xε

and the exact MD (3.2)

r̈� = G
(
r�, A(r�)

−1b(r�)
)
.

Now we already know that |yε| ≤ Cε1/2 by Lemma 6, and moreover xε = yε + A(rε)−1b(rε), so it follows that |xε −
A(rε)−1b(rε)| ≤ Cε1/2. Moreover, we know that |rε − r�| ≤ Cε1/2 as well from the coarse estimate, so |xε − A(r�)−1b(r�)| ≤
Cε1/2. Then by the Taylor expansion of G(rε, xε) around (r�, A(r�)−1b(r�)), it follows that

r̈ε =G(r�, A(r�)
−1b(r�)) +

[
∂G

∂r

(
r�, A(r�)

−1b(r�)
)] [rε − r�]

+
[

∂G

∂x

(
r�, A(r�)

−1b(r�)
)] [xε − A(r�)

−1b(r�)] +O(ε).

A further Taylor expansion tells that

xε − A(r�)
−1b(r�) = xε −

[
A(rε)

−1b(rε) − ∂(A−1b)

∂r
(r�)[rε − r�] +O(ε)

]
= yε + ∂(A−1b)

∂r
(r�)[rε − r�] +O(ε).

Then

r̈ε =G(r�, A(r�)
−1b(r�))

+
[

∂G

∂r

(
r�, A(r�)

−1b(r�)
) + ∂G

∂x

(
r�, A(r�)

−1b(r�)
) ∂(A−1b)

∂r
(r�)

]
[rε − r�]

+
[

∂G

∂x

(
r�, A(r�)

−1b(r�)
)]

yε +O(ε).

Define

ϒ(t) := ∂G

∂r

(
r�, A(r�)

−1b(r�)
) + ∂G

∂x

(
r�, A(r�)

−1b(r�)
) ∂(A−1b)

∂r
(r�),

�(t) := ∂G

∂x

(
r�, A(r�)

−1b(r�)
)
.

Note that ϒ and � do not depend on the parameter ε. Then we can write the dynamics for rε more simply as

r̈ε = G(r�, A(r�)
−1b(r�)) + ϒ[rε − r�] + �yε +O(ε).

Define a new variable θε := rε − r� , which measures the error in the r variable. Subtracting the ODEs for rε and r� we obtain

θ̈ε = ϒθε + �yε +O(ε).

Of course, since we have chosen rε(0) = r�(0) and ṙε(0) = ṙ�(0), we have the initial conditions θε(0) = 0, θ̇ε(0) = 0.
We view the ODE for θε as a perturbation of the homogeneous ODE

¨̃θε = ϒθ̃ε.

The solution of this homogeneous ODE can be given as(
θ̃ (t)
˙̃θ(t)

)
= �s(t)

(
θ̃ (s)
˙̃θ(s)

)
where

�s(t) = T exp

⎛⎝ t∫ (
0 1

ϒ(τ) 0

)
dτ

⎞⎠ .
s

12
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Here we have used the time ordering notation introduced earlier. Since t �→ ϒ(t) is C1, �s(t) is C1 in both t and s (cf., 
Theorems 14.3, 14.4 of [13]). Then by Duhamel’s principle, we have

(
θ(t)
θ̇(t)

)
=

t∫
0

�s(t)

(
0

�(s)yε(s)

)
ds +O(ε)

=
t∫

0

�s(t)

(
0

ε1/2�(s)kε(s)−1/2kε(0)−1/2 sin
(

κε(s)√
ε

)
z0

)
ds +O(ε)

= ε1/2kε(0)
−1/2z0

t∫
0

�(s)kε(s)
−1/2�s(t)

(
0

sin
(

κε(s)√
ε

) )
ds +O(ε),

where in the last two steps we have used Lemma 8. So we have reduced our problem to showing that the oscillatory 
integral

t∫
0

�(s)kε(s)
−1/2�s(t)

(
0

sin
(

κε(s)√
ε

) )
ds

is O(ε1/2), where the product in the integrand is a matrix-vector multiplication. This is a key difference from the estimate 
for general d′ .

Note that �(s), kε(s), �s(t) are all C1 in s and bounded uniformly in ε, we can employ the integration-by-parts argument 
used for oscillatory integrals above, i.e., we can rewrite the integral as

−ε1/2

⎛⎝[
�(t)kε(t)

−1/2�t(t)

(
0

cos
(

κε(s)√
ε

) )]
−

t∫
0

d
[
�(s)kε(s)−1/2�s(t)

]
ds

(
0

cos
(

κε(s)√
ε

) )
ds

⎞⎠ ,

which is evidently O(ε1/2).
This completes the proof that rε − r�, pε − p� =O(ε). To conclude the proof of Theorem 4(ii), we obtain the error bound 

for xε by essentially copying the argument at the end of the proof of Theorem 4(i). To wit, we recall from the said argument 
that

|xε(t) − x�(t)| ≤ |yε(t)| + C |rε(t) − r�(t)|
for t ∈ [0, t f ], where C is independent of t, ε. We just showed that the second term on the right-hand side of this inequality 
is O(ε). Meanwhile, by Lemma 8 we have that yε(t) = O(ε1/2) in the general case of compatible initial condition and 
yε(t) =O(ε) in the case of optimally compatible initial condition. Hence xε − x� is O(ε1/2) in the former case and O(ε) in 
the latter. This explains why the error of the latent variable differs between the compatible and optimally compatible cases, 
in spite of the fact that O(ε) error is achieved by rε, pε in both cases. �
5. Numerical results

In this section we study the numerical performance of XLMD under different initial conditions for the latent variable x. 
We first discuss standard approaches for time discretization and then demonstrate the convergence order in ε using a model 
system. Interested readers may find numerical simulations of XLMD for real systems in, e.g., [3,22], and especially [22] for 
an O(ε) convergence in real systems.

5.1. Time discretization

In general, the dynamics Eq. (2.4) can be discretized by any standard numerical schemes for solving ODEs, such as Runge-
Kutta methods and multistep methods. However, in practice, the force F (r) is usually conservative and determined by an 
external potential field U (r) via F (r) = − ∂U

∂r (r). In this case, Eq. (2.4) becomes a singularly perturbed Hamiltonian system. 
Specifically, one can rewrite Eq. (2.4) as a system of first order ODEs

ṙε = pε, (5.1a)

ṗε = −∂U
(rε) − ∂Q

(rε, xε), (5.1b)

∂r ∂r

13
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ẋε = 1

ε
zε, (5.1c)

żε = −∂Q

∂x
(rε, xε). (5.1d)

The corresponding Hamiltonian is

H(r, p, x, z) = 1

2
|p|2 + 1

2ε
|z|2 + U (r) + Q (r, x). (5.2)

Therefore it can be discretized with symplectic or time-reversible integrators to obtain long-time stability (see e.g. [12]).
The most widely used symplectic scheme is the Verlet scheme. For XLMD, a single step of propagation for Eq. (2.4) is 

given as

pn+1/2 = pn + h

2

(
F (rn) − ∂Q

∂r
(rn, xn)

)
, (5.3a)

zn+1/2 = zn − h

2ε

∂Q

∂x
(rn, xn), (5.3b)

rn+1 = rn + hpn+1/2, (5.3c)

xn+1 = xn + hzn+1/2, (5.3d)

pn+1 = pn+1/2 + h

2

(
F (rn+1) − ∂Q

∂r
(rn+1, xn+1)

)
, (5.3e)

zn+1 = zn+1/2 − h

2ε

∂Q

∂x
(rn+1, xn+1). (5.3f)

Here h is the time step size for discretization, and (rn, pn, xn, zn) is the numerical approximation3 of (rε, pε, xε, ̇xε) at time 
t = nh. The Verlet scheme is a symplectic and symmetric second-order scheme. Furthermore, it is an explicit scheme, and 
only one evaluation of ∂Q /∂x is required per step. Thus the computational cost of a single time step is significantly less 
than the analogous cost for the exact MD, in which the linear system ∂Q /∂x = 0 must be solved at each step. On the other 
hand, the time step size h of the Verlet scheme is constrained by stability conditions. Specifically, the time step size h should 
be smaller than 2/ω where ω is the largest frequency of the oscillations [12, Section I.5.1]. In the context of XLMD, the fast 
dynamics are the auxiliary dynamics with fictitious mass ε, leading to the limitation on the time step size h ≤ O(

√
ε)4. In 

practice, it has been found that the choice h = O(
√

ε) in fact yields a good balance between accuracy and efficiency and 
achieves significant speedup relative to direct MD simulation [20,3,2].

5.2. Convergence order in ε

We study the convergence order of XLMD under different initial conditions for the latent variable x, using a toy model 
with

U (r) = 1

4
|r|4 + cos

⎛⎝2
3∑

j=1

r j

⎞⎠ , r = (r1, r2, r3)
� ∈ R3,

Here A(r) a sparse matrix in R20×20 with non-zero entries

Ak,k(r) = 2+ |r|2, 1 ≤ k ≤ 20,

Ak,k+1(r) = Ak+1,k(r) = −1, 1 ≤ k ≤ 19,

Ak,k+2(r) = Ak+2,k(r) = 1

2
(1 − |r|2), 1 ≤ k ≤ 18,

and we define b(r) ∈ R20 by

bk(r) = sin

(
k

10
r1 +

(
1− k

20

)
r2 + r3

)
, ∀1 ≤ k ≤ 20.

The exact dynamics are initialized with conditions

3 We have slightly abused notation since zn here differs from zε(t) in Eq. (5.1) by a factor of ε. We adopt this notation to follow the convention of the 
Verlet scheme and facilitate the initialization of the dynamics.
4 For the PFF model, the limitation on the time step size becomes h ≤ 2

√
ε/‖A‖.
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Fig. 5.1. Numerical error versus ε for different initial conditions. In the legend, r, p, x indicate the variable for which the error is measured. Moreover OCI 
is short for the optimally compatible initial condition, CI for the compatible initial condition, and NCI for the incompatible initial condition.

Table 5.1
Numerically estimated order of convergence of XLMD for different initial conditions.

Estimated order of convergence

r p x

Optimally compatible 1.0067 1.0076 1.0021
Compatible 1.0066 1.0055 0.5351

r�(0) = (0,0.5,1)�, p�(0) = (1,0.5,−1)�.

The Verlet scheme [31] is used to propagate both the exact dynamics and the XLMD. The time step size is fixed to be 10−5, 
and the time interval is fixed to be [0, 5].

For XLMD, we initialize the dynamics with

rε(0) = r�(0), pε(0) = p�(0),

and we consider three types of initial condition for the latent variables.

• Optimally compatible initial condition:

xε(0) = x�(0), ẋε(0) = ẋ�(0),

computed via Eqs. (2.5) and (2.6),
• Compatible initial condition:

xε(0) = x�(0), ẋε(0) = (0, · · · ,0)�.

• Incompatible initial condition:

xε(0) = x�(0) + 1

2
(1,−1,1,−1, · · · ,1,−1)�, ẋε(0) = (0, · · · ,0)�.

We perform the time propagation for each choice until the same final time and then measure the errors by computing 
maxt∈[0,5] |rε(t) − r�(t)|, maxt∈[0,5] |pε(t) − p�(t)|, and maxt∈[0,5] |xε(t) − x�(t)|.

The errors of the variables r, p, x under different initial conditions and different choices of ε are shown in Fig. 5.1, and 
numerical estimates of asymptotic error scales are shown in Table 5.1. As ε goes to 0, both optimally compatible and com-
patible initial conditions yield greater accuracy, while there is no convergence if the initial condition of x is incompatible. 
This shows that XLMD is only effective when the auxiliary system is correctly initialized. The convergence orders of r and 
p are 1 for both optimally compatible and compatible initial conditions, while the optimally compatible initial condition 
allows for better convergence in x than does the compatible initial condition.

Compared to our main theoretical result Theorem 4, we find that the error bounds that we obtained for the setting of 
d′ = 1 are sharp in all cases, even when d′ > 1. Our analysis for general d′ is in fact sharp for the error in x when the 
initial condition is only compatible. However, it is not sharp for the errors in r and p, nor for the error in x in the case of 
optimally compatible initial condition.
15
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Appendix A. Proof of Proposition 3

Proof. The proposition is proved as follows: first we establish the existence and uniqueness of the solution on a neigh-
borhood of 0 by referring to standard theorems, then we prove the desired a priori bounds for the solution on this 
neighborhood. The global existence and uniqueness on the entire time interval, as well as the bounds, can be then es-
tablished by an extension theorem. Throughout the proof ε is viewed as a fixed positive parameter.

By introducing zε = √
εẋε , we first rewrite the exact MD as a first-order system of differential equations

ṙ�(t) = p�(t),

ṗ�(t) = F (r�(t)) −
[
1

2
b�A−1 ∂ A

∂r
A−1b − ∂b�

∂r
A−1b

]
(r�(t)),

(A.1)

and XLMD as

ṙε = pε,

ṗε = F (rε) − ∂Q

∂r
(rε, xε),

ẋε = 1√
ε
zε,

żε = 1√
ε
(b(rε) − A(rε)xε).

(A.2)

By [11, Theorem 1.2 and 1.3], there exists δ > 0 (which might depend on ε for XLMD) such that there exist unique solutions 
r� and (rε, xε) of MD and XLMD, respectively, on the interval (0, δ), and moreover r� , rε and xε are C3 functions.

Now we establish the uniform bounds in ε of the solutions on the interval (0, δ). For Eq. (2.2), consider the energy which 
is defined as

E�(t) = 1

2
|p�|2 + U (r�) − 1

2
b(r�)

�A(r�)
−1b(r�).

Note that Ė�(t) = 0 and thus E�(t) = E�(0) for all t ∈ (0, δ). In particular, E(t) is bounded on this interval. By Assumption 2,

b(r�)
�A(r�)

−1b(r�) ≤ 1

C
|b(r�)|2.

Together with the assumptions that b is bounded and U is bounded from below, we deduce that U (r�) − 1
2b(r�)

�A(r�)−1b(r�)

is bounded from below. Therefore 1
2 |p�|2 is bounded from above, indicating that p� = O(1). After integration, the bound 

for r� = O(1) is immediately obtained. The bound for r̈� can be obtained by directly plugging the bound for r� back into 
Eq. (2.2).

For Eq. (2.4), there also exists a conserved energy Eε(t) = Eε(0), defined by

Eε(t) = 1

2
|pε|2 + 1

2
ε|ẋε|2 + U (rε) + 1

2
x�
ε A(rε)xε − b(rε)

�xε.

Again, by the uniformly positive definite property of A and the uniform bound on b, the interaction energy 1
2 x

�
ε A(rε)xε −

b(rε)�xε is bounded from below. Together with the assumption that U is bounded from below, this implies that 1 |p�|2
2
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and 1
2ε|ẋε|2 are bounded from above, indicating 

√
εẋε = O(1) and p� = O(1), from which it follows by integration that 

r� =O(1). To obtain the uniform bound for r̈ε , it is sufficient, based on Eq. (2.4), to obtain a uniform bound for xε . This can 
be done via the energy Eε(t) again. Notice that the first three terms are all bounded from below, so the sum of last two 
terms is bounded from above, which indicates that

1

2C
|xε|2 − sup

r
{|b(r)|} |xε| ≤ 1

2
x�
ε A(rε)xε − b(rε)

�xε = O(1),

and thus xε =O(1).
Finally, note that our derivation shows that our a priori bounds hold on any interval on which the MD and XLMD solutions 

exist. Hence an extension result [14, Corollary I-3-4] ensures the global existence and uniqueness of the solutions on the 
time interval [0, t f ]. �
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