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ABSTRACT

Contextual information plays an important role in many computer vision tasks, such as object detec-
tion, video action detection, image classification, etc. Recognizing a single object or action out of
context could be sometimes very challenging, and context information may help improve the under-
standing of a scene or an event greatly. Appearance context information, e.g., colors or shapes of the
background of an object can improve the recognition accuracy of the object in the scene. Semantic
context (e.g. a keyboard on an empty desk vs. a keyboard next to a desktop computer ) will improve
accuracy and exclude unrelated events. Context information that are not in the image itself, such as
the time or location of an images captured, can also help to decide whether certain event or action
should occur. Other types of context (e.g. 3D structure of a building) will also provide additional
information to improve the accuracy. In this survey, different context information that has been used
in computer vision tasks is reviewed. We categorize context into different types and different levels.
We also review available machine learning models and image/video datasets that can employ con-
text information. Furthermore, we compare context based integration and context-free integration in
mainly two classes of tasks: image-based and video-based. Finally, this survey is concluded by a set
of promising future directions in context learning and utilization.

© 2023 Elsevier Ltd. All rights reserved.

1. Introduction

Context refers to any information not only relating to the ap-
pearance of a target object or event itself, but also including
other objects or events in the scene, visual or non-visual. Con-
textual information plays an important role in many computer
vision tasks, such as object detection, video action detection,
image classification, etc. In these tasks, context information
may provide important clues for recognition and understand-
ing. Recognizing a single object or action out of context may
be challenging sometimes, but context information would be
able to help improve the understanding of a scene or an event by
providing additional information. Appearance context informa-
tion, e.g., colors or shapes of the background of an object in the
background can improve the recognition accuracy of the object.
Semantic context (e.g. a keyboard on an empty desk vs. a key-
board next to a desktop computer ) will improve accuracy and
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exclude unrelated events. Other contextual information, such
as the time or location of an images captured, that are not in the
image itself can also help to decide whether certain event or ac-
tion should occur. Context information with a different sensory
measurement, e.g. 3D structure of a building, will also provide
additional information to improve the accuracy. This survey
provides an overview on context understanding in various com-
puter vision tasks and how context has been employed in differ-
ent approaches. Figure[|shows an overview of the survey. We
first categorize context into several different types: spatial con-
text, temporal context, and other context. Then we look into the
use of context at different levels: prior knowledge level, global
feature level, and local feature level.

Humans and machines may treat context differently. Hu-
mans have the ability of detecting and recognizing objects, and
performing other visual tasks in various environments at ease.
These environments include occlusions, illumination changes,
different viewpoints, which are still challenging for modelling,
reasoning by computer vision solutions. Context is used by
humans effectively and effortlessly to perceive the real world.
Even the object is blurred, and can not be recognized in isola-
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Fig. 1. Overview of the survey.

tion, humans can recognize the target immediately with the help
of the context (Fig[2). Compare to humans, context modelling
is still challenging for computer vision. We will discuss the role
of context in human vision and computer vision in Section 2}

Context has been be used in various ways in computer vi-
sion tasks. Co-occurrence of the objects can influence the pres-
ence of a target object or event. Spatial relation between objects
(e.g., painting is on the wall) provides cues to the location of the
target. Temporal information such as nearby frames, previous
clips can help to predict what will happen in the future. Seman-
tic context from the scene potentially indicates how likely of an
object or event to be found in certain scenes but not others, and
it can be spatial semantic or temporal semantic. Other context
like non-visual information in the meta-data of image collec-
tion (such as dates, environments, locations), can also be used
as context information. In Section [3} we review context based
approaches and discuss context in three major types: spatial
context, temporal context and other context.

Intrinsic information like camera parameters, non-visual in-
formation like description of a target or an event, and metadata
from the image or video, can all serve as prior knowledge con-
text. These prior knowledge can indicate a target (e.g., TV in
the living room) or an event (e.g. parking a car in a parking
lot) we should expect in the scene and, what should not appear
in the scene (e.g., a watermelon in a football court). Global
context from the whole scene can be used for image recogni-
tion, and serves as the prior of object recognition as mention
before. Local context from a target or an event itself has obvi-
ous features and can be used for detecting and recognizing the
object or the event. It can also be used with global context and
prior knowledge for small targets, because of lack of the local
context representation or inconspicuous features. We further
discuss context in different levels and review how these context
have been employed in context based approaches in Section ]

Many context based approaches use deep learning methods.
Different kinds of network architectures have been used as
backbones in context based integration. Various convolutional
network architectures have been proposed to train the deep con-
volutional neural networks (ConvNets). Among reviewed liter-
atures, ResNet and VGGNet are mostly used architectures in
context based approaches. Many researches use either the ex-
isting ResNet and VGGNet in employing context information,
or a modified version to better incorporate with context related
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to the tasks. Other architecture like Graph Convolutional Net-
work (GCN), is used for modelling the spatial relation between
target and others, and semantic relation between different ob-
ject categories because of its unique graph structure. In Section
[l we review deep convolution network architectures that have
been used in context based approaches.

Many datasets have been proposed and widely used in com-
puter vision tasks, such as object detection, image classification
and video event recognition etc. Although many state-of-art
methods have good performance on large-scale datasets, these
methods are lack of using rich context information provided by
these datasets. In section[6] we separate these datasets into im-
age datasets and video datasets, and review the datasets by fur-
ther providing details on what context information is included.

Furthermore, we review various context based integration
in two categories: image-based context integration and video-
based context integration. Spatial context and semantic con-
text are mostly used in image-based context integration, which
can provide information like locations, environments, weathers,
etc., and lead to potential performance improvement. Video-
based context integration incorporates spatial context and se-
mantic context through temporal context. Context along the
temporal dimension serves as prior knowledge of target object
or event, which could improve the performance over context-
free approaches. Global and local context are used for extract-
ing features of the scene and the target object or event. In Sec-
tion[7] we provide details of some represented context based in-
tegration in different computer vision tasks, and we compare the
performance of image-based context integration (Section[7.1.6)
and video-based context integration (Section [7.2.4). The merits
of the reviewed works are also summarized in terms of (1) hu-
man likeness, (2) accuracy, and (3) efficiency for data and time
(Section[7.3).

In summary, this survey paper is organized as the follows.
Section [2| provides an overview of how important of context
information in human vision and how context has been
used in computer vision (2.2)). Section [3] discusses context in
three major types: spatial context (3.1), temporal context (3.2)
and other context (3.3). Section[d] presents context in three lev-
els: prior knowledge level (@.1)), global context level and
local context level (#.3). We review some popular deep con-
volutional network architectures which have been used in con-
text based approaches in Section [5] Frequently used datasets
that can employ context information are discussed in Section [f]
Section [/| presents how context has been integrated in image-
based tasks and video-based tasks. Performance comparison
of context based approaches is discussed in sub-section
for image-based context approaches and sub-section for
video-based context approaches. The merits of the reviewed
works are also summarized in Section Finally, we conclude
our survey and provide a set of promising future directions in
Section[8]

2. Roles of Context

Human and machine treat context differently. Our brain not
only processes the signal that our eyes send, but is also influ-



enced by the rich context from the seeing. Human can local-
ize and recognize the objects or events even in considerable
amount of occlusions, illumination changes and various view-
points, etc., which are still big challenges for computer vision.
This gap can be caused by the differences of training and testing
data. Machine are trained on images or video of certain objects
or events, with certain context, but the models might be used
for images or videos in a totally different context. Whereas
human vision systems are very experienced with large vari-
ances of scenes (with or without objects or events, environment
changes, appearance changes, etc.). Nevertheless, machine vi-
sion models and algorithms have been explored in decades in
understanding context in a systematic way hopefully like hu-
mans, in various forms in computer vision tasks.

In this section, we review what is the role of context in human
vision and in computer vision. We discuss the differences of
context understanding between human vision and computer vi-
sion, and explain why context reasoning is still challenging but
critical for computer vision. Examples from previous works are
reviewed, to explain why context is important for both human
and machine.

2.1. Context in Human Vision

Humans use visual context effortlessly to perceive the real
world. What we see is not only based on the signals that our
eyes send to our brain, but is influenced strongly by the con-
text. The visual stimulus is presented in, on our previous knowl-
edge, and expectations. Intrinsic features (shapes, colors, tex-
ture, etc.) of an object against a background of the scene in
the retinal images of our eyes provides enough information to
determine what the object is. Human can also easily recog-
nize the object under normal conditions. However, when an ob-
ject appears in isolation from its surrounding scene, recogniz-
ing the object becomes unreliable. A recent review
discussed how human memorized objects in scenes. Our past
experiences become the key when interacting with real-world
environments. Our mixed memories provide a scene grammar,
which is the generic knowledge about what objects tend to be
where, as well as more specific memories about that particular
scene stored in episodic memory. Knowledge such as probable
scene regions where objects tend to be found provides strong
contextual cues during real-world search. Fig [2] shows an ex-
ample of an object in isolation and the same object in context.
When the keyboard is taking out from the office environment,
human can barely recognize it. But within the office scene, we
can identify the object in front of the monitor is a keyboard,
even the surrounding area is blurry. Context provides critical
information to help us visually find and recognize objects faster
and more accurately.

Context encapsulates rich information not only on how natu-
ral scenes and objects are related to each other, but also the rela-
tive positions of objects with respect to a scene or co-occurrence
of objects within a scene. Besides the visual form of context,
non-visual information can also provide important cues. For ex-
ample, without looking at an image, and if we know that there
is a ship in the image, we can easily guess there is a river or
sea in the image. Human can even draw a picture with only

Fig. 2. An example from 2011). Left: An isolated object.

Right: The object in its relevant scene.

description of an object or an event. Human can benefit from
either the visual information between objects and scenes, or the
relations between semantically related objects.

What if an object present in irrelevant scenes? Behavior stud-
ies (Bar and Aminoff, 2003} [Goh et al.} 2004) show that objects
appearing in a familiar background can be detected more ac-
curately and faster than objects in an unusual scene, where the
objects are clearly recognizable to human observers in isola-
tion. Context under such conditions could be misleading to the
recognition, thus the context cannot provide useful information.
Antonio Torralba (Torralba et al., 2010) presents “multiple per-

sonalities of a blob”, which demonstrates how the same blob
can be interpreted as different objects in different scenes. Fig.
[3]shows that the same blob can be interpreted as a car, a pedes-
trian, a phone, a bottle and even shoes under different context.

Fig. 3. ”Multiple personalities of a blob” from (Torralba et al., 2010). Ob-

ject category is strongly influenced by its context.

Nevertheless, contextual information in natural scenes pro-
vides critical information to help us visually find and recognize
objects faster and more accurately. An object that cannot be
recognized in isolation can be identified when it appears in rel-
evant context scene. Context besides an object itself can serve
as a supplement available for the object. Human can also infer
information about the scene that will be useful for interpreting
other parts of the scene. We can easily build a hierarchical re-
lations between objects using not only visual context but also



non-visual context.

So far it seems that humans can always perform better than
machines. One potential reason for this performance gap is
that humans and machines have qualitatively different learning
mechanism. Machines are typically learned on images contain-
ing objects in a certain context with limited amount of data,
whereas humans view objects in different context in real world
daily. Another reason is that computer vision is trying to mimic
human vision, but with the help of our brain, human vision is
more advanced. We not only can learn context and object sep-
arately, but also easily build up connections and relations be-
tween objects and their context. In contrast, computer vision is
still challenging to model the relation between objects and con-
text. When the object has a weak correlation with its surround-
ing context, the context can be difficult to learn in the presence
of more informative object features. On the other hand, if the
object has a strong correlation with its context (e.g., living room
usually contains a TV), the object can be learned effectively
along with the context. These variations make machines hard
to learn context systematically and independently of the object.
Context also has different presentations between human vision
and computer vision.

2.2. Context in Computer Vision

Although we can use context effortlessly with our human vi-
sion system, context reasoning about objects and relations is
still challenging and critical to computer vision. Fig. ] shows
that a machine algorithm can recognize the object clearly: a
rider (Black box), a bike (Orange box) and a helmet (Yellow
box). With only capturing these kind information, parallel re-
lations (aA man rides a bike) and hierarchical relations (helmet
affiliated to head) are missing.
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Fig. 4. Example of information captured by machine. Machine can easily

capture single object, but lack of relations between them. Images are from
internet source.

Given an image or a video of the real world, the final goal of
a computer vision system is to determine what visual elements
and structures are presented, how these elements are related to
each other, and to have a complete understanding of what is
happening in the visual input. Visual understanding is diffi-
cult to define and evaluate, therefore researchers have concen-
trated on solving more focused, specialized, low-level problems
like object detection or image classification. Object recognition
does not occur as an isolated process since, it can be influenced
by the presence of other objects as well as by the overall context
of the scene. Global context provides a rich source of informa-

4

tion that can help to improve the performance of the recognition
task.

In order to build up the relation and understand the scene
in the image, different context information has been employed
in computer vision tasks. Many tasks, such as object detec-
tion (Du et al., [2012; [Fang et al., [2017; |Sun and Jacobs| [2017;
Zhu et al.l 2016, 2021)), video event recognition (Wang and Ji,
2015}, 2016), video action detection (Yang et al. [2019; [Zhu
et al., |2013)), scene graph generation (Xu et al., 2017} |Zellers
et al.} 2018), data augmentation (Dvornik et al., 2018), image
classification (Mac Aodha et all 2019), and image inpainting
(Pathak et al.l [2016). (Xu et al., [2017; Zellers et al., 2018)) use
global context and semantic relations to generate scene graphs.
Context from an object itself and neighborhood has been em-
ployed in object detection (Du et al.l [2012), data augmenta-
tion (Dvornik et al., 2018) and image inpainting (Pathak et al.,
2016). Wang et al. (Wang and Ji, 2015} [2016) introduce a
hierarchical context model to recognize events in videos. Al-
though contextual information has been used in different ways
and gains more successes over context-free approaches, con-
text could be misleading if an object present in irrelevant scenes
(Fig@). Sun et al. (Sun and Jacobs|, [2017)) use co-occurrence of
curb ramps at street crossing to detect missing curb ramps at
city street regions. Different context has been used widely in
various computer vision tasks.

Context reasoning about objects and relations is critical to
computer vision. Context reasoning consists of integrating ob-
ject appearances and the spatial relations, semantic relations
or prior knowledge to solve visual tasks. Several neural net-
work architectures incorporating contextual information have
been successfully applied in aforementioned computer vision
tasks, demonstrating improved performance over context-free
approaches. Some of the approaches have combined graphical
models with neural network for structural inference, by leverag-
ing semantic relations and spatial relations among scenes (Xu
et al.L[2017;Zellers et al.,[2018]), objects (Chen et al., 2019; |Zhu
et al., 2021) and their attributes (Yang et al., 2015; [Liu et al.,
2015; |L1 et al.L |2016)). Although machine vision cannot under-
stand context in a highly systematic way like humans, context
has been effectively used in various forms and with different
integrations in computer vision tasks.

3. Major Types of Context

Context information can be from the appearance of the ob-
ject or the event in consideration, such as shape, color, texture,
etc., and can be also from any other information or data not di-
rectly related to the appearance of the object or the event, such
as environment (inside or outside), location (classroom, restau-
rant, gym, etc.) and description (drinking coffee, riding bike,
etc.), etc. We separate context into three major types: spatial
context, temporal context and other context, as shown in Fig. E}
Spatial context represents the spatial relation between objects
and events, such as co-occurrence, 2D spatial relations and spa-
tial semantic constraints. Temporal context refers to temporally
proximal information, either from nearby frames of a video in
a short period, or similar scenes captured in months or years,
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Fig. 5. Three major context types, their relations and their sub-types.

or temporal semantic constraints. Semantic context can indi-
cates an object or an event should be found in some scenes but
not others. Semantic context can easily used to describe spatial
context or temporal context in a language model and we cat-
egorize them under spatial and temporal context types. Other
context includes other semantic context that are neither spatial
or temporal, and context clues from other modalities such as au-
dio, thermal and weather, etc, and context information stemmed
from utilization and purpose. Three types of context are some-
times used in combination in various computer vision tasks.

In this section, we present a summary of three major context
types. We describe each context type in detail and how they
represent in different computer vision tasks.

3.1. Spatial Context

Spatial context can be defined as the likelihood of finding an
object in some positions and not others with respect to other
objects in the scene. A car is on the road, not in the sea. If a
piece of glass is not on the wall, then it is not a window. An ob-
ject in an image is supposed to fit into reasonable relationships
with other objects in the image. The spatial context can provide
information about these spatial knowledge. One of the sim-
plest way to introduce relationships between objects in a scene
is co-occurrence. Spatial knowledge such as ”A bird is flying
in the sky”, can be translated directly into spatial relations be-
tween objects in the scene. As common sense, certain objects
(e.g. Chopping boards, TVs) should occur more frequently in
certain places (e.g., kitchens and living rooms, respectively).
Spatial context usually refers to:

1. Environment of the object at present time and location.
2. Related context around target object.

3. Path/direction to destination.

4. Events happen around the object.

How can we arrange the relationship between these context and
the target objects? In the following we will discuss two major
spatial context representations effectively used in context mod-
eling and contextual reasoning: co-occurrence and 2-D spatial
representation. In addition to these two representations, we
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will also discuss spatial semantic context where semantic con-
straints can restrict spatial relations between objects.

3.1.1. Co-occurrence Representations

i
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Fig. 6. An example of using co-occurrence of persons around the target.
The figures was presented in (Yan et al., 2019).

Similarity Estimation

Co-occurrence is one of the simplest way to introduce rela-
tionships between objects in a visual scene. Contextual inter-
actions such as “cars appear on roads” can be translated di-
rectly in contextual relations between object labels. In this
case, the presence of a certain object class in an image (e.g.,
a road) statistically influences the presence of a target object
(e.g., cars). It is straightforward to build context matrices to
count co-occurrence of labels given a dataset where many ob-
jects are labeled. Such co-occurrence matrices can easily be
translated. It is also well known that certain objects (e.g., com-
puter monitors, beds) occur more frequently in some places
(e.g., offices and bedrooms, respectively). Starting from these
learned co-occurrence statistics, Rabinovich et al. (Rabinovich
et al., 2007) devised interaction potentials for Condition Ran-
dom Field (CRF) in order to measure contextual agreement
between detected objects. It is interesting to notice that the
terms “semantic context” and ‘“co-occurence” are sometimes
used interchangeably. The statistical model proposed by Car-
bonetto, Freitas and Barnard (Carbonetto et al., 2004) also
learns co-occurrence between concepts (e.g., image caption
words). However in their model, Markov Random Field (MRF)
interaction potentials are estimated only between neighboring
image segments (e.g., object blobs).

More than co-occurrence, such potentials also describe the
‘next to’ relationship between object labels. Wang et al. (Wang
et al.l 2007) give a formal definition of co-occurence and oc-
currence functions. These functions provide a probability dis-
tribution of labels over different regions centered around a given
labeled pixel. Perhaps the most interesting idea in this scheme
is to relate two independent sets of labels by using occurrence
(and not only co-occurence). This integrates both shape and
appearance labels into a shape and appearance context descrip-
tor. An example is illustrated in Figure [ The objective is
to identify whether the men in red bounding boxes belong to
a same identity. However, the results are usually not confi-
dent as the appearance of the person suffer from great variation
across different scenes. In this case, the model observes that the
same persons in green bounding boxes appear in both scenes,
thus a more confident judgment can be made that the men in
red bounding boxes do belong to the same identity. Therefore,
the persons in green bounding boxes play a positive role, while
other persons in the scene are noise contexts.
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Fig. 7. The part-level response maps (or ‘partness’ maps) generated by a
deep network as presented in (Yang et al., 2015), given a full image without
prior face detection by using spatial relation of different facial parts.

The occurrence analysis can be also made between object
parts (e.g., detecting the nose and the mouth as part of a face).
In this case again, the relative position between the parts is cru-
cial. Fink and Perona (Fink and Perona, |2003) detect faces by
using both the individual detections of facial parts (left eye,
right eye, mouth, nose, entire face) and their spatial arrange-
ments. Hence, they treat M entities at each boosting iteration
and compute M maps that give the likelihood of each entity
appearing in different positions in the image. Combining face
parts is made possible by using all the likelihood maps as addi-
tional input channels for subsequent boosting iterations. Con-
sequently, the likelihood map for eye detection can be used to
further detect mouth, and likelihood maps for face detection
can be helpful to detect multiple faces, since faces tend to be
horizontally aligned in the considered dataset. A large contex-
tual window is used to analyze such co-occurrence and spatial
relations.

Another similar approach is brought by Perko and Leonardis
(Perko and Leonardis, 2010), in which the horizontal align-
ments between pedestrians in street scenes are learned by es-
timating a 2D probability distribution of other pedestrian lo-
cations given a pedestrian in the center of the image. A
recent work by Yang et al. (Yang et al.l [2015), proposed
Faceness-Net for face detection. Instead of using the whole
face, the Faceness-Net considers using spatial structure and co-
occurrence of face parts as a context cue to detect faces. As
shown in Fig. [/| a face considers co-occurrence of eyes, nose,
mouth and hair. Each facial parts was generated by using the
spatial relation of different facial parts. For instance, the hair
should appear above the eyes, and the mouth should only ap-
pear below the nose, etc.

3.1.2. 2D Spatial Representations

Marques et al. (Marques et al., 2011) distinguish three
classes to describe 2D relations: (1) Direction relations. (2)
Distance relations. (3) Topological relations. For better under-
standing how spatial context has been used in computer vision
tasks, we focus on (1) Direction relations and (3) Topological
relations in this survey. Direction relations express the direc-
tion of one object (the primary object) relative to another (the
reference object). Such relations can be defined if a frame of
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reference is known. Usually the cardinal directions (E,N,S,W)
and their refinements (NE, NW,SW, SE) can be used (tacitly)
as an extrinsic frame of reference. One can also assume an
intrinsic orientation of reference in the image space (so that a
person can talk, for example, of an object being to the “right” of
a building). The relative vertical positions (“above”, “below”)
are frequently used and judged discriminative enough to de-
tect object in conventional dataset like PASCAL (Everingham
et al., 2010), where as horizontal positions do not necessary
carry much discriminative information.

Distance relations provide the measurements on absolute
pixels (e.g. the bird is 300 pixel away from the ground) or
relative distance (e.g. the bird is about 1500m away from the
ground). In normalized image spaces some distances can be
expressed in terms of (absolute) pixels (e.g., “object A is about
200 pixels away from object B”). Heitz and Koller (Heitz and
Koller, 2008)) also cite some human knowledge e.g., “cars park
20 feet away from buildings” that highlight the limitation of 2D
spatial reasoning with a single image since a 3D geometric con-
text would be required to capture that relation. More frequently,
relative measurements lead to 2D qualitative relations such as
“close”, “far”, or “equidistant”. Determining the correct scale
and associated thresholds for such relations is a difficult task in
the general case, yet tractable in domain-specific applications.

Topological relations describe the relationship between an
object and its neighbors. Formally defined by considering in-
terior, boundary and exterior of an object, intersection rela-
tions such as “touches”, “overlaps” , “contains” (in, inside),
and “crosses” are often used in practice. Some authors also
propose a slightly nuanced version (“encloses”) of the simpler
relation “contains”. One should also notice that the simplest
topological relation is when two regions/objects are “disjoint”.
Of course, all these spatial arrangements can be further com-
bined. For instance Singhal et al. (Singhal et al.| 2003)) use “far
above” and “far below” to mix direction and distance relations.
They also mingle “left” and “right” relations and introduce a
weaker “beside” relation. Heitz and Koller (Heitz and Koller,
2008)) also combine all types of relation (eight directional rela-
tions, two different distances, and a topological “in” relation) to
generate 25 candidate relationships from which they extract the
most useful ones. All these spatial relations can easily be de-
scribed in language form. Many works (Sun and Jacobs, |2017
Xu et al., 2017} [Zellers et al.l [2018} Yang et al., [2019) use se-
mantic context to describe the spatial relation between objects
and events.

3.1.3. Spatial Semantic Context

In the above discussions, spatial context is encoded as the
co-occurrence of or the 2D spatial relations with other objects.
Semantic context, which will be detailed below, can describe
these spatial relations in a more general and effective way. In
fact, most of the approaches with spatial context also employ
semantic context in some degrees.

Semantic context corresponds to the likelihood of an object
to be found in some scenes but not others. In terms of spa-
tial context, semantic context can provide constraints of spa-
tial relations between objects in a scene. Objects have typi-
cal environments, such as a bath tub in a bathroom or a bed in
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Fig. 8. The model in 2017) takes an image as input, and the

output is a scene graph that consists of object categories, their bounding
boxes, and semantic relationships between pairs.

a bedroom. Sources of semantic context in early works were
obtained from common expert knowledge (Strat and Fischler]
which constrained the recognition system to a narrow do-
main and allowed just a limited number of approaches to deal
with uncertainty of real world scenes. On the other hand, an-
notated image databases (Wolf and Bileschil, [2006) and exter-
nal knowledge bases (Rabinovich et all, 2007) can deal with
more general cases of real world images. A similar evolution
happened when learning semantic relations from those sources:
pre-defined rules were replaced by approaches that learned the
implicit semantic relations as pixel features (Wolf and Bileschi,
and co-occurrence matrices (Rabinovich et al. [2007).
Semantic context are heavily used in scene graph generation
tasks (Xu et al., 2017} [Zellers et al., 2018} Johnson et al.l 2018)
to describe the spatial relations between different objects (Fig.

3.
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Fig. 9. Objects are perfectly segmented by using contextual relations be-
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scene. These semantic context can indicate the co-occurrence
of the objects in a scene. If we know there is a horse rider in
a image, we can easily build up the spatial relations, such as
co-occurrence (there is a rider and a horse in the image) and
2D spatial relations (The rider is on the house; There might be
a helmet on the rider’s head.). In Fig. [8] the model proposed
in takes an image as input, and the output is
a scene graph that consists of object categories, their bound-
ing boxes, and semantic relationships between pairs. Instead
of inferring each object in isolation during training, the model
passed rich semantic context information to refine its predic-
tions. Another work 2019) performs an multi-label
image classification task by using label co-occurrence in train-
ing data as a semantic context prior, to model the relationship
between each object category.

Spatial semantic context in non-visual forms of scenes,
events or the presence of other objects can also help in pre-
dicting the presence of an object. As shown in Fig. [0 Rabi-
novich’s work (Rabinovich et al.} 2007) shows that mis-labeled
“Lemon” is refined to correct “Tennis” by enforcing semantic
contextual constraints (in a scene of tennis match). To enforce
spatial semantic context, the author uses external knowledge
obtained from Google Sets (rather than visually from the im-
age) to generate semantic context constraints among object cat-
egories. Palmer examined the influence of prior
presentation of visual scenes on the identification of briefly pre-
sented drawings of real-world objects. He found that observers’
accuracy at an object-categorization task was facilitated if the
target (e.g. a loaf of bread) was presented after an appropri-
ate scene (e.g. a kitchen counter) and impaired if the scene-
object pairing was inappropriate (e.g. a kitchen counter and
bass drum).

i
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Fig. 10. A framework of using geographic location as a spatial prior (from

tween objects’ labels to help satisfy semantic constraints (Rabinovich et al.}

(Mac Aodha et al., 2019)).

2007).

Spatial semantic context can be obtained from strongly la-

beled training data. Several works (Sun and Jacobs, 2017}

Geographic information can also be served as a spatial se-

mantic context in certain tasks. Aodha et al. (Mac Aodha et al.
2019) proposed an approach to use geographical location as a

letal] 2017} [Zellers et alL[2018};[Yang et al., 2019) employed se-

mantic context for scene graph generation tasks. They state that
even though a object detector can detect all the objects appears
in a scene, it still cannot understand the semantic relationship.
Rich semantic context can indicate the specific spatial relations
between objects, and result in a deeper understanding of visual

spatial prior, to estimates the probability that a given object cat-
egory occurs at that location. Fig. [I0]shows the framework of
(Mac Aodha et all [2019). In order to identify whether species
are present in image, the author use spatial context extracted
from metadata (lat, long, day). Further they use Bayesian model
as the basic model and a different network to process image




classification and spatial-temporal context from metadata.

3.2. Temporal Context

In common sense, temporal context can be interpreted as
the information in a video, such as nearby frames, previous
clips or video captured recently. Many works use the tempo-
ral context within a video to improve the performance. How-
ever, for some computer vision tasks, such as species classifi-
cation(Mac Aodha et al.,2019), animal movement(Beery et al.,
2020), temporal context from nearby frames or a recent video is
not sufficient, a longer temporal context (over months or years)
will be needed to help with these tasks. The longer temporal
context sources can provide useful information, such as move-
ment pattern of the species across different time periods, which
will better indicate the presence of the objects in the scene.
We first review temporal context in two categories: temporal
context in videos and temporal context across months. Many
works are focused on video by using nearby frames as temporal
context. Temporal context across months are less used in com-
puter vision tasks. We further review temporal semantic context
where temporal information is provided mostly in non-visual
forms to serve as a temporal cue for the task. In the following,
we will describe different works in details in each of the three
categories.

3.2.1. Short-Term Temporal Context (in Videos)

Short-term temporal context refers to temporally proximal
information, such as nearby frames of a video, images captured
right before/after the given image, or video data from simi-
lar scenes and time of capture (Divvala et al.| 2009). Some-
times pure temporal context cannot provide enough informa-
tion, therefore other context cues such as spatial context and se-
mantic context, are used simultaneously with temporal context.
Temporal cues has been employed widely in video related tasks
(Wu et al., |2020; Wang and Ji, 2015] 2016; |Yan et al., |2019;
Yang et al., [2019). Since nearby frames of a video may have
a better feature representation of the target, a recent work (Wu
et al., |2020) investigates how to utilize local temporal context
to enhance the representations of heavily occluded pedestrians.
The key idea is to search for non- or less-occluded pedestrian
examples (which is refer to reliable pedestrians) with discrimi-
native features along the temporal axis, and if they are present,
to exploit them to compensate the missing information of the
heavily occluded ones in the current frame, as shown in Fig.
[T] Since it is difficult to link heavily occluded pedestrians with
non-/less-occluded ones, where the appearances of the pedestri-
ans are substantially different, the authors resort to local spatial-
temporal context to match pedestrians with different extents of
occlusions not only embedding the temporal information, but
also the spatial context of different parts between the occluded
pedestrian and the less-occluded pedestrian.

Yan et al. (Yan et al.||2019) use temporal context for the per-
son search task. The authors propose a graph learning frame-
work to employ contextual person pairs from frames contains
target person, to model the similarity of the target person. Video
event recognition aims to recognize the spatio-temporal visual
patterns of events from videos. Wang et al. (Wang and Ji, 2015,
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Fig. 11. Top row: A heavily occluded pedestrian often leads to miss detec-
tion for a single frame detector due to incomplete and weak observations.
Bottom row: local temporal context of a heavily occluded pedestrian is
exploited. The figure was presented in (Wu et al., 2020).

Context helped experts ID this challenging
object as a wildebeest

—

Fig. 12. Here, additional examples from the same scene help experts deter-
mine that the object is an animal and not background. Context such as the
shape & size of the object, its attachment to a herd, and habitual grazing at
certain times of day help determine that the species is a wildebeest. Useful
examples occur throughout the month. The figure was presented in (Beery
et al.,[2020).

2016) propose a serial work for video even recognition. The
authors propose a hierarchical context model built on temporal
context. The combination of the prior context, semantic con-
text and feature-level context from previous event provides the
temporal support for the prediction for the current event. It also
outperforms the existing context approaches, and utilizes mul-
tiple level contexts.

3.2.2. Long-Term Temporal Context (across Months or Years)
Long-term temporal context is used as the neighbor frames or
a large temporal scale within a video. From a broader perspec-
tive of temporal information, temporal context is not limited to
nearby frames in a short period of time in video-based tasks, it
can also be leveraged in a long period of time such as months
or years, which can provide long-term temporal consistency for
video-based tasks. These kind of temporal information are used
in species recognition tasks (Mac Aodha et al., [2019; Beery
et al., [2020). Beery et al. (Beery et al., [2020) propose Con-
text R-CNN, which leverages temporal context for improving
object detection regardless of frame rate or sampling irregular-
ity. Context R-CNN leverages up to a month’s worth of images
from the same camera for context to determine what objects
might be present and identify them. An example is shown in
Fig. [I2]for determining the species in challenging data where
the animal in images is small and hard to identify. It takes ad-
vantages of the high degree of correlation within images taken



by a static camera to boost performance on challenging data and
improve generalization to new camera deployments without ad-
ditional human data labeling. Aodha et al. (Mac Aodha et al.,
2019) introduce a spatio-temporal framework that jointly mod-
els spatial context (the relationship between location), temporal
context (time of year) and semantic context ( photographer, and
the presence of multiple different object categories). At test
time, given an image and where and when it was taken, the
model aims to estimate which category it contains i.e. P(y|l, x).
This framework incorporates with the long term temporal con-
text (months to years), which carries rich historical information
about the species, to help the model successfully distinguish the
species with similar appearance.

3.2.3. Temporal Semantic Context

September

Fig. 13. The example of (Mac Aodha et al.,2019). The framework uses
temporal information extracted from metadata up to a year to help predict
the species present in the image.

Semantic context can also be temporal information. These
context are usually provided by the dataset or embedded in the
metadata. The iNatualist dataset (Van Horn et al., 2018)) con-
sists not only the species’ images, but also comes along with
descriptions, locations, time and dates, and observer identifica-
tions, which are embedded in the metadata. The time and date
information can be served as a temporal prior to help identify
the species in the image, and also track the movement of the
species. A work (Mac Aodha et al.l [2019) uses up to a year of
the iNaturalist data to help recognize the species in specific lo-
cation, and also track the movement of the species. An example
is shown in Fig. [T3]

Semantic context can also serve as temporal cue to help find
activities in video task. Yuan et al. (Yuan et al., 2019) use
semantic context to determine the temporal boundaries in tem-
poral grounding in videos task. As shown in Fig. [T4] there are
two activities in the video sequence: Woman walks cross the
room and woman reads the book on the sofa. Without referring
the semantic description, these two activities are difficult to be
associated as one event. As the semantic description provided:
The woman takes the book across the room to read it on the
sofa, human can easily correlate the two activities together and
determine the temporal boundaries accurately. Furthermore, the
semantic guidance is also important for activity localization in
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the videos, due to diverse visual appearances and different tem-
poral scales. In these situation, semantic context serves as tem-
poral indicator to help correlate relevant video segments over
time.

Sentence query: The woman takes the book across the room to read it on the sofa.

Fig. 14. An example of temporal grounding in videos task. The seman-
tic context indicates the temporal boundaries between two activities. The
figure was presented in (Yuan et al., 2019).

3.3. Other Context

As mentioned in spatial context (Section [3.1)) and temporal
context (Section [3.2), semantic context usually provides con-
straints of the presence of the objects in a scene. For example,
if we know the event a basketball match, we are expecting to see
certain objects present in a certain scene: Basketballs and bas-
ketball stands in a basketball court. We are expecting snow in
winter. These kind of semantic context also indicates the spatial
information (Section m and temporal information (Section
[3:2:3). On the other hand, there are also other semantic context
that are neither spatial nor temporal. Context in other relations
such as functionalities, purposes or intention can indicate the
occurrence of certain actions or objects. There are also contex-
tual information from (or for) other modalities, such as audio,
text, thermal and weather, etc, which can be helpful in computer
vision tasks.

In this section, we categorize other contexts into other se-
mantic context, context in other relations and context in other
modalities. semantic context can be neither spatial context nor
temporal context. Other semantic context only describes the
dependency of the objects without any spatial information or
temporal information. There are also context in other relations
and other modalities, which can also provide critical cues in
computer vision tasks. Different works are reviewed in each of
the three categories.

3.3.1. Other Semantic Context

There are other semantic contexts which are neither spatial
context or temporal context. These kind of semantic context
only indicate the presence of the objects, without any spatial in-
formation or temporal information. A work (Chen et al.,[2019)
in a multi-label image recognition task uses the label depen-
dency to model the semantic relations. As shown in Fig. [T3]
the author uses the labels in training dataset to build the rela-
tionship between each object in the image, without using any
spatial or temporal information. The labels in training dataset
provides the exclusive semantic relations of the objects without
knowing the location of the object or the scene of the image.

Another work (Zhu et al.| [2021) in an object detection task
uses semantic space projection to model the semantic relation
to aid the learning of the visual information of the objects. The
framework builds a semantic space from the word embeddings
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Fig. 15. A directed graph is built over the object labels to model label de-
pendencies in multi-label image recognition. The figure was presented in

(Chen et al} 2019).

of all classes in the dataset, then projects the learned visual fea-
ture of the object into the semantic space to enhance the de-
tection accuracy. Instead of using spatial relations between ob-
jects, the framework only uses semantic context without any
spatial or temporal information to build the semantic space.

3.3.2. Context in Utilization

The function of a scissor is cutting. A cup is used to hold
drinks. These kind of context provide the functionality or pur-
poses of an object or an action. Even though they are important,
these relations are less used in computer vision tasks. A recent
work introduces the problem of functional cor-
respondence, which is aimed to find the set of correspondence
between two objects for a given task. Any two objects that can
be used to perform an action are then used to establish a corre-
spondence relationship. As shown in Fig. since both ham-
mers (intra-category) can be used to pull out a nail, functional
correspondence relationship could be established between the
two objects. Same functional correspondence can be generated
to inter-categorical objects like a spoon and a frying pan, since
both can be used to scoop things. Human are good at predicting
secondary functionalities (e.g. screwdriver can be used to clean
paper jam in a printer), beyond the primary functionalities (e.g.
screwdriver is used for screwing). Modeling functional corre-
spondence using the context of functional relations could help
in predicting novel use of the objects.

Intra-category correspondence Inter-category correspondence

Action: Scoop

Action: Pull out a nail

Fig. 16. An example of intre-category functional correspondence and inter-
category correspondence. The figure was presented in (Lai et al.,[2021).
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Another work (Xu et al] uses human intention for de-

tecting human-object interactions (HOIs) in social scene im-
ages. Human usually direct their attention and move their body
based on their intention. The intention is also informative of
the human-object interactions. An example is shown in Fig[T7]
where the intention is very informative for understanding the
HOI. The person in the scene is fixating at the HOI regions
around the cup that he is interacting with. Furthermore, his
posture implicitly conveys his intention. The work leverages
the context regions and incorporate the human pose information
using spatial context (the relative distances from body joints to
the instances).

human intention ( person, hold, cup )
L} |

Fig. 17. An example of the human intention of the human-object interac-

tion. The figure was presented in (Xu et al.,2019).

3.3.3. Context in Other Modalities

There are also context in other modalities, which can be used
in computer vision tasks. When we hear a dog barking, we can
estimate how far and which direction the dog is located. When
we listen to a speech without video, we could also find video
segments for the speech through lip reading, since the corre-
lations between speech (audio) and lip movements provide a
strong cue for linguistic understanding. Audio has been used in
event localization task and floorplan recon-
struction task (Purushwalkam et all, 2021). An example from
(Purushwalkam et al.| [2021) is shown in Fig. [T8] The authors
use a short video walk through the house to reconstruct the vis-
ible portions of the floorplan, without going into each rooms.
Audios from different rooms are used as a context to infer the
geometric properties of the blind areas as well as the function-
ality of the rooms (e.g., washing machine sounds behind a wall
to the camera’s right suggest the laundry room).

Besides audio, thermal can also be informative. When people
drive in a dark road, it is hard to see wild animals and pedes-
trians on the roadside. A thermal sensor combined with the
visual camera can easily detect and locate them, to lower the
risk of causing accident. Thermal can also provide critical in-
formation for wildlife management, such as estimating animal
populations. A work (Seymour et all, 2017) employs thermal
as the context along with imagery to estimate seals in eastern
Canada. The proposed method improves upon shortcomings
of computer vision by effectively recognizing seals in aggrega-
tions while keeping minimum model setup time.

Visual information can also be context for other modalities.
Sabir et al. [2018) use semantic relations between
text and visual context information to perform a text recognition
task in natural scene. The author first uses a off-the-shelf text
detector to propose the predicted text, and then uses a object
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Fig. 18. An example of audio-visual floorplan reconstruction, where sounds
in the environment help infer both the geometric properties of the hidden
areas as well as the semantic labels of the unobserved rooms. The figure
was presented in (Purushwalkam et al., 2021).
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Fig. 19. The semantic framework of (Sabir et al.,2018). The word “police”
is correctly ranked in the first position of the most likely predicted words
based on the semantic relation between visual context information (traffic
light) and the spotted words.

classifier to predict objects appears in the scene. Visual context
serves as a prior to refine the rank of the predicted text based
on the semantic relation between visual context and predicted
words. As shown in Fig. [T9 the final top rank word police is
biased by the visual context information stoplight.

3.4. Summary of Major Context Types

In this section, we mainly review three major types of con-
text: spatial context, temporal context and other context. Spa-
tial context can be defined as the likelihood of finding an object
in some positions and not others with respect to other objects
in the scene. We further split the spatial context representa-
tions into three categories: co-occurrence, 2D spatial relations,
and semantic relations. Temporal context refers to temporally
related information and it can be separated into a short term,
a long term, or a semantic relation over time. In general, se-
mantic context corresponds to the likelihood of an object to be
found in some scenes but not others. Semantic context can be
both spatial context and temporal context across time, and can
also be neither of them. Context in utilization can reveal the
functionalities or purposes of the objects or the actions. Con-
text in other modalities, such as audio and thermal can also be
informative for some computer vision tasks. All these types of
context are employed in various combinations in existing con-
text based approaches. Fig. [20] shows the major context types
and the related tasks when employing context information.
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Fig. 20. Summary of the three major context types and what tasks they are
employed in.

Global
Context Local
Prior
Knowledge

Fig. 21. Three different context levels and their relations.

4. Levels of Context

Context can also be represented in different levels. We sep-
arate context into three levels: prior knowledge level, global
level and local level. Prior knowledge refers to the knowledge
obtained before seeing the scenes or events, such as location,
time and weather etc., serves as a prior knowledge for com-
puter vision tasks. Global context exploits the visual scene as
global information, which could provide context such as spatial
layout and semantic relations between objects. Local context
contains the intrinsic context (of the object itself) and the ex-
trinsic context (surrounding regions or objects of the target).
As shown in Fig. [21] global level context can include local
level context from the object, which could be further extracted
from the local regions. Prior knowledge can serve as a prior
for a global scene, and global context can also be in the form
prior knowledge to indicate the occurrence of the object or the
event. Prior knowledge can also provide important information
for local context, which can serve as a cue for computer vision
tasks such as object recognition and object detection. In this



section, we provide details for each context level and how they
are employed in different computer vision tasks.

4.1. Prior Knowledge Level

Context at the prior knowledge level refers to the knowledge
obtained before seeing the scenes or events. It reflects the en-
vironment such as location and time, that can serve as prior
to predict whether certain events would occur or certain object
would be detected in the visual scene. For example, if we know
there are a hotel building and a bus stop in the scene before we
see the scene, we can easily guess the text appeared on a hotel
building is probably different from the text appeared on a bus
stop advertisement. These context information are treated as
high level context information. Furthermore, context between
neighboring images can also provide high level information.
Both context will provide prior information for the inference
of the task. Prior knowledge may not be directly extracted in
the image or video in consideration. It may come from previ-
ous event for temporal support or metadata, which will serve as
prior information to analyze the current scene.

% European Toad Spiny Toad

Fig. 22. Differentiating between two visually similar categories such as the
European toad (left) and Spiny toad (right) can be challenging without ad-
ditional context. To address this problem, a spatio-temporal prior has been
proposed that encodes where, and when, a given category is likely to occur.
For a known test location, the prior predicts how likely it is for each cat-
egory to be present. Darker colors indicate locations that are more likely
to contain the object of interest. The figure was presented in (Mac Aodhal
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usually have regular shapes and sizes, which informs that local
context of the street lights (appearances, objects surround traffic
lights, etc.) could correlate.

Prior level context can also come from other sources, like
metadata, scene description, etc. than the whole scene itself. As
shown in Fig. 22] the work (Mac Aodha et all, 2019) uses ge-
ographic location information extracted from metadata as spa-
tial information, and it also serves as prior knowledge for the
species recognition. These kind of prior knowledge can also
provide useful context for recognizing the species appears in
certain areas.

4.2. Global Context Level

n EI- ‘ | |
(a) (b)

Fig. 23. The structure of objects and their backgrounds. The figure was
presented in [2003). Each image has been created by averaging
hundreds of images containing a particular object in the center (a face, a
keyboard and a fire hydrant) at a fixed scale and pose. The averages can
reveal the regularities existing in the color/brightness patterns across all
the images. However, this regularities is only visible for the keyboard in

(b).

(c)

Global context exploits scene configuration (image as a
whole) as an extra source of global information across cate-
gories. The structure of a scene image can be estimated by the
mean of global image features, providing a statistical summary
of the spatial layout properties. For example, a keyboard should
appear next to the monitor in Fig. 2] Rabinovich’s study

2019).

Events happen in a parking lot are different from events hap-
pen in a playground, a slide should appear in the playground, a
car should appear in the parking lot , etc. Prior knowledge from
the whole scene can provide a prior probability of the events.
A series of works (Wang and Ji, 2016, 2015} 2012) on video
event recognition employ prior level context from two aspects:
the context from current scene, and temporal support from pre-
vious event. Prior context from current scene reflects the envi-
ronment such as locations (e.g. a parking lot, a shop entrance)
and times (e.g. at noon, in dark) that can serve as prior to dictate
whether certain events would occur. Prior context from previ-
ous event can provide temporal support for the prediction of
the current event. These prior context provides critical cues for
event recognition task.

Prior level context can be vary in different scenes. For ex-
ample, we can easily expect that there may be chairs or tables
in an office. On the other hand, we expect traffic lights, roads
and buildings in an outdoor scene. Spatial priors can be an-
other prior level context. For example, street lights along roads

[pinovich and Belongiel 2009) shows that by incorporating the
statistics of the background, context becomes a global feature of
the object category. For example, refrigerators usually appear
in a kitchen, thus the usual background of refrigerators is simi-
lar. Having learned such a global feature of an object category,
one can infer a potential object label: if the background resem-
bles a living room, then the patch of interest may be a TV. The
background or scene provides a likelihood of finding an object
in the scene (e.g. it is unlikely to find a car in living room). It
can also indicate the relative positions at which an object might
appear (e.g. car on the road, pedestrians on walkways, etc.)
The knowledge of global context can help recognize indi-
vidual objects in a scene, but identifying individual objects in
global context can also help estimate the scene category. One
way to incorporate this idea in object recognition is to learn
how likely each object appears in a specific scene category. By
using the global context information, object recognition perfor-
mance can be greatly enhanced. However, there will be limita-
tion for current human selected scene dataset. One example is
the Cityscapes dataset (Cordts et al) [2016). The main source
of the dataset is the street view from cities located in Europe.




It is good for different computer vision tasks such as pedes-
trian detection and semantic segmentation. For real world ap-
plications, the global context is limited, and sharing the context
among similar scenes such as streets in different cities, can be
challenging. For example, there will be very different global
context features between locations (Europe and America), and
the structure of the streets could be very different.

If you see a microwave oven, the location is most likely in
a kitchen, and if you are in a kitchen, you will have a high
probability to see a microwave oven. The work by Oliva and
Torralba discusses how context influence on
object recognition task. Global context and the objects within
it can influence each other. However, some objects (faces, cars,
persons, etc.) may have various background scenes based on
the locations of their appearance. E.g., a car can be on the road,
or in the parking lot. A person can appear indoor or outdoor,
day or night. Under these circumstances, the background or the
scene cannot indicate the object correctly. The demonstration of
this limitation from is shown in Fig. 23[a)(c).
Another limitation of global context is that it could be mislead-
ing if an object present in irrelevant scenes (Fig[24). Choi et al.
present a context model for out-of-context
detection, where the object is unusual for a given scene in a im-
age. Another recent work (Bomatter et al.| 2021) introduces a
out-of-context dataset and propose a context reasoning model
for out-of-context object recognition.

Fig. 24. Examples of objects out of context (violations of support, probabil-

ity, position, or size). The figure is presented in (Choi et al., 2012).

4.3. Local Context Level

Local context indicates the context from objects itself and
surrounding local regions, such as color, shape, contrast with
background, aspect ratio and other objects etc. Local context
features can capture different local relations such as pixel, re-
gion and object interactions. As aforementioned in global con-
text level, context could misleading if the object presents in ir-
relevant scenes. Therefore, rather than measuring global level
features, local context can better impose on potential object
presence in the image. For big objects like cars, the local fea-
ture from object itself like a car will be more obvious even if
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the car is in a swimming pool (left bottom image in Fig. 24).
For smaller object like a flying bird, the surrounding area can
provide important information in the context of sky (example

in Fig. 23).

Fig. 25. Context is necessary to recognize small objects such as birds in

this picture. The figure was presented in (Lim et al., 2021).

Local context can also indicate the location of the objects.
This information can be captured using spatial context. Spatial
context between objects within surrounding area can help be-
cause: (1) most objects are supported by other objects, e.g. car
is on the road, pedestrians are supported by sidewalk or ground;
(2) objects are not appeared in isolation. Objects that have a
common function tend to appear nearby and have a certain spa-
tial relation, e.g. a mouse appears next to a keyboard, a dining
chair appears besides the dining table, etc; and (3) The struc-
ture of the global scene tend to have a common layout, e.g. a
stair should appears under a door, and it should appear at at the
lower half of the scene. Sky should appear above buildings,
and it should appear at the upper half of the scene. Torralba et
al. also show that the vertical spatial relation
indicated by local context is usually more informative than the
horizontal spatial relation.

Local context can also help with small object detection. It is
challenging to detect small objects from complex scenes since
small objects have few visual features and simple structures.
Current popular detectors mainly improve detection perfor-
mance by extracting better internal features. Such approaches
achieve impressive detection performance on large/medium
sized objects, but the detection performance of small objects is
still not satisfactory. Exploiting local context in the surrounding
scene can be highly beneficial in such cases. When the object
is in a simple scene and there is no serious change in the ap-
pearance, the object can be well located and identified by its
features. However, when the visual information is damaged,
ambiguous, or incomplete (e.g. an image contains noise, poor
illumination conditions, or the object is occluded or truncated),
it is difficult to complete the detection task by relying solely
on the own features of the object. At this time, visual context
information becomes an important source of information. For
smaller object like a flying bird, the surrounding area can pro-



vide important information in the context of sky (example in
Fig. [23).

Although global context can help indicate the presence of ob-
ject and spatial representation between objects, if the number
of objects increase in the scene, global context cannot discrim-
inate well between scenes, since many objects may share the
same scenes, and scenes may look similar to each other. Lo-
cal context representation is still object-centered and it requires
object recognition as a first step, which is different from global
context.

4.4. Summary of Context Levels

Location  Street
Crossing

Weather  Sunny

Time DayTime

Action | Pedestrians
are waiting

Parts Pixels

Outside the Object Inside the
appearance object

Prior
knowledge
level

Global context
level object

Local context
level

Fig. 26. Summary of context levels. The image in the middle is from

CoCo 2014) dataset.

In this section, we review context in three different levels:
prior knowledge level, global context level and local context
level. Fig. [26]illustrates these three levels with a real image
example. Prior knowledge level refers to the context informa-
tion obtained usually before seeing the images in consideration.
It reflects the environment such as location and time, that can
serve as prior to predict whether certain events would occur or
certain object would be detected. Global context exploits scene
configuration itself (image as a whole) as an extra source of
global information across categories. The structure of a scene
image can be estimated by the mean of global image features,
providing a statistical summary of the spatial layout properties.
Local feature level context indicates the context from objects
itself and surrounding local regions, such as color, shape, con-
trast with background, aspect ratio and other objects etc. All
there context levels are employed by various approaches in dif-
ferent computer vision tasks, and they all have limitations.

5. ConvNets in Context Based Approaches

Most of the approaches which employ context information
are using deep learning methods. Thanks to some pioneers
in the machine learning area, convolutional networks come
into computer vision researches in both image-based tasks and
video-based tasks. Different network architectures were intro-
duced and served as backbones not only for state-of-art context-
free approaches, but also for context-based approaches. These
deep models are mainly used for feature extraction from im-
ages, or relation modeling between object or event categories.
Many works integrated multiple context information by either
using existing network architectures, or modified versions of
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these architectures. In context based approaches, different con-
text types, like spatial context (spatial relation), semantic con-
text (semantic reasoning) have been integrated on these network
architectures.

%
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Fig. 27. Summary of convolutional network architectures used in context
based approaches. The size of each region shows the proportion of number
of works with the named architecture/integration.

The use of different convolutional network architectures in
context based approaches is shown in Fig27] Context informa-
tion are widely integrated in image-based tasks. ResNet is the
most used convolutional network architecture in context based
approaches. One of the reasons is that ResNet skips the con-
nections of convolutional layers to avoid the gradient vanishing
problems. This could extract better context features from the
network and benefits the performance of the integration of con-
text. In this section, we review how the base convolutional net-
work architectures have been used in context based approaches
in different computer tasks.

2048 2048

5 Max pooling

pooling pooling

Fig. 28. An illustration of the architecture of AlexNet (Krizhevsky et al.,
2012).

AlexNet (2012): AlexNet (Krizhevsky et all 2012) uses
ReLu activation function to accelerated the speed of training.
It also uses dropout regularisation to reduce overfitting prob-
lem. Another feature of AlexNet is that it overlaps pooling to
reduce the size of the network. It is one of the classic convo-




lutional neural network architecture. AlexNet is mostly used
when global context (Section [#.2) for whole image feature ex-
traction is applied.

1
anfeefagdag
0 0

Fig. 29. An illustration of the architecture of GoogLeNet (Szegedy et al.
2015).

GoogLeNet (2014): GoogLeNet (Fig. 29) consists of a 22
layer deep CNN architecture. Similar to AlexNet, GoogleNet
is mainly used when global context is applied for whole image
feature extraction (Section [4.2)).

VGGNet (2014): VGGNet (Simonyan and Zisserman},2014))
consists of 13 convolutional layers and 3 fully connected layers
in a very uniformed architecture. It is mostly used as a feature
extractor from images. VGGNet uses global context (Section
[-2) for image feature extraction and local context (Section[d.3)
for region feature extraction. VGGNet has been used in con-
text based approaches in different computer vision tasks such as
image recognition (Zhang et al, 2020), object detection (Fang
and scene graph generation 2017).
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Fig. 30. An illustration of VGGNet (Simonyan and Zisserman) 2014).

ResNet (2015): The main idea of ResNet

is to introduce an architecture with skip connections by using
a residual block, to overcome the gradient vanishing problems.
ResNet with various depth (18 to 152) has been used as a back-
bone feature extractor in computer vision tasks. It uses global
context (Section@) and local context (Section@) for image
feature extraction and local region feature extraction. ResNet
has been widely used in both image-based context integration
(Yang et all, 2019} [Dvornik et al., 2018} [Leng et al., 2021} [Liml|
let al.l 2021}, [Sabir et al, 2018} [Zhu et al., [2021)), and video-
based context integration (Beery et al., [2020; [Wu et al., [2020;
2019). An Example was shown in Fig. [31}

Graph Convolutional Network (2017): Kipf and Welling
(Kipf and Welling| [2016) first introduced the Graph Convolu-
tional Network (GCN) to perform semi-supervised classifica-
tion of nodes in a graph. GCN has also been used to solve
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Fig. 31. An illustration of ResNet and its residual block (He et al.,[2016).

computer vision tasks, such as image classification (Chen et al.|

[2019), visual relationship detection(Cui et al.| 2018) and scene
graph generation (Yang et al.| 2018} Johnson et al., 2018), etc.

Because of the unique structure of GCN, it has been used in
modelling spatial semantic relation (Zhu et al., 2021} [Xu et al.}
[2017;Zellers et alL 2018), 2D spatial representation(Yang et al.|
[2019) and co-occurrence in different com-

puter vision tasks, by mainly using spatial context.(Section[3.T)).
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Fig. 32. An illustration of Graph Convolutional Network (Kipf and
Welling, [2016).

In summary these convolutional networks have shown great
potential in using context in various computer vision tasks.
However, all the networks have millions of parameters, hence,
the network can be easily over fitting when the training data is
limited. As shown in Fig. 27 we pie-charted how the context
based approaches use these convolutional network architecture.
ResNet and VGGNet are the most used networks in both image-
based context integration and video-based context integration.
They are always used as the backbone for visual feature ex-
traction. GCN is heavily used in scene graph generation tasks

(Xu et al.| 2017} [Zellers et al., [2018}; Johnson et al.| [2018)), to

model the semantic relation of objects in a scene. It has been
also used in person search task 2019), to model the
spatial relation between target person and the person around tar-
get. These models can also be pretrained on large-scale labeled
datasets to initial parameters for certain computer vision tasks.

6. Datasets Used in Context Based Approaches

This section is the summary of the datasets that has been used
in context-based approaches. We separate the datatsets into two
categories: image datasets and video datasets. Image datasets



have been used in various tasks such as object detection, im-
age recognition, text detection, visual relationship detection,
scene graph generation, semantic segmentation and face de-
tection, etc. Video datasets are mainly used for video action
recognition, video event recognition, person search, pedestrian
detection and object detection, etc. Here we list the two types
of datasets in Table [T with information of sizes, numbers of
classes, label types, and context types/levels used.

6.1. Image Datasets

Caltech Camera Traps (Beery et al.,2018): Caltech Cam-
era Traps (CCT) is a dataset collected from 140 camera loca-
tions in the Southwestern United States, with labels for 21 an-
imal categories, primarily at the species level (most common
labels are opossum, raccoon, and coyote). There are approxi-
mately 66K bounding annotations.

CelebFaces Attributes (Liu et al., 2015): CelebFaces At-
tributes (CelebA) is a large-scale face attributes dataset with
more than 200K celebrity images, each with 40 attribute an-
notations. The images in this dataset cover large pose vari-
ations and background clutter. CelebA has large diversities,
large quantities, and rich annotations, including 10,177 number
of identities, 202,599 number of face images, and 5 landmark
locations, 40 binary attributes annotations per image.

Chars74K (de Campos et al., 2009): Chars74K is a bench-
mark dataset for character recognition in natural images. The
dataset consists of 64 classes (0-9, A-Z, a-z), 7705 characters
obtained from natural images, 3410 hand drawn characters us-
ing a tablet PC, 62992 synthesised characters from computer
fonts, which gives a total of over 74K images.

Cityscapes (Cordts et al.,[2016): Cityscapes is a large-scale
database for semantic understanding of urban street scenes. The
dataset provides semantic, instance-wise and dense pixel anno-
tations for 30 classes in 8 categories. The Cityscapes dataset
consists of 5000 fined annotated images and 20000 coarse an-
notated ones. All the data was captured in 50 cities with day-
time and good weather conditions. It also provides bounding
box annotations of pedestrians and image augmentations with
fog and rain conditions.

COCO (Lin et al., 2014): Common Objects in Context,
known as COCO, is a large-scale dataset for object detection,
segmentation and captioning. The dataset consists of 328K im-
ages, where over 220K images are labeled. It has 1.5M object
instances, 80 object categories (person, car ,chair, etc.) and 91
stuff categories (sky, street, grass, etc.). There are also 5 cap-
tions per image.

CUHKSYSU (Xiao et al., 2017): CUHKSYSU is a large-
scale benchmark dataset for person search. It covers hundreds
of scenes from street and movie snapshots. The dataset contains
over 18K frames and 8432 identities. The dataset also contains
two subsets: low-resolution subset and occlusion subset, for
evaluating the influence of various factors on person search.

Curb Ramp (Hara et al., 2014): Curb ramp dataset is a
small dataset for curb ramp detection. It contains 1086 Google
Street View panoramas which come from four cities in North
America: Washington DC, Baltimore, Los Angeles and Saska-
toon (Canada). Each panorama image has 1024x2048 pixels.
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It provides bounding box labels for existing curb ramps. On
average there are four curb ramps per image. The dataset also
contains bounding box labels for missing curb ramps regions.

ImageNet (Deng et al., 2009): ImageNet is an image dataset
designed for use in visual object recognition research. It has
more than 14M annotated images and more than 1M images
have the object level bounding box annotation. Each image has
been assigned with one class label.

iNaturalist (Van Horn et al., 2018): The iNaturalist dataset
contains more than 670K images from 5089 natural fine-
grained categories. Those categories belong to 13 super-
categories including Plant, Insect, Bird, Mammal etc. It is a
highly imbalanced dataset from largest super category Plant
(196K images from 2101 categories) to smallest super category
Protozoa (Only 381 images from 4 categories).

Labelme (Russell et al., [2008): Labelme is a small dataset
for image classification, which consists of 2688 images from 8
classes. 1000 of them are labeled by annotators from Amazon
Mechanical Turk (AMT) and remaining are used for validation
and testing.

MSRC-21 (Shotton et al., 2009): MSRC-21 is an image
dataset for object segmentation. It contains 591 images of 21
object classes. All images are approximately 320 x 240 pixels.

Pascal VOC (Everingham et al., 2010): PASCAL Visual
Object Classes (VOC) dataset contains 20 object categories in
total. Each image in this dataset has pixel-level segmentation
annotations, bounding box annotations, and object class annota-
tions. This dataset has been widely used as a benchmark for ob-
ject detection, semantic segmentation, and classification tasks.
It has 1464 images for training, 1449 images for validation and
a private testing set.

SUN 09 (Choti et al., [2011): SUN 09 is a dataset for con-
text based recognition. The dataset contains 12.000 annotated
images covering a large number of scene categories (indoor and
outdoors) with more than 200 object categories and 152.000 an-
notated object instances. Each image contains an average of 7
different annotated objects and the average occupancy of each
object is 5 percent of image size.

SVT (Wang et al., 2011): Street View Text dataset, known
as SVT, is a street imagery dataset for text detection. The SVT
data set consists of images collected from Google Street View,
where each image is annotated with bounding boxes around
words from businesses around where the image was taken. The
dataset contains 350 total images (from 20 different cities) and
725 total labeled words. The dataset also has three subset:
SVT-SPOT (word locating), SVI-WORD (word recognition)
and SVT-CHAR (character recognition).

Visual Genome (Krishna et al., 2017): Visual Genome is a
dataset, a knowledge base, an ongoing effort to connect struc-
tured image concepts to language. It is the largest dataset
with descriptions of images, objects, attributes and relation-
ships. There are 35 objects marked on each image on average.
The dataset contains 5.4M object descriptions, 1.7M question-
answer pairs, 2.8M attributes and 2.3M relationships.

VQA (Antol et al.,2015): Visual Question and Answering,
known as VQA, is a dataset containing open-ended questions
about images. These questions require an understanding of vi-
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Table 1. Summary of datasets used by context-based approaches in both image-based and video-based tasks.

Datasets Data Types Sizes # Classes Label Types Context Types/Levels
Caltech Camera Traps (Beery et al.][2018} Image 196K 21 Object class label Prior knowledge, Spatial, Temporal
CelebFaces Attributes (Liu et al.|2015) Image 200K 40 Attribute class label Spatial
Chars74K (de Campos et al.{[2009) Image 74K 64 Digit class label Local
Cityscapes (Cordts et al.[|[2016) Image 25K 30 Semantic, instance-wise, pixel level label Spatial, Temporal
COCO (Lin et al.|[2014) Image 328k 80 Semantic, object class label Spatial, Other
CUHKSYSU (Xiao et al.|[2017) Image 18K / Pedestrian label Spatial
Curb Ramp (Hara et al.[[2014) Image 1086 1 Object class label Spatial
ImageNet (Deng et al.![2009) Image 1.3M 1000 Image class label Global, Local
iNaturalist (Van Horn et al.|[2018) Image 670K 5089 Image class label Prior knowledge, Global, Local
Labelme (Russell et al.|[2008) Image 2688 8 Object class label Global, Local
MSRC-21 (Shotton et al.|[2009) Image 591 21 Semantic label Spatial, Other
Pascal VOC (Everingham et al.[[2010) Image 4369 20 Pixel level label Spatial, Other
SUN 09 (Choi et al.[[2011) Image 12K 200+ Object class label Spatial, Other
SVT (Wang et al.|2011) Image 350 / Object class label Spatial
Visual Genome (Krishna et al.|[2017) Image 101K / Object class, object relation, question-answering pairs Prior knowledge, Spatial
VQA (Antol et al.{2015) Image 265K / Question-answering pairs Prior knowledge, Spatial
Wider Faces (Yang et al.|2016) Image 32K 61 Object class label Prior knowledge, Spatial
AVA (Gu et al.]2018} Video 430 15-min videos 80 Action label Spatial, Temporal
City Cam (Zhang et al.[|2017) Video 60M frames 19 Semantic, object class label Spatial, Temporal
KAIST (Hwang et al.![2015) Video 95K frames 3 Object class label Spatial, Temporal
Snapshot Serengeti (Swanson et al.|[2015) Video 2.65M frames 61 Image label Prior knowledge, Spatial, Temporal
UCF101 (Soomro et al.|2012) Video 13K videos 101 Human action label Spatial, Temporal
UT-Interaction (Ryoo and Aggarwal}|2010) Video 20 1-min videos 6 Human action label Spatial, Temporal
VIRAT (Oh et al.|[2011) Video 8 hours videos 11 Interaction event label Spatial, Temporal

sion, language and commonsense knowledge to answer. The
VQA dataset consists more than 265K images and at least 3
questions (5.4 questions on average) per image. There are 10
ground truth answers per questions. VQA also provides auto-
matic evaluation metric for use.

Wider Faces (Yang et al., 2016): WIDER FACE dataset is a
face detection benchmark dataset, of which images are selected
from the publicly available WIDER dataset (Xiong et al., 2015)).
The Wider Faces dataset contains 32K images and more than
393K labeled faces with a high degree of variability in scale,
pose and occlusion as depicted in the sample images. WIDER
FACE dataset is organized based on 61 event classes.

6.2. Video Datasets

AVA (Gu et al., [2018): The AVA dataset is a video dataset
of atomic visual action. It annotates 80 atomic visual actions
in 430 15-minute movie clips, where actions are localized in
space and time, resulting in 1.62M action labels in total, with
multiple labels per human occurring frequently.

City Cam (Zhang et al., 2017): City Cam is a public dataset
for large-scale city camera videos, which have low resolution
(352x240), low frame rate (1 frame per second), and high oc-
clusion. Bounding box are available for 60K for vehicle. It
covers multiple cameras and different weather conditions.

KAIST (Hwang et al., 2015): KAIST is a multispectral
pedestrian detection benchmark. The KAIST dataset consists
of 95K color-thermal pairs (640x480, 20Hz) taken from a vehi-
cle. All pairs are manually annotated (person, people, cyclist)
for 103K annotations and 1182 unique pedestrians. The annota-
tions also include temporal correspondence between bounding
boxes.

Snapshot Serengeti (Swanson et al., 2015): Snapshot
Serengeti dataset is a dataset for animal classification. The
dataset contains approximately 2.65M sequences of camera trap
images. There are 61 categories labeled, which are primarily at
the species level. The common labels are wildebeest, zebra and
Thomson’s gazelle.

UCF101 (Soomro et al., [2012): UCF is the largest dataset
for action recognition. The UCF101 dataset, which is collected
from YouTube, contains 101 action categories, with over 13K
videos. The 101 categories are devided into give types: Human-
object Interaction, Body-Motion Only, Human-Human Interac-
tion, Playing Musical Instruments and Sports. ALL the videos
have a fixed frame rate of 25 FPS and resolution of 320x240.

UT-Interaction (Ryoo and Aggarwal, 2010) UT-Interaction
is a video dataset for human interaction recognition. The UT-
Interaction dataset contains videos of continuous executions of
6 classes of human-human interactions: shake-hands, point,
hug, push, kick and punch. There are 20 video sequences with
around 1 minute length for each. Each video contains at least
one execution per interaction, with average 8 execution of hu-
man activities per video. The video has a frame rate of 30 fps
and resolution of 720x480.

VIRAT (Oh et al., 2011): VIRAT dataset is a video dataset
for video event recognition. It contains over 8 hours of videos
from surveillance cameras from school parking lots, as well
as shop entrance, outdoor dining area and construction sites.
There are six person-vehicle interaction events types (Loading
a vehicle, Unloading a vehicle, Opening a Trunk, Closing a
trunk, Getting into a vehicle and Getting out of a vehicle) and
five other interaction event types (Gesturing, Carrying a object,
Running, Entering a facility and Exiting a facility) defined in
the dataset.

7. Context Integration

In this section, we review how context information has been
integrated in various computer vision tasks in two main cate-
gories: image-based tasks and video-based tasks. We focus on
the mechanisms in integrating various context information in
some representative tasks. We further compare the reviewed
context integration in the following aspects: tasks, backbone
models, employed context types, employed context levels. Per-
formance comparison is also provided for some of the tasks



with and without using context.

Spatial context are heavily used in image-based tasks. FEi-
ther spatial relation between different objects or different parts
within an object are integrated to extract context features. Spa-
tial semantic context, such as location, is served as prior level
knowledge. Other semantic context such as object relation de-
scription, object appearance, label co-occurrence is served as
object presence constraints for tasks like image recognition and
object detection. A few works use temporal context from long
term (months to years) as a historical information for predicting
current object appearance.

Temporal context is the main context sources for video-based
tasks. Temporal context not only provides previous clues for
current scene, it also carries semantic context and spatial con-
text in both the language form and the visual form. These con-
text can help to solve some challenges in video-based tasks,
such as heavy occluded pedestrian detection, video event recog-
nition, temporal query grounding, etc. We review details for
representative context integration tasks in these video-based
tasks.

7.1. Image-based Integration

Spatial context and semantic context are heavily used in
image-based context integration, even though some works
(Mac Aodha et al.| 2019; Zhang et al., |2020) also use temporal
context as a prior to improve the performance. In this section,
we review some representative works in different image-based
tasks in details, and provide a summary of all the reviewed ap-
proaches and the performance comparison of some of them. Ta-
ble 2] provides a summary of all the reviewed works in image-
based context integration, in terms of tasks, backbone deep NN
(DNN) models, employed context types, employed context lev-
els, and mechanisms for using context.

7.1.1. Face Detection

Yang et al. (Yang et al., |2015) proposed Faceness-Net for
face detection. Instead of using the whole face, the Faceness-
Net considered the use of spatial structure and arrangement of
face parts as a context cue to detect faces. Each facial parts was
scored separately in case of the occlusion and pose variation.

Fig. 33. The pipeline of Faceness-Net (Yang et al., 2015). Faceness-Net uses
spatial structure and arrangements of face parts as context cues to detect
faces. The figure was presented in (Yang et al., 2015).

Faceness-Net’s pipeline consists of three stages, i.e. gen-
erating contextual partness maps, ranking candidate windows
by faceness scores, and refining face proposals for face detec-
tion. In first stage as shown in Fig. [33]a), a full image is used
as input for 5 CNNs: Hair, Eye, Nose, Mouth, Beard. Each
CNN outputs a contextual partness map to indicate the spa-
tial location of a specific facial component presented in the im-
age. In second stage, given a set of candidate bounding boxes,
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the net ranks these bounding boxes according to the contex-
tual partness map with respect to spatial relation of different
facial parts. For instance, the hair should appear above the
eyes, and the mouth should only appear below the nose, etc.
In the last stage, the proposed candidate bounding boxes are re-
fined by training a multitask CNN, where face classification and
bounding box regression are jointly optimized. The Faceness-
Net achieves a high recall rate of 90.99% on the challenging
FDDB benchmark, outperforming the state-of-the-art method
(Mathias et al., 2014) by a large margin of 2.91%. Faceness-Net
employs spatial relation between facial components to optimize
face detection. However, tiny-sized faces are still challenging
for Faceness-Net, since the facial parts such as eyes, nose or
mouth can be barely distinguished from the tiny faces. In this
case, the efficiency of the network is comparable with previous
CNN face detector (L1 et al.l 2015). Faceness-Net also uses
more data and increases the computational cost because of the
multiple CNN architecture.

Built on the observation that context can unveil more clues
to make recognition easier, Li et al. (Li et al.l 2016) pro-
posed hierarchical context model for human attribute recogni-
tion task. Similar to Faceness-Net (Yang et al.,2015)), the hier-
archical context model incorporated with both global level con-
text (whole scene) and local level context (human body parts)
for final human attribute recognition, which we previously dis-
cussed in section

7.1.2. Image Recognition

Image recognition is a fundamental and practical task in
computer vision, where the aim is to predict the object present
in an image. Several recent works (Chen et al.l 2019} [Zhang
et al.| 2020; [Mac Aodha et al.l 2019) had employed context in-
formation as important cues for recognizing the object. Aodha
et al. (Mac Aodha et al. [2019) stated that appearance infor-
mation alone was often not sufficient to accurately differentiate
between fine-grained visual categories. They further proposed
not only the spatial context, but also temporal context as prior
for fine-grained image classification task, which is to classify
the object species in the image. As shown in Fig. [I0] the au-
thors made use of additional spatio-temporal context informa-
tion in the form of where and when the image was taken. The
model also naturally captures the relationships between loca-
tions and objects, objects and objects, photographers and ob-
jects, and photographers and locations in an interpretable man-
ner. Their method shows a large improvement when combining
the prior with image classifiers.

Multi-label image classification is to predict a set of objects
present in an image. The multi-label task is more challeng-
ing. As the objects normally co-occur in the physical world,
Chen et al. (Chen et al., 2019) used Graph Convolutional Net-
work to model the co-occurrence relation from prior label de-
pendencies. Graph Convolutional Network uses relation de-
scriptor A to propagate information between nodes. The au-
thors modeled the label correlation dependency in the form of
conditional probability, and then fed into Graph Convolutional
Network. By applying the co-occurrence relation using label
appearance, the model consistently achieves superior perfor-
mance over previous competing approaches.The model takes



Table 2. Image-based context integration.
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Methods Tasks DNN Models Context Types Context Levels Mect
Faceness-Net(Yang et al.[2015) Face detection AlexNet Spatial Local Faceness-Net
Hierarchical Context NetdLi et al.||20] 6] Human attribute recognition VGGNet Spatial Global, Local Hierarchical context net
Hierarchical Random Field{Yao and Fei-Fei"ZOlO} Human-object interaction Custom Spatial Local Graph model
ML-GCNQChen etal.|[2019) Image recognition GCN Spatial, Temporal | Global, Local, Prior knowledge GCN
Spatio-temporal Prior Model(Mac Aodha et alA”2019] Image recognition ResNet Spatial, Temporal | Global, Local, Prior knowledge Bayesian model
CATNet(]Zhang et al.|[2020) Image recognition VGGNet Spatial, Temporal Global, Local Two-stream context net
Context Encoder(Pathak et al.[2016) Image inpainting AlexNet Other Local Context encoder
Co-occurrence Tree Model(Choi et al.|[2012} Object detection / Spatial Global Tree-structured model
Context Data Augmentation(Dvornik et al.[[201 8} Object detection ResNet Spatial Local Context CNN
Knowledge-aware Model(Fang et al.|[2017) Object detection VGGNet Other Global, Local, Prior knowledge Knowledge graphs
Internal-External Context Model(Leng et al.|[202 l] Object detection ResNet Spatial Local Internal-External Network
Feature Fusion Attention Model(Lim et al.|[2021} Object detection ResNet Other Global, Local Feature fusion SSD
Deformable Part-based Model(Mottaghi et a14]|2014} Object detection / Spatial Global, Local Markov random field
Siamese Context Networdeun and Jacobs|2017) Object detection Custom Spatial Global Siamese CNN
Bayes Probabilistic Model(Torralba et al.|[2010) Object detection / Spatial Global, Local Bayesian Model
Semantic Relation Reasoning Model(Zhu et al. |202l] Object detection ResNet Other Global SSD
Cascaded Refinement Network({Johnson et al.| 2018) Scene graph generation GCN Spatial Global, Local GCN
Tterative Message Passing(Xu et al.|[2017 Scene graph generation VGGNet Spatial Global, Local Conditional random fields
Graph R-CNN(Yang et al.|[2018) Scene graph generation GCN Spatial Global, Local GCN
MOT! IFNETqullers etal.]2018) Scene graph generation ResNet Spatial Global Bayesian model
Conditional Random Field (CRF)(Mottaghi et al.”2013] Semantic segmentation / Other Global Conditional random field
Context-based SVM(Du et al.[2012] Text detection Custom Spatial Local SVM
Visual-language Re—ranker_tﬁabir et al.”2018] Text detection ResNet/GoogLeNet Other Global Language model
PLEX(FVang etal.|[2011) Text detection / Spatial Local Trie structure
Scene Context-based Model(Zhu et al.[2016} Text detection Custom Other Global, Local CNN/SVM
Context-dependent Diffusion Network(Cui et al.||201 8} Visual relationship detection VGGNet Spatial Global Graph model
Dynamic Tree SLruclure(ITa.ng etal.|2019) Visual Q&A VGGNet Spatial Global, Local Tree-structured model
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Fig. 34. The architecture of Multi-label image classification (Chen et al.,
2019). Graph Convolutional Network is used to model the co-occurrence
relation from prior label dependencies. The figure was presented in

et al, 2019).

advantages of spatial semantic context to achieve better per-
formance. However, the label co-occurrence may describe the
object relation preciously when the dataset is large enough and
the objects are highly correlated. If the dataset is small, it may
not work well since the co-occurrence cannot provide accurate
object relations. The architecture is shown in Fig. [34]

A recent work (Zhang et al. [2020) investigated ten critical
properties of where, when, and how context modulates recog-
nition, including the amount of context, context and object res-
olution, geometrical structure of context, context congruence,
and temporal dynamics of contextual modulation, to model the
role of contextual information in image classification. The au-
thors further proposed a two-stream architecture to dynamically
incorporate object and contextual information, and sequentially
reason about the class label for the target object.

7.1.3. Image Inpainting
Image inpainting is a task of predicting the arbitrary miss-
ing region based on the rest of the image. To correctly predict

Ground Truth

(c) Context Encoder
(L2 loss)

(d) Context Encoder
(L2 + Adversarial loss)

Fig. 35. Qualitative illustration of the image inpainting task. Given an im-
age with a missing region (a), a human artist has no trouble inpainting
it (b). Automatic inpainting using a context encoder is shown in (c¢) and
(d). The mechanism of employing context is to train a Context Encoder to
generate the contents of an arbitrary image region conditioned on its sur-

rounding local context. The figure was presented in (Pathak et al.,2016).

a missing region, the network is required to learn the common
knowledge including the colors and the structures of common
objects. Pathak et al. (Pathak et al, [2016)) trained a convolu-
tional neural network to generate the contents of an arbitrary
image region conditioned on its surrounding context. The con-
text encoder learns a representation that captures not only ap-
pearance but also the semantics of visual structures. The over-
all pipeline is a encoder-decoder architecture. The encoder is
a convolutional neural network that predict missing parts of a
scene from their surroundings. The decoder then generates pix-
els of missing regions of the image using the features learned
from encoder. In order to accomplish the task, both encoder
and decoder are required to learn the surrounding local context




of the missing parts. The model’s efficiency is bit lower due to
the large number of parameters of the encoder-decoder archi-
tecture.

7.1.4. Object Detection

The context of an image encapsulates rich information about
how natural scenes and objects are related to each other. Such
contextual information has the potential to enable a coherent
understanding of natural scenes and images. However, con-
text models have been evaluated mostly based on the improve-
ment of object recognition performance even though it is only
one of many ways to exploit contextual information. Choi et
al. (Choi et al 2012) presented a new scene understanding
problem, which is interested in finding scenes and objects that
are “out-of-context”. Detecting “out-of-context” objects and
scenes is challenging because context violations can be detected
only if the relationships between objects are carefully and pre-
cisely modeled.
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Fig. 36. An illustrative example of a support context model for 6 object
categories. The mechanism of employing context in this work is to use a
graph model to combine different context information such as global con-
text, object co-occurrence and spatial relations between objects. The figure
was presented in (Choi et al.,2012).

As shown in Fig. [36] the author presented a graph model
to combine different context information such as global con-
text, object co-occurrence and spatial relations between ob-
jects. Their context mechanism computes the probability of
each object’s presence and the likelihood of each detection be-
ing correct. The results on SUN09 (Choi et al.| |2011) dataset
demonstrates that context information plays very important role
in scene understanding, for both object recognition and out-of-
context object detection. However, the major limitation of this
work is that when the model is used to detect out-of-context
objects, it heavily replied on the support context and ignore the
detection with high confidence score, consequently the model
makes incorrect detection results.

Another work (Dvornik et al.,[2018)) shows that modeling ap-
propriately the visual context surrounding objects is crucial to
place them in the right environment. The model estimates the
likelihood of a particular category of object to be present in-
side a box given its neighborhood, and then automatically finds
suitable locations on images to place new objects and perform
data augmentation. The model (Fig. selects an image for
augmentation and 1) generates 200 candidate boxes that cover
the image. Then, 2) for each box, it finds a neighborhood that
contains the box entirely, crops this neighborhood and mask
all pixels falling inside the bounding box; this “neighborhood”
with masked pixels is then fed to the context neural network
module and, 3) object instances are matched to boxes that have
high confidence scores for the presence of an object category.
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Finally, 4) it selects at most two instances that are rescaled and
blended into the selected bounding boxes. The resulting im-
age is then used for training the object detector. The authors
further evaluate their context model for data augmentation the
subset of the VOC12 dataset. Their experiment demonstrates
that context-driven data augmentation has more impact on cate-
gories for which visual context is crucial (aeroplane, bird, boat,
bus, cat, cow, horse) than some general categories (chair, table,
persons, train), since general categories like person, table etc.
could appear in various different scenes. However, the limita-
tion of this work is that it uses a CNN network to perform data
augmentation, which could increase computational cost poten-
tially and introduce misrepresented objects in the scene.
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Fig. 37. Illustration of the data augmentation approach presented in
(Dvornik et al.,2018). The work used a context CNN to estimate the like-
lihood of a particular category of object to be present in certain local con-
text.

Prior knowledge also plays an important role for object de-
tection task. Fang et al. (Fang et al,, 2017)) proposed a novel
framework of knowledge-aware object detection, which enables
the integration of external knowledge such as knowledge graphs
into any object detection algorithm. Background knowledge
can often be organized as a knowledge graph, which is a data
structure capable of modeling both real-world concepts and
their interactions. The framework considers a knowledge graph
for modeling semantic consistency, which can better generalize
to a pair of concepts even if they are not connected by any edge.
The framework employs the notion of semantic consistency to
quantify and generalize knowledge, which improves object de-
tection through a reoptimization process to achieve better con-
sistency with prior knowledge. It also provides context-aware
approach for object detection task, which not only considers the
visual context, but also considers the prior knowledge context.

Mottaghi et al.(Mottaghi et al., 2014) studied the role of con-
text in existing state-of-the-art detection and segmentation ap-
proaches. They designed a novel category level object detector
which exploits both local context around each candidate detec-
tion as well as global context at the level of the scene. The
model exploits both appearance and semantic segmentation as
potentials. It also incorporates global context by scoring con-
text classes present in the full image.

Context not only can be used to detect the object, but also
helps to predict where objects should exist, even when no object
instances are present. Sun (Sun and Jacobs| |2017) performed a
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Fig. 38. The approach to determine where objects are missing by learning
a context model so that it can be combined with object detection results.
The mechanism of employing context in this work is to train a Siamese
Context Network to learn the pair-wise existence of curb ramps. The figure

was presented in (Sun and Jacobs,2017).

novel vision task: finding where objects are missing in an im-
age. The author proposes a Siamese trained Fully convolutional
Context network (SFC) (Fig. |3;8[) The network first generates a
context heat map using the context network Q. This map shows
where an object should appear. Then object detection results
are generated by using any object detector. The next step is
to convert detection boxes into a binary map by assigning O to
the detected box region, 1 otherwise. This binary map shows
where no objects are found. Furthermore, element-wise mul-
tiplication is performed between the context heatmap and the
binary map. The resulting map shows the regions where an ob-
ject should occur according to its context but the detector finds
nothing. Finally by cropping the high scored regions (above a
preset threshold) from the image according to the resulting map,
these are the regions where objects are missing. With the local
context and co-occurrence of the curbs at street crossings, con-
text map from SFC network and detection results from object
detector can be generated in parallel, which provides a more ef-
ficient and effective way to combine context information with
target objects. This work heavily employs local context and
spatial context without any global context, which could indi-
cate the location of the curb ramps otherwise.
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Fig. 39. Overview of the SRR-FSD. The figure was presented in
[2021). The mechanism of employing context in SRR-FSD is to model the
semantic relation by building a semantic space, using exclusive semantic
context from word embeddings.

A recent work (Zhu et all investigated utilizing the

semantic context together with the visual information and in-
troduce explicit relation reasoning into the learning of few-shot
object detection. Word embedding is used to represent each
class label. Semantic relation consistency is embedded between
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base class and novel class. If prior knowledge is given that the
novel class “bicycle” looks similar to “motorbike”, can have in-
teraction with “person”, and can carry a “bottle”, it would be
easier to learn the concept “bicycle” than solely using a few
images. Such explicit semantic relation context is even more
crucial when visual context is hard to access. This few-shot
detector is built on top of Faster R-CNN. A semantic space is
built from the word embeddings of all corresponding classes in
the dataset and is augmented through a relation reasoning mod-
ule. The overall framework is shown in Fig. [39] The work
tries to reduce the domain gap between visual information and
language information. But when more images are available,
the visual information becomes more precise then the language
information starts to be misleading. It is still challenging on
how to properly model visual-language relation to reduce the
domain gap.

7.1.5. Scene Graph Generation

Today’s state-of-the-art deep learning models, such as Faster
R-CNN 2015), Yolo (Bochkovskiy et al.l [2020),
etc., have mostly tackled detecting and recognizing individual
objects in isolation. However, Even a perfect object detector
would struggle to perceive the subtle difference between a man
feeding a horse and a man standing by a horse. The rich se-
mantic relationships between these objects have been largely
untapped by these models. To understand the visual scenes,
one crucial step is to build a structured representation, i.e, a
scene graph, which captures objects and their semantic relation-
ships. Scene graph not only offers contextual cues for recogni-
tion tasks, but also provides values in a larger variety of high-
level visual tasks. Different context has been widely used in
scene graph generation task. The goal of scene graph gener-
ation is to generate a visually-grounded scene graph from an
image.
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Fig. 40. An overview of model architecture for (Xu et al), 2017). The

figure was presented in (Xu et al.,[2017). The mechanism of employing
context is to learn spatial context and semantic context to model the object

relationships over a graph inference module.

Xu et al. proposed a model to generate

scene graph by using RNNs and learn to iteratively improve its
predictions via message passing. The model can take advan-
tage of spatial context and semantic relations as cues to make
better predictions on objects and their relationships. Given an



image as input, the model first produces a set of object propos-
als using a Region Proposal Network (RPN) (Ren et al.,[2015),
and then passes the extracted features of the object regions to
a novel graph inference module. The output of the model is
a scene graph (Johnson et al.| 2015), which contains a set of
localized objects, the category of each object, and relationship
types between each pair of objects. The model also employ
both global level context and local level context for localizing
the objects. However, as mentioned in their paper, the perfor-
mance decreases if the number of iterations increases, because
of the noisy messages start to permeate through the graph and
hamper the prediction. Thus this framework needs a solution to
solve the noise message passing issue.

Fig. 41. The pipeline of the graph R-CNN framework proposed in (Yang
et al.,2018). A Graph Convolution Network is used to capture contextual
information between objects and relations.

Yang, et al. (Yang et al., 2018) used a graph convolution
network to capture contextual information between objects and
relations. In Fig. (1] it is much more likely for a ‘car’ and
a ‘wheel’ to have a relationship than a ‘wheel’ and a ‘build-
ing’. Furthermore, the types of relationships that typically oc-
cur between objects are also highly dependent on those objects,
e.g the wheel is on the car. An attentional graph convolution
network (aGCN) is applied to propagate higher-order context
throughout the graph, by updating each object and relationship
representation based on local neighbor context. In this work,
the author employed spatial context types for modeling the re-
lationship between objects. Global and local level context are
employed for region proposal and localize the objects.
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Fig. 42. A diagram of a Stacked Motif Network (MOTIFNET). The mech-
anism of employing context in this work is to use a MOTIFNET to encode
the global context that can directly inform the local context (i.e., objects
and relations). The figure was presented in (Zellers et al., 2018).

One of the challenges in modeling scene graphs (or motifs as
called by some researchers) lies in devising an efficient mech-
anism to encode the global context that can directly inform the
local predictors (i.e., objects and relations). To overcome this
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challenge, Zellers et al. (Zellers et al.| 2018)) introduced the
Stacked Motif Network(MOTIFNET). The network builds on
Faster R-CNN (Ren et al., 2015) for predicting bounding box
regions. Global context across bounding regions is computed
and propagated through bidirectional LSTMs, which is then
used by another LSTM that labels each bounding region con-
ditioned on the overall context and all previous labels. Be-
tween each stage, global context is computed using bidirec-
tional LSTMs and is then used for subsequent stages. In the
first stage, a detector proposes bounding regions and then con-
textual information among bounding regions is computed and
propagated (object context). The global context is used to pre-
dict labels for bounding boxes. Given bounding boxes and la-
bels, the model constructs a new representation (edge context)
that gives global context for edge predictions. Finally, edges
are assigned labels by combining contextualized head, tail, and
union bounding region information with an outer product. The
overall structure is shown in Fig. 2] As the authors stated in
their paper, if the detector fails, it will result in cascading fail-
ure to predict any relation edge to the object. Therefore model
needs to overcome the detection accuracy for better scene graph
generation.

7.1.6. Image-based Context Integration Performance

We compare the performance of different context integra-
tion on the object detection tasks, which is performed on
two dataset: PASCALVOCO7 (Everingham et al., 2010) and
MSCOCO(Lin et al., |2014)) datasets. The performance of dif-
ferent context integration is compared against context free base-
line model. PASCALVOC, know as PASCAL Visual Object
Classes contains 20 object categories. Several object detection
model with context integration has evaluated their performance
on this dataset.

Table 3. The performance of different methods for object detection task in
image-based context integration. (7: Higher is better.)

Datasets Methods mAPT | ART

Context Free Baseline 58.0

Context Data Augmentation(Dvornik et al.{2018] 62.0
PASCALVOCO07(Everingham et al.}{2010}

Knowledge-aware Model (Fang et al.{2017} 66.6 | 85.0
Feature Fusion Attention Model (Lim et al.||2021} 78.1
Context Free Baseline 427

MSCOCO(Lin et al.{2014]

Internal-External Context Model (Leng et al.|[2021] 69.3

The performance of the PASCALVOC is shown in Table [3]
Overall the performance of all context integration outperform
the context free baseline model (+4% to +20.1%). The con-
text integration is from integrating spatial semantic context only
(Dvornik et al., 2018) to the combination of the context inte-
gration (of spatial semantic context, global level context and
local level context) (Lim et al., [2021). All the models are us-
ing ConvNets to integrate context information into the context
free model. Feature Fusion Attention Model(Lim et al., [2021)
achieves the best performance on PASCALVOC dataset. We
also compared context integration with context free model on
MSCOCO (Lin et al.l 2014} dataset. Internal-External context
model(Leng et al, [2021) integrated three components for con-



textual learning. Feature fusion component is used to capture
local context of objects. Context reasoning component is used
to improve the region proposals by using semantic relation be-
tween easily detected objects and hard ones. Context feature
augmentation component is used to learn spatial pair-wise re-
lation between region proposals from context reasoning com-
ponent. The model then produce global feature information as-
sociated with region proposals for the final classification. As
shown in Table [3] the performance has a significant improve-
ment over the context free model.

From the reviewed context based integration, we can learn
that context information can help with object detection. Differ-
ent context information can also be combined to achieve better
performance.

7.2. Video-based Integration

In video-based context integration, spatial context and se-
mantic context are carried in the temporal dimension. Video-
based tasks heavily use temporal context with spatial relations
between target objects or events to make better prediction. In
this section, we review recent representative works that em-
ployed context information, and provide an overview of all the
reviewed video-based context integration. Table [4] provides a
summary of all the reviewed works in video-based context in-
tegration, in terms of tasks, backbone deep NN (DNN) models,
employed context types, employed context levels, and mecha-
nisms for using context.

7.2.1. Pedestrian Detection

ment-wise Sum ~ Scalar Multiplication  TDEM Module  PRM Module  Adjacent Searching Area. Proposals

Fig. 43. Overall framework of the TFAN. The mechanism of employing
context is to iteratively search for its relevant local context along temporal
order to form a context tube, by training a Feature Aggregation Network.

The figure was presented in (Wu et al., 2020).

Detecting heavily occluded pedestrians is crucial for real-
world applications, such as autonomous driving systems. There
are two main challenges for this task: (1) Heavily occluded
pedestrians are hard to be distinguished from background due
to missing/incomplete observations; (2) Detectors seldom have
a clue about how to focus on the visible parts of partially
occluded pedestrians. Although there are works try to solve
the occlusion issue using attention, feature transformation, and
part-based detection, they have not leveraged additional con-
text information beyond a single image. A recent work
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2020) exploited the local context through temporal con-
text of pedestrians in videos by aggregating local context fea-

tures to enhance pedestrian detectors against occlusions. The
model iteratively searches for its relevant local context along
temporal order to form a context tube. Furthermore, the model
resorts to local spatial-temporal context to match pedestrians
with different extents of occlusions using a new temporally dis-
criminative embedding module and a part-based relation mod-
ule. Overall, the work employs spatial context, temporal con-
text and global level context in combination to overcome the
pedestrian occlusion issue, which also outperforms the context-
free methods on benchmark datasets.However, the framework
is sensitive to some of the hyper-parameters. If the parame-
ters becomes larger, the result becomes worse. A better train-
ing process could be designed to find the best hyper-parameter
combination.

7.2.2. Temporal Query Grounding

Text Query: Tricks are shown and people fly down the mountain.

Fig. 44. (a) The task of temporally grounding language queries in videos.
(b) Positive and negative training segments defined in anchor-based ap-
proaches given the sentence query in (a). The figure was presented in

(Wang et al}2020)

The task of temporally grounding language queries in videos
is to temporally localize the best matched video segment corre-
sponding to a given language (sentence), as shown in Fig. 4]
This requires both visual understandings and linguistic under-
standings. Previous works use predefined sliding window to
scan the video, which could compromise the precision of se-
mantic boundaries. By using temporal semantic context and
short-term temporal context, it could provide more accurate
boundaries. In order to cooperate both temporal semantic con-
text and short-term temporal context in a video, Wang et al.
(Wang et al.|[2020) propose an end-to-end contextual boundary-
aware model for temporally grounding language queries task,
which aggregates temporal semantic context and short-term
temporal context, by modeling the relationship between the cur-
rent frame and its neighbors. The proposed context module op-
erates on the layer which already integrates query and video
information. It thus enables the network to “perceive” the sur-
rounding local context and collect reliable contextual evidences
before making predictions at the current step. This is different
from previous context modeling, which only considers visual
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Table 4. Video-based context integration.

Methods Tasks DNN Models | Context Types Context Levels Mechanisms
Context R-CNN(Beery et al.|[2020) Object detection ResNet Spatial, Temporal Global, Local Memory bank
Tube Feature Aggregation Network(Wu et al.||2020) Pedestrian detection ResNet Spatial, Temporal Local Feature aggregation
Contextual Graph Representation Learning(Yan et al.|2019) Person search ResNet/GCN | Spatial, Temporal Global, Local GCN
Contextual Boundary-aware Framework(Wang et al.|[2020) | Temporal query grounding Custom Spatial, Temporal Global, Local Self attention
Hierarchical Temporal Network(Yuan et al.||2019) Temporal query grounding Custom Temporal Global, Local Semantic conditioned model
Spatio-temporal Progressive Learning(Yang et al.|[2019) Video action detection VGGNet Spatial, Temporal Global, Local GCN
Spatio-temporal Structural Model(Zhu et al.}[2013) Video event recognition / Temporal Local Structural activity model
Hierarchical Context Learning(Wang and Ji}[2015/2016) Video event recognition Custom Spatial, Temporal | Prior knowledge, Global, Local | Hierarchical context model

context but ignores the impact of semantic context. The tem-
poral context dependency provides both semantic relation be-
tween objects and different local visual context compared to the
background. With the aid of its local context, the activity is bet-
ter localized. Temporal context and temporal semantic context
played as crucial cues for better precision in this framework.
7.2.3. Video Event Recognition
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Fig. 45. An example of incorporating contexts at different levels. A hierar-
chical context model is built to incorporate different context (prior knowl-
edge, spatial, temporal, semantic) for a better video event prediction and
recognition. The figure was presented in (Wang and Ji,2016).

Context also plays a crucial role in video event recognition
tasks. Video event recognition aims to recognize the spatio-
temporal visual patterns of events from videos. Recognizing
events in surveillance videos is still challenging due to prob-
lems such as intra-class variation and low image resolution, to
name a few. Different context information could help on solv-
ing these challenges. Here, context can be regarded as informa-
tion that is not directly related to event recognition task, but it
can be utilized to improve the traditional data-driven and target-
centered event recognition. Wang and Ji published a serial work
(Wang and Jil 2015| [2016), focus on video event recognition
task, by integrating multiple levels of contexts.

Wang et al. (Wang and Ji, 2015} 2016) define three levels
of context in video event recognition task: prior level, seman-
tic level, and feature level. The prior level contexts capture the

prior information of events, which is the prior knowledge such
as location, time and weather, etc. These prior knowledge can
indicate the possible scene states in the video. Temporal context
is also treated as prior knowledge support in the event, which
can provides support for the prediction of the current event
given previous event. Spatial semantic context can capture the
semantic interactions among event entities, such as person get
off the car, person open the trunk, etc. Feature level context in
this work is defined as local level context (visual appearance)
and other semantic context (interaction). Temporal context is
used to connect feature level context through the event. Wang
et al.(Wang and Ji, 2015} [2016) also introduce a hierarchical
context model to learn all these feature for a better video event
prediction and recognition.

7.2.4. Video-based Context Integration Performance

For video-based context integration, we compare with
context-free model on four different tasks: object detection,
pedestrian detection, person search and video action recog-
nition. For these tasks, the evaluation is performed on dif-
ferent video datasets: Caltech Camera Traps(Beery et al.
2018)) for object detection, KAIST(Hwang et al., [2015)) for oc-
cluded pedestrian detection, PRW(Zheng et al.l [2016) for per-
son search and UCF101(Soomro et al. 2012) for video action
detection.

The performance result for video-based context integration
is shown in Table 5] The main evaluation metric is mAP (mean
average precision). From the result, all methods with con-
text integration have a great improvement over the context-free
model for object detection (+19.5%), person search (+12.1%)
and video action detection (+9.3%). For occluded pedestrian
detection, the evaluation metric is the missing rate of the pedes-
trian, which is the lower rate, the better performance. Tube fea-
ture aggregation network(Wu et al.} [2020) gain large improve-
ment on heavy occluded (HO) and partial occluded (PO) cate-
gory, and slight improvement on reasonable category. Context
also perform as a key role in video-based tasks.

7.3. The Merits of Context Integration

We further provide a study of some key merits for all the re-
viewed works. Table [6] provides a summary of the merits of
all the reviewed works in both image-based context integration
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Table 5. Performance of methods in different tasks in video-based context integration.(T: Higher is better. |: Lower is better.)

Tasks Methods Datasets mAPT | AR?T | Top-1T | HO| | PO] | R|

. . Context Free Baseline ) - 1| 568 | 53.8 - - - -

Object Detection Context R-CNN (Beery et al.[2020] Caltech Camera Traps(Beery et al.|[2018) 763 623 - - -
. . Context Free Baseline : - - 76.6 | 554 | 359
Occluded Pedestrian Detection Tube Feature Aggregation Network (Wu et al.[[2020) KAIST (Hwang et al {P015) - - 71.3 | 49.0 | 34.6

Context Free Baseline 1 21.3 49.9 - - -

Person Search Contextual Graph Representation (Yan et al.|[2019) PRW (Zheng et al.|2016) 334 73.6
Video Action Detection Context Free Bascline UCF101(Soomro et al.| 2012} 657 -
Spatio-temporal Progressive Learning (Yang et al./|2019) . 1 75.0

and video-based context integration, in terms of human like-
ness, performance accuracy and efficiency for data and time.
For image-based context integration, we observe that all the
works can achieve same or even better performance over pre-
vious state-of-art methods. For tasks like face detection, hu-
man attribute recognition and human-object interaction, con-
text information is more effective, resulting in much better per-
formance over context-free methods. Faceness-Net produces
more human-like behaviors: When human look at an image,
we also try to find obvious characteristics like eyes, nose, hair
and mouth for finding the correct face in the image. Another
work on image inpainting (Pathak et al., [2016) is also human-
like. When we try to fill a hole in the image, we look into the
surrounding areas of the hole, and try to guess the shape and
color of the hole. The result of this method is also similar to a
human artist (Fig. [35). Most of the works in image-based con-
text integration implement context information into deep learn-
ing models and aggregate with the features from context-free
methods, in order to achieve better performance. Although the
deep learning models are try to mimic our brain neurons, most
of the works are not obvious human-like behaved methods. In
Table [6} the human likeness of each method is categorized as
High, Medium, Low. In terms of accuracy versus efficiency,
we can see that most of image-based works can achieve better
performance (Medium or High in the Accuracy column in the
table), by using the same amount data and computational cost
(denoted by — in the Efficiency column in the table) compar-
ing to the context-free methods. A number of the works need
more data and/or time (denoted by 7T in the table) to achieve
the same performance, even though a few need less data (]).
For the latter, utilization of context information with data aug-
mentation and semantic relation reasoning helps the models to
achieve high performance with less data.

For video-based context integration, all the reviewed works
significantly outperform the state-of-art context-free methods
(as denoted by High in the Accuracy column in Table[6]). Con-
text R-CNN (Beery et all 2020) leverages long term tempo-
ral context for improving object detection on challenging data.
These kind context information also helps experts to recognize
species in challenging scene in real world. Another work (Yan
et al.,|2019) observes the co-occurrence of a target person and
a context person (the person appears in different scenes with
the target person), which can provide more confidence score
on identifying the target person. We human use similar way to
find a target person in real world. In order to aggregate context
information with temporal support in video, all of these meth-
ods use more data during training and a longer training time (as
denoted by 7 in the table).

8. Conclusions and Future Directions

In this survey, we reviewed how context has been understand
and integrated in context-based approaches for computer vision
tasks. This survey covers recent context integration in both
image-based tasks and video-based tasks. We categorized con-
text in three major types and three levels, and reviewed basic
deep learning architectures and datasets used in context inte-
gration. We classified the datasets according to various criteria.
In the end, we compared the results of context integration. In
conclusion, the context has achieved great success and outper-
formed over context free methods in different computer vision
tasks. Context information has been integrated and utilized over
context-free methods, and it has been achieved great success
and surpass the performance of context-free methods, in both
image-based tasks and video-based tasks. However, there are
still space for further improvement and better way to incorpo-
rate the context in various tasks. Here are some potential future
directions on how we can make better use of context in com-
puter vision research.

Contextual Data Augmentation: We have reviewed many
works using context information of different types and different
levels. Context has been used over different tasks such as ob-
ject detection, image recognition, pedestrian detection and so
on. Most of the context integration is focused on how to aggre-
gate context features into context-free methods and potentially
improve the performance. Although context has achieved great
success over context-free methods, there are less work focus
on data augmentation using context information. To our best
knowledge, there is only one published work (Dvornik et al.,
2018)) using semantic context and local level context to aug-
ment data for small objects. Current data augmentation tech-
niques include flipping, rotation, crop and translation, can not
solve the small object detection challenges, and many state-of-
art context-free methods (Ren et al. [2015; Bochkovskiy et al.,
2020; Liu et al., 2016)) are still facing this challenge. Many
investigations in context integration (Lim et al., 2021} [Zhang
et al.l 2020) have shown context can really help to detect small
objects, but there is no better way to augment data for small ob-
jects. We expect more methods for data augmentation by using
context.

Filling the Gaps in the Context Taxonomy: The context
taxonomy offered in this survey includes three types: spatial,
temporal and other, and three levels: prior, global and local.
By looking into the taxonomy, we can identify areas that have
not been fully explored. For example, there are fewer works
in both long-term temporal context and temporal semantic con-
text. Other types of context than spatial and temporal need a
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Table 6. The merits of context integration. First part: Image-based context integration. Second part: Video-based context integration. (In the Efficiency
column: 7: more, —: equal, |: less, comparing with context-free baseline methods.)

Methods Tasks Human likeness | Accuracy | Efficiency (data/time)
Faceness-Net(Yang et al.|[2015) Face detection High High Data: T, Time: 7
Hierarchical Context Net(Li et al.‘72016) Human attribute recognition Medium High Data: —, Time: T
Hierarchical Random Field(Yao and Fei—FeifZOlO) Human-object interaction Low High Data: —, Time: —
ML-GCN(Chen et al.[[2019) ) Image recognition Low Medium Data:T, Time: —
Spatio-temporal Prior Model(Mac Aodha et al.[[2019) Image recognition Medium High Data: 7, Time: T
CATNet(Zhang et al.|[2020) ) Image recognition Medium High Data: —, Time: —
Context Encoder(Pathak et al.|2016) Image inpainting High Medium Data: —, Time: T
Co-occurrence Tree Model(Choi et al.|[2012) Object detection Medium Medium Data: —, Time: —
Context Data Augmentation(Dvornik et al.|[2018) Object detection Medium High Data: |, Time: T
Knowledge-aware Model(Fang et al.[[2017) Object detection Low Medium Data: T, Time: —
Internal-External Context Model(Leng et al.|[2021) Object detection Low High Data: T, Time: 7
Feature Fusion Attention Model(Lim et al.:2021) Object detection Medium Medium Data: —, Time: —
Deformable Part-based Model(Mottaghi et al..72014) Object detection Medium Medium Data: —, Time: —
Siamese Context Network(Sun and Jacobs, iOl7) Object detection Low High Data: —, Time: T
Bayes Probabilistic Model(Torralba et al.|2010}) Object detection Low Medium Data: —, Time: —
Semantic Relation Reasoning Model(Zhu et al.[[2021) Object detection Low High Data: |, Time: —
Cascaded Refinement Network(Johnson et al.|[2018) Scene graph generation Low High Data: —, Time: —
Iterative Message Passing(Xu et al.|[2017) Scene graph generation Low High Data: —, Time: —
Graph R-CNN(Yang et al.|[2018) Scene graph generation Medium High Data: —, Time: —
MOTIENET(Zellers et al.|[2018) Scene graph generation Low Medium Data: —, Time: —
Conditional Random Field (CRF)(Mottaghi et al.[[2013) Semantic segmentation Low Medium Data: —, Time: —
Context-based SVM(Du et al..72012:i Text detection Low Medium Data: —, Time: —
Visual-language Re-ranker(Sabir et al.| 2018) Text detection Medium Medium Data: —, Time: T
PLEX(Wang et al.|[2011) ) Text detection Low Medium Data: —, Time: —
Scene Context-based Model(Zhu et al.[2016) Text detection High High Data: —, Time: —
Context-dependent Diffusion Network(Cui et al.|2018] Visual relationship detection Low Medium Data: —, Time: —
Dynamic Tree Structure(Tang et al.][2019) Visual Q&A Low Medium Data: —, Time: —
Context R-CNN(Beery et al.[[2020) Object detection High High Data: T, Time: 7
Tube Feature Aggregation Network(Wu et al.[[2020) Pedestrian detection Low High Data: T, Time: 7
Contextual Graph Representation Learning(Yan et al.[[2019) Person search High High Data: T, Time: 7
Contextual Boundary-aware Framework(Wang et al.|[2020) Temporal query grounding Low High Data: T, Time: 7
Hierarchical Temporal Network(Yuan et al.[[2019) Temporal query grounding Low High Data: T, Time: 7
Spatio-temporal Progressive Learning(Yang et al.[[2019) Video action detection Low High Data: 7, Time: T
Spatio-temporal Structural Model(Zhu et al.|[2013) Video event recognition Low High Data: T, Time: 7
Hierarchical Context Learning(Wang and Ji|[2015][2016) Video event recognition Medium High Data: 7, Time: T

much greater attention, especially other modalities and func-
tionalities/intention/purpose. In terms of system architectures,
convNets (Krizhevsky et al., 2012; |Szegedy et al., 2015} |Si-
monyan and Zisserman, 2014; He et al., 2016)) are mainly used
for visual feature extractions, neglecting non-visual features.
Although there are a number of works (Chen et al., 2019} |[Zhu
et al.| 20215 Yang et al.|[2019; Tian et al.| [2018; [Purushwalkam
et al., |2021) that model relations between visual context and
non-visual context, it is still challenging to better represent
visual-other context relations to narrow the domain gaps. New
architectures particularly designed for context learning and uti-
lization are still needed.

A General Context Integration Pipeline: Context has
been integrated in different ways in both image-based tasks
and video-based tasks. Many image-based context integration
(Yang et al.l 20155 [Chen et al., [2019; |[Pathak et al.| 2016} |Leng
et al.;2021;|L1 et al.|[2016; Mac Aodha et al.,2019; | Yang et al.}
2018)) and video-based context integration (Beery et al.| [2020;
Wu et al.| |2020; [Yan et al., [2019; [Yang et al.l 2019)) implement
context information into the backbone models and aggregate
with the features extracted from context-free methods. Deep
learning methods mainly have four stages: data pre-processing

(including labeling), model training, post-processing, and re-
sult evaluation. Context information has either been aggregated
during the training stage or used in the post-processing stage.
No general pipelines have been proposed on how we can in-
corporate context through the whole process stages. Although
different context integration can be used in a single stage or in
multiple stages, a general pipeline is needed to guide the inte-
gration for context.

Contextual Evaluation: Many computer vision tasks use
standard evaluation metrics to evaluate the model’s perfor-
mance, such as IOU for object detection. It is not necessarily
equivalent to describe the accuracy in the real world. For ex-
ample, if a person try to find the knob on the door, an estimated
knob location (left side or right side of the door) could have
more benefits than the exact knob location (1.5m high of the
door on the left). A contextual evaluation based on the require-
ments of real-world applications is needed not only for object
detection task, but may also benefit other computer vision tasks.
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