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  R
esearch has documented the presence 
of bias against women in hiring, in-
cluding in academic science, technol-
ogy, engineering, and mathematics 
(STEM). Hiring rubrics (also called 
criterion checklists, decision sup-

port tools, and evaluation tools) are widely 
recommended as a precise, cost-effective 
remedy to counteract hiring bias, despite  a 
paucity of evidence that they actually work 
(see table S8). Our in-depth case study of ru-
bric usage in faculty hiring in an academic 
engineering department in a very research-
active university found that the rate of hir-
ing women increased after the department 
deployed rubrics and used them to guide ho-
listic discussions. Yet we also found evidence 
of substantial gender bias persisting in some 
rubric scoring categories and evaluators’ 
written comments. We do not recommend 
abandoning rubrics. Instead, we recom-
mend a strategic and sociologically astute 
use of rubrics as a department self-study tool 
within the context of a holistic evaluation of 
semifinalist candidates.

Although academic STEM aspires to be a 
meritocracy, its taken-for-granted cultural 
schemas of merit smuggle in biases (1), 
which contribute to a dearth of diversity 
that undermines scientific innovation and 
impact (see table S8). In academic engineer-
ing, one of the most male-dominated STEM 
fields, on average 17.6% of engineering fac-
ulty positions are held by women (2). Al-
though the percent of women engineering 
doctorates increased from 15.8% in 2000 
to 24% in 2019 (3), these increases will not 
be matched by gains in the professoriate if 
women face unfair barriers at hiring. 

Academic policy-makers and EDI (eq-
uity, diversity, and inclusion) specialists 

strongly encourage rubric usage, in which 
faculty evaluators systematically rate each 
candidate on a set of previously agreed-on 
criteria. This process is believed to coun-
teract the bias of individual evaluators by 
promoting slower, more deliberative, and 
analytical thinking and by focusing them 
on skill sets that directly affect job per-
formance rather than on impressions and 
intuitions (4, 5). However, we are aware 
of only one study, conducted in a labora-
tory setting, in which participants rated 
candidate summaries, which shows that 
agreeing on rubric criteria in advance re-
duces evaluation bias (6). We are aware of 
no studies that analyze the effect of rubric 
use on bias in real-world hiring, in which 
actual evaluators assess voluminous can-
didate files to make actual high-stakes 
decisions. Real-world case studies are im-
portant because the effectiveness of inter-
ventions depends on the social context and 
the identities of all involved (7). 

Despite this paucity of evidence, many 
fields have developed rubrics to standard-
ize candidate assessment and have pro-
moted rubrics as a best practice for EDI in 
hiring. In policy guides for academic hir-
ing, several applied treatises  and websites 
provide sample rubrics (see table S8) (5). A 
recent influential review of faculty hiring 
lists “mandatory use” of rubrics as one of 
the interventions that the authors “view as 
having the most promise for [university] in-
stitutions seeking to improve inclusivity in 
hiring across disciplines” (4).

CASE STUDY OF RUBRIC USAGE
To help address this knowledge and policy 
gap, we developed an in-depth case study 
of an engineering department in a research-
intensive (Carnegie classification R1), 
highly ranked university. Like other R1s, 
this department strongly values research 
productivity when evaluating faculty can-
didates (8). Like most academic engineer-
ing departments, our case department was 
male dominated; women composed 18% of 
the faculty, which is close to the 17.6% na-
tional average (2).

Rubric usage and hiring patterns
We started with a faculty candidate evalua-
tion template from the University of Michi-
gan STRIDE program (Strategies and Tactics 
for Recruiting to Improve Diversity and Ex-
cellence), which is funded by the National 
Science Foundation (NSF). This template in-
cludes widely accepted criteria for faculty at 
research-intensive universities (5). 

We worked with the department un-
der study to adapt the template to fit its 
searches. Its rubric evaluated faculty candi-
dates across six dimensions: research pro-
ductivity, research impact, teaching ability, 
contributions to diversity, potential for col-
laboration, and overall impression (see fig. 
S1). Rubric scores ranged from excellent to 
poor for each evaluation category (we trans-
lated these ratings into a numerical vari-
able: excellent = 4, good = 3, neutral = 2, 
fair = 1, and poor = 0). Written commentary 
was also encouraged. 

Department faculty agreed to fill out the 
rubric as a tool in their evaluation of the 
semifinalist list compiled by the recruit-
ment committee. In four faculty search cy-
cles over four recent academic years, faculty 
used the rubric to evaluate written materials 
supporting applications of 62 semifinalists 
(32 women and 30 men; gender was self-
reported by candidates in their application 
file). At the beginning of each faculty meet-
ing that was focused on selecting finalists, a 
faculty member summarized and presented 
rubric scoring results and commentary, 
with evaluators anonymized, filtering out 
any inaccurate or off-topic content.

Our analysis next compared the propor-
tion of women hired during the 8-year pe-
riod immediately before rubric use (which 
we refer to as “Phase One”) with the propor-
tion hired during the four academic years of 
rubric use (“Phase Two”). Near the outset of 
Phase One, the campus implemented three 
EDI interventions: Faculty serving as equity 
advisers took on administrative oversight 
of shortlisted candidates, applicants’  “Con-
tributions to Diversity Statements” (C2D) 
were added to application files, and equity 
advisers began giving diversity training to 
search committee members. Such training 
focused on evaluating C2D statements and 
an overview of research on implicit biases. 
Nonetheless, during Phase One, the depart-
ment conducted eight searches and hired 
eight men and one woman. 

At the outset of Phase Two, the depart-
ment introduced an additional intervention: 
rubrics used as described above. During 
Phase Two, the department conducted four 
faculty searches and hired three women 
and six men.  The number of women hired 
increased from only one per nine hires in 
Phase One to three per nine hires in Phase 
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Two. The phase with the increased hiring of 
women coincides with the period when ru-
brics were used. (We cannot fully attribute 
this increase to rubric utilization because 
unmeasured factors may also have changed.)

Analysis of rubric scoring
All 62 semifinalist candidates received ru-
bric scores from 6 to 21 faculty, with a mean 
of 13.5 and a median of 12. There was no 
statistically significant gender difference in 
the number of scores received. 

Analysis of the rubric scoring patterns for 
men and women candidates revealed statis-
tically significant differences in three of the 
six evaluation categories (see table S1.A): 
Women were scored lower than men in re-
search productivity and research impact but 
higher than men in contributions to diver-
sity. In the other categories, including the 
overall impression category, scores for men 
and women were not significantly different. 

 To determine whether gender bias was 
incorporated into rubric scores, we analyzed 
the research productivity category because it 
can be most directly compared with external 
metrics. We chose two metrics calculated for 
the candidate’s application year. First, we tal-
lied from candidate curricula vitae the num-
ber of articles published (and confirmed this 
tally in the Web of Science database). Sec-
ond, we pulled from the Web of Science the 
H-index, a dominant measure of researcher 
output that incorporates productivity and 
impact in a single number that can be com-
pared across faculty of all seniority levels (9).
We call research productivity, a rubric cat-
egory that can be measured independently, a 
“calibration category” (see table S2, footnote). 

To test for gender bias, we constructed 
ordinary least squares (OLS) regression 
models to predict rubric scores of research 
productivity, controlling for the indepen-
dently measured categories of seniority and 
number of articles or H-index (see table 
S2). We found that women candidates, on 
average, received statistically significantly 
lower productivity rubric scores than those 
of men, even after controlling for seniority 
(measured as number of years since PhD) 
and number of articles published [unstan-
dardized b coefficient (B) = –0.36, P # 0.01] 
(see table S2, model 1). Similarly, women re-
ceive significantly lower scores on average 
than men while controlling for seniority 
and H-index (B= –0.29, P< 09.05) (table S2, 
model 3). Thus, rubric scoring alone did not 
appear to fully mitigate gender bias. These 
findings mirror the gender bias detected 
in other academic peer-review processes 
(10, 11). Because the H-index itself has been 
found to incorporate bias against women 
(see table S8), our findings should be inter-
preted as additional bias.

Social psychology literature on double 
standards finds that among more junior 
candidates, women are often held to higher 
standards of competence than men in ways 
that sometimes change for candidates 
with more experience (12). We thus tested 
whether the effect of gender on rubric 
scores is contingent on the value of the ex-
ternal metric (see table S2, models 2 and 4). 

Women’s productivity rubric scores are 
consistently below those of men who have 
the same number of articles and seniority 
(see the first figure, left). Women face an av-
erage 0.36-point penalty, which remains the 

same across the range of number of articles 
published. (The rubric scores are mostly 
clustered at the middle to high portion of 
the scale, between 2 and 4; within this range, 
there is an approximately 18% penalty for be-
ing a woman.)

  Y et when controlling for H-index and se-
niority, the gender penalty is harshest among 
candidates with the lowest H-indices (see the 
first figure, right), who are disproportion-
ately junior (see table S4, footnote). At the 
lowest tail of the H-index distribution, men 
receive research productivity rubric scores 
that are on average 0.7 points higher than 
the scores of women with the same seniority. 
At this end of the H-index distribution, the 
rubric scores are mostly clustered between 1 
and 3; for these candidates, there is an ap-
proximately 35% penalty for being a woman.

 The gender difference in rubric scoring 
gradually decreases by about 0.01 point for 
each 1 point of H-index gained. Yet women 
do not catch up to men in how productive 
they are rated in the rubrics until reaching 
an H-index of 17.5, a productivity index well 
above the 12.8 average and achieved by only 
a handful of candidates. Because rubric 
scores for men and women in the overall 
impression category were not statistically 
significantly different (see table S1), evalu-
ators may have combined category scores 
so that women’s higher average scores on 
contributions to diversity offset their lower 
average scores on productivity and impact. 

Content analysis of qualitative comments 
Next, we conducted what to our knowledge 
is the first content analysis of qualitative 
rubric comments in a real faculty search 
context. Candidates received written com-
mentary alongside their rubric scores. An 
average of three and a maximum of nine 
evaluators wrote comments on each candi-
date. The number of comments received did 
not differ by candidate gender.

In our content analysis, we prepared a 
dataset of comments, in which candidate 
gender was concealed, by removing gender 
indicators such as pronouns. We then com-
bined an inductive exploration for emergent 
themes with deductive searches for specific 
patterns found in previous literature on let-
ters of recommendation. We  conducted hand 
coding, which some research suggests is su-
perior to computer-assisted coding for stud-
ies such as ours with new analyses (13). 

Many comments contained evaluative 
notes on the quality, number, authorship 
order, or impact of the publications. Induc-
tively, we coded these as either negative 
(for example, “some gaps in the pubs.”  and 
“only one paper from a postdoc of three-
plus years”) or positive (for example, “strong 
publication record, letters attest to research 
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semifinalist candidates (see table S2, models 1 and 4).
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output and collaboration”). We 
also searched deductively for the 
presence of two themes men-
tioned in previous literature on 
other types of evaluation. One 
code is “standout” language 
(13, 14). Examples in the rubric 
comments include “outstanding 
productivity and quality” and 
“probably the best [search spe-
cialty] candidate out there this 
cycle.” The last code is “doubt 
raisers” (15), when a seemingly 
positive or neutral comment is 
accompanied by language that 
minimizes the accomplishment 
or raises concerns (for example, 
“several publications, but... some 
impact factors are very mod-
est”).  We turned these four codes 
into four dichotomous measures 
of the presence or absence of 
comments in each category.   (See 
table S3 for details on coding methods, inter-
coder reliability, dichotomous measure ratio-
nale, and robustness check.) 

Candidate gender was subsequently un-
masked, and the percentages of women and 
men who had received at least one posi-
tive comment, negative comment, standout 
term, and doubt raiser were calculated (see 
table S3). We found that 86% of men but 
only 63% of women candidates received 
at least one positive comment. Men were 
half as likely to receive a negative comment 
(25%) compared with women (50%). Men 
were 3.5 times more likely to receive stand-
out language (32%) compared with women 
(9%). A x2 test indicates statistically sig-
nificant gender differences for these three 
variables. Thirteen percent of women and 
25% of men received a doubt-raising com-
ment. This pattern was not expected, yet 
this gender difference is not statistically 
significant (see table S3). Overall, the gen-
dered patterns in rubric quantitative scores 
align with the qualitative comments and 
with previous research on other evaluative 
language (13–15). 

Survey of faculty
At the conclusion of Phase Two, we con-
ducted an anonymous survey of department 
faculty, to which 56% of the professors re-
sponded. Our check for selection bias in re-
sponses revealed no statistically significant 
difference in the two indicators we have for 
respondents and nonrespondents: gender 
and tenure status (see table S6). Most re-
ported that rubric usage helped them evalu-
ate candidates in a more organized fashion 
(78%) and may have helped them be more 
objective (78%), potentially reducing indi-
vidual bias (see fig. S2 and table S5). 

At the beginning of the meeting to dis-
cuss the semifinalist list and choose fi-
nalists to invite for interviews, a faculty 
member presented rubric numeric scores 
and comments with the identity of the 
evaluators anonymized. It was explained 
to faculty that this step aimed to enable 
all viewpoints to be heard while avoiding 
first-speaker bias, in which initial speak-
ers set the tone for discussion. However, 
faculty were not discouraged from making 
additional comments or claiming or echo-
ing their support for particular comments 
after the presentation. Most survey re-
spondents said that this practice prompted 
meeting attendees to focus on more objec-
tive criteria (78%), improved the climate of 
the meeting (80%), and reduced the first 
speaker effect (67%) (see fig. S2). 

Additionally, some commented in open-
ended survey responses that meeting time 
was used efficiently to quickly identify 
candidates with strong consensus and 
then spend more time on those with high 
variance in ratings [whom we determined 
were disproportionately women (see table 
S1.B)]. Taken together, these results suggest 
that beginning the faculty meeting with 
rubric results reduced interactional bias 
emergent in the faculty meeting. By open-
ing with a neutral reading of the full set 
of both positive and negative rubric com-
ments, the impact was blunted of any first 
speakers, often senior men, attempting to 
vociferously promote or shoot down a can-
didate. The faculty meeting format may 
have mitigated gender bias in the research 
productivity scores and the selection of 
finalists; 47% of women semifinalists and 
37% of men semifinalists advanced to the 
finalist stage.

POLICY TEMPLATE
In  light of our findings that 
gender bias remains endemic 
even in this seemingly objective 
evaluation process, it is vital that 
rubric usage be accompanied by 
strategic application in depart-
mental meetings to counteract 
individual bias and check inter-
actional bias during the discus-
sion of candidates. Our results 
suggest that using rubrics ac-
cording to this process frame-
work can improve diversity in 
hiring. Thus, we recommend a 
strategic and sociologically as-
tute use of rubrics as a depart-
ment self-study tool within the 
context of a holistic evaluation 
of the short-listed candidates 
(see the second figure). 

We have studied this process 
with regard to gender. Given 

the otherwise limited diversity among can-
didates in our study, we were unable to ad-
dress whether rubrics could also be a tool to 
promote and check on the fairness of evalu-
ations with regard to race/ethnicity or other 
minoritized identities. This suggests priori-
ties for future research. j
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Using rubrics for EDI hiring
Recommended process for rubric use to improve EDI in faculty hiring. Steps 
1, 3, and 6 are conducted by faculty evaluators while steps 2, 4, and 5 are 
conducted by faculty on the search committee with administrative support.

Evaluators
Work as a group to determine 
rubric categories and weights, 
in accordance with disciplinary 
schemes of merit, to mitigate 
evaluation bias.

Individually complete rubrics 
for all candidates to mitigate 
individual bias.

Use findings to guide holistic 
discussion of candidates, 
futher reducing individual 
bias and mitigating 
interactional bias. 

Process managers
Ensure that rubric includes a 
calibration category, i.e., one that 
is independently quantifiable.

Compile and analyze rubric 
results, comparing calibration 
category scores to independent 
metrics to detect any remaining 
individual bias.

Start the meeting of evalutors 
by presenting rubric results 
to mitigate first speaker bias, 
noting high inter-evaluator 
variance and any large 
inconsistencies of scores with 
independent metrics.
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Fig. S1.  

 
 

Figure S1:  Rubric for faculty evaluation of semi-finalist job candidates 
  5 

I have read the candidate’s: (check all that apply) 

CV  Research statement Letters of recommendation Teaching statement 

Contributions to diversity statement 
 
Rank the Candidate on evidence of research productivity. 

 Excellent          Good          Neutral          Fair          Poor 
Comment: 

 
Rank the candidate on evidence of high impact scholarship. 

 Excellent          Good          Neutral          Fair          Poor 
Comment: 
 
Rank the candidate’s ability to teach undergraduate and graduate courses in XXXXXXXXXX engineering and 
its fundamentals. (List courses that the applicant would be well qualified to teach based on their training.) 

 Excellent          Good          Neutral          Fair          Poor 
Comment: 
 
Rank the candidate on their demonstrated service contributions that promote diversity and equal 
opportunity (e.g. developing strategies or programs to engage/recruit/mentor underrepresented groups, 
advance equitable access, etc.). 

 Excellent          Good          Neutral          Fair          Poor 
Comment: 
 
Rank the candidate on their potential for collaboration. (List likely collaborators, areas of collaboration, or 
departments that the candidate’s research would likely promote interaction with.) 

 Excellent          Good          Neutral          Fair          Poor 
Comment: 
 
Overall impression of the candidate. 

 Excellent          Good          Neutral          Fair          Poor 
Comment: 
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Fig. S2. 

 
Figure S2:  Results of faculty survey 
Graph shows frequencies of responses from faculty survey (N=19). 5 
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Table S1.A Comparison of rubric category scores for men and women candidates1  

 
Mean 

(Std. Deviation)  
 

  Men Women t-value  

Research Productivity Score2 3.5 3.1 3.066 **  
(0.34) (0.60)   

Research Impact Score 3.3 2.9 4.258 *** 
 

(0.37) (0.41) 
 

 

Teaching Ability Score 2.7 2.7 -0.099   
(0.72) (0.68) 

 
 

Contributions to Diversity Score 2.5 2.8 -2.521 * 
 

(0.42) (0.47) 
 

 

Potential for Collaboration Score 2.7 2.8 -0.588   
(0.49) (0.55) 

 
 

Overall Impression Score 3.1 3.0 0.631   
(0.71) (0.62) 

 
 

N 30 32     

*** p<0.001, ** p<0.01 (Two-tailed t-tests). Note: Equal variances are assumed when calculating t-value, except for 
Research Productivity score (based on Levene’s test of equality of variances). 
 
 5 
Table S1.B Comparison of variances of raters’ research productivity scores for men and women candidates3 

 
Mean 

(Std. Deviation)  
 

  Men Women t-value  

Research Productivity Score Raters’ Variance for each candidate 0.4 0.7 2.608 * 

 (0.29) (0.54)   

N 30 32   
 

* p<0.05 (Two-tailed t-tests). Note: Equal variances are not assumed when calculating t-value (based on Levene’s 
test of equality of variances). 
  

 
1 IBM SPSS 28.0.0.0 syntax: T-TEST GROUPS=Gender(1 2)  /MISSING=ANALYSIS  /VARIABLES=R1resprod_score R1resim_score 
R1teach_score R1divers_score R1collab_score R1overall_score  /ES DISPLAY(TRUE)  /CRITERIA=CI(.95). 
2 For the research productivity category, the number of raters providing scores per candidate ranges from 6 to 21, with a mean of = 13.5, and a 
median of 12.  There is no statistically significant gender difference in the number of raters per candidate.  We analyze the research productivity 
category in detail; see Table S2 and Figure 1. 
3 IBM SPSS 28.0.0.0 syntax: T-TEST GROUPS=Gender(1 2)  /MISSING=ANALYSIS  /VARIABLES=R1resprod_variance  /ES 
DISPLAY(TRUE)  /CRITERIA=CI(.95).  Each candidate received their own variance score based on their own raters.  We then compared means 
of these variances by candidate gender. 



 

5 
 

 
Table S2: OLS regressions predicting rubric scores of research productivity of candidates4 
5 
 Model 1 Model 2  Model 3 Model 4 

 B  B   B  B  
(SE) (SE) (SE) (SE) 

Female -0.36 ** -0.53 *  -0.29 * -0.7 ** 

 (0.12)  (0.22)  
 (0.13)  (0.25)  

Years post-Ph.D. -0.04  -0.04  
 -0.02  -0.05  

 (0.03)  (0.03)  
 (0.03)  (0.03)  

CV Measures of Productivity:    
 

    
No. articles 0.02 ** 0.01  

 -  -  
 (0.01)  (0.01)  

 
    

H-index -  -  
 0.03 ** 0.01  

     
 (0.01)  (0.01)  

Interactions:     
 

    
Female*No. articles -  0.01  

 -  -  
   (0.01)  

 
    

Female*H-index -  -  
 -  0.04 * 

     
 

  (0.02)  
          

Constant 3.35 *** 3.49 ***  3.21 *** 3.51 *** 

 (0.15)  (0.21)  
 (0.17)  (0.23)  

          
Model Fit Statistic (F-test) 6.7 *** 5.2 ***  6.2 *** 5.9 *** 
R-square 0.26  0.27  

 0.23  0.28  
R-square change (F-test)   0.01     0.05 *           
N 62  62  

 62  62   
*** p<0.001, ** p<0.01, * p<0.05 (One-tailed t-tests for regression coefficients and F-tests for model fit and R-square 
change).  Models 1 and 4 are best-fitting and are graphed in Fig 1.  In Model 4, the significant interaction between 5 
Female and H-index indicates that the effect of gender on rubric scores is contingent upon the values of H-index. 
 

 
4 IBM SPSS 28.0.0.0 syntax: Models 1 and 2: REGRESSION  /DESCRIPTIVES MEAN STDDEV CORR SIG N  /MISSING LISTWISE  
/STATISTICS COEFF OUTS CI(95) BCOV R ANOVA COLLIN TOL CHANGE  /CRITERIA=PIN(.05) POUT(.10)  /NOORIGIN  
/DEPENDENT R1resprod_score  /METHOD=ENTER Female post_phd_yrs N_artic  /METHOD=ENTER Female_Nartic. Models 3 and 4: 
REGRESSION  /DESCRIPTIVES MEAN STDDEV CORR SIG N  /MISSING LISTWISE  /STATISTICS COEFF OUTS CI(95) BCOV R 
ANOVA COLLIN TOL CHANGE  /CRITERIA=PIN(.05) POUT(.10)  /NOORIGIN  /DEPENDENT R1resprod_score  /METHOD=ENTER 
Female post_phd_yrs WSCI_hindex  /METHOD=ENTER Female_Hindex. 
5 We chose to analyze the “research productivity” rubric evaluation category because it is a significant dimension of quality for R1 universities 
and, in our data, was significantly correlated with the calibration metrics with broad salience to our case department: number of articles (which 
was also discussed in the written comments) and H-index, a widely used metric of productivity and impact. (Despite critique and proposed 
alternative indices, the H-index remains standard because of its simplicity of calculation and interpretation, its provision of a single number that 
can be compared across faculty of all seniority levels, and its dominant position in citation databases.  See reference (9)). We encourage future 
research to examine the usefulness of other metrics.  We do not analyze the rubric category “research impact” because it was not significantly 
correlated with either calibration metric presented here.  We suspect that evaluators’ judgements of “research impact” for the predominately 
junior candidates in this study are subjectively based upon a guess of impact potential. 
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Table S3:  Chi-square tests of rubric comment categories by candidate gender6 7 8  
Men % Women% 

At least One None At least One None Chi-Square 

Positive Comment(s) 86% 14% 63% 38% 4.115* 
Negative Comment(s) 25% 75% 50% 50% 3.948* 
Standout Language 32% 68% 9% 91% 4.838* 
Doubt-Raiser(s) 25% 75% 13% 87% 1.558   

N 28 9  32   
* p<0.05 (Two-tailed tests). 

  
  

 
6 IBM SPSS 28.0.0.0 syntax: CROSSTABS  /TABLES=PosCommentY NegCommentY StandoutLang DoubtRaiser BY Gender  
  /FORMAT=AVALUE TABLES  /STATISTICS=CHISQ  /CELLS=COUNT COLUMN  /COUNT ROUND CELL. 
7 We chose hand coding, as research suggests that hand coding is superior to computer assisted coding for studies like ours with 
novel analyses (see reference 13).  Our coding process proceeded as follows.  First, gender indicators, such as pronouns, were 
redacted from the comment data set. Next, the PI -- sociologist MBL -- and engineers SIF and PCC constructed coding 
categories. Then, MBL coded the comments.  She consulted with Co-PIs SIF and PCC when comments or categorizations were 
unclear to her, and the three reached consensus. As a check, OVM separately coded the comments.  An inter-coder reliability 
analysis revealed statistically significant (p < 0.001), strong to moderate agreement. Kappa coefficients for each comment type 
follow:  Positive comment(s) 0.822; Negative comment(s) 0.859; Standout Language 0.722; Doubt-raiser(s) 0.624. We 
determined that the original coding was accurate.   
8 We analyze qualitative comment types as dichotomous variables (At least one vs. None). These variable values are nominal 
summaries of qualitative information. The number of comments ranges from 0 to 9, but most candidates received three or fewer 
comments.  By gender, candidates receive similar medians (3 for men and 2 for women) and similar means of numbers of 
comments (3.3 for men and 2.8 for women; this difference of means is not statistically significant).  As a robustness check we 
conducted a difference of means by gender analysis on the count variables.  This yielded the same results as our original 
dichotomous variable Chi-square analysis:  Mean differences by gender for normalized comment count in each category 
(proportion of comments in a category of all comments received the candidate) are statistically significant for all comment 
categories except doubt-raisers. However, we believe the conservative estimates of the dichotomous data are more appropriate 
due to the skewness of the normalized comment counts. 
9 Two men candidates are missing because the department that provided anonymized data had lost the records of those 2 
qualitative comment fields. 
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Table S4:  Descriptive statistics for semi-finalist candidates by gender10 

 Male Female 
Difference  
of Means All 

 Mean SD Mean SD   Mean SD 

Years post-Ph.D. (Seniority) 5.0 2.0 5.5 3.0 -0.5  5.3 2.5 
No. of peer-reviewed articles 16.8 9.0 16.7 13.8 0.1  16.7 11.6 
Average No. of peer-reviewed articles per yr 3.1 1.8 2.8 2.1 0.3  2.9 2.0 
H-Index11 14.0 7.4 10.9 6.7 3.1 * 12.4 7.1 
Rubrics score for research productivity 3.5 0.3 3.1 0.6 0.4 ** 3.3 0.5 
Total N 30  32    62  

** p<0.01, * p<0.05 (Two-tailed t-tests). 
 
  5 

 
10 IBM SPSS 28.0.0.0 syntax: T-TEST GROUPS=Gender(1 2)  /MISSING=ANALYSIS   /VARIABLES=post_phd_yrs N_artic 
Articles_per_year WSCI_hindex R1resprod_score   /ES DISPLAY(TRUE)  /CRITERIA=CI(.95).  FREQUENCIES VARIABLES=post_phd_yrs 
N_artic Articles_per_year WSCI_hindex R1resprod_score  /FORMAT=NOTABLE  /STATISTICS=STDDEV MEAN  /ORDER=ANALYSIS. 
11 Candidates at the lower end of the H-Index distribution (0 to 5 points) tend to have less seniority; for these eight candidates, 
the median is 2.0 and the mean is 2.5 years since graduation).  In contrast, candidates at the higher end of the H-Index 
distribution H-index (15 to 20 points) have higher seniority; for these ten candidates, the median is 5 and the mean is 5.3 years 
since graduation. More senior candidates have had twice as much time to publish paper and to collect citations from their earlier 
papers.  
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Table S5: Faculty Survey Frequencies 
 N Replies 

Tenured 
N Replies 

Non- 
Tenured 

N Replies 
- All 

Faculty 

% 
Tenured 

% Non- 
Tenured 

% All 
Faculty 

1. For each item below, mark whether this statement is true for you: 
Filling out rubrics helped me to organize and/or 

remember my own views. 
10 4 14 77% 80% 78% 

Filling out a rubric may have helped me focus 
on objective criteria. 

10 4 14 77% 80% 78% 

I wrote comments because that allowed me to 
convey my opinions to the search 
committee. 

11 4 15 85% 80% 83% 

I did not find filling out the rubrics to be 
valuable. 

0 0 0 0 0 0 

Total Faculty Voted 13 5 18 13 5 18 

2. In faculty meetings, as in many other discussion and debate settings, people who speak first or early in 
the meeting tend to have an outsized impact on the outcome of the discussion. This effect can be called 
the "first speaker effect". For those faculty who participated in faculty meetings about candidates 
BOTH BEFORE AND AFTER RUBRICS WERE INSTATED, mark the following statement you most 
agree with for this question and the next two questions. For faculty who did not participate in faculty 
meetings both before and after rubrics were introduced, mark "not applicable" for this and the 
following two questions. Reading rubric comments at the start of the meeting... 

Reduced the "first speaker effect" 8 2 10 62% 40% 56% 
Increased the "first speaker effect" 0 0 0 0% 0% 0% 
Had no effect on the "first speaker effect" 5 0 5 38% 0% 28% 
Not applicable 0 3 3 0% 60% 17% 

Total Faculty Voted 13 5 18 13 5 18 

3. Reading rubric comments at the start of the meeting... 
Caused people to focus more on objective 

evaluation criteria 
10 4 14 77% 80% 78% 

Caused people to focus less on objective 
evaluation criteria 

0 0 0 0% 0% 0% 

Had no effect on whether people focused on 
objective criteria 

3 1 4 23% 20% 22% 

Not applicable 0 0 0 0% 0% 0% 
Total Faculty Voted 13 5 18 13 5 18 

4. 'Climate' can be defined as "Behaviors in a workplace, ranging from subtle to cumulative to dramatic, 
that can influence whether an individual feels listened to, valued, and treated fairly and with respect. In 
general, the use of the rubrics... 
Improved the climate in faculty meetings at 

which candidates were discussed. 
10 2 12 83% 40% 71% 

Worsened the climate in faculty meetings at 
which candidates were discussed. 

0 0 0 0% 0% 0% 

Had no effect on the climate in faculty 
meetings at which candidates were 
discussed. 

1 2 3 8% 40% 18% 

Not applicable 1 1 2 8% 20% 12% 

Total Faculty Voted 12 5 17 12 5 17 
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Table S6:  Faculty Survey Response Analysis 
 Survey 
Participants 

Non- 
Participants 

Chi- 
Square 

P-Value a Fisher's Exact 
Significance a 

Women 26.30% 7.10% 1.992 0.158 0.209 
Tenured 78.90% 78.60% 0.001 0.979 1.000 
N 19 14    

a Two-tailed tests. 
 

 
 5 
Table S7: Regression analysis guided by the grant proposal that has funded this research 
 
Our research design and hypotheses for the regression analysis are guided by Aim 1 of the grant proposal 
that has funded this research (National Science Foundation #1661306).   
 10 
Aim 1 includes the following research question:  Are women more likely to receive lower ratings than 
comparable men in the areas of research productivity and research impact? 
 
Aim 1 hypotheses include the following: 

• We hypothesize that despite the added structure of focused candidate evaluation rubrics, gender 15 
bias will be detected in candidate [ratings]. 

• We hypothesize that gender bias occurs within rubric evaluations in a systematic way, mirroring 
stereotypical assumptions about gendered competence. 

 
 20 
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