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PERFORMANCE BOUNDS FOR PDE-CONSTRAINED

OPTIMIZATION UNDER UNCERTAINTY
*
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Abstract. Computational approaches to PDE-constrained optimization under uncertainty may
involve finite-dimensional approximations of control and state spaces, sample average approxima-
tions of measures of risk and reliability, smooth approximations of nonsmooth functions, penalty
approximations of constraints, and many other kinds of inaccuracies. In this paper, we analyze the
performance of controls obtained by an approximation-based algorithm and in the process develop
estimates of optimality gaps for general optimization problems defined on metric spaces. Under
mild assumptions, we establish that limiting controls have arbitrarily small optimality gaps provided
that the inaccuracies in the various approximations vanish. We carry out the analysis for a broad
class of problems with multiple expectation, risk, and reliability functions involving PDE solutions
and appearing in objective as well as constraint expressions. In particular, we address problems with
bu↵ered failure probability constraints approximated via an augmented Lagrangian. We demonstrate
the framework on an elliptic PDE with a random coe�cient field and a distributed control function.
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1. Introduction. Optimization problems involving partial di↵erential equations
(PDEs) arise widely in design and control of physical systems [17, 41]. Recent appli-
cations include shape optimization [18, 14], turbulent combustion [11], acoustic wave
propagation [43], metamaterials [9], and plasma fusion [42]. Problems of this kind
usually come with significant uncertainty in the form of unknown external loadings,
material coe�cients, boundary or initial conditions, geometries, and other factors,
which leads to PDE-constrained optimization problems under uncertainty. Formula-
tions of these problems leverage scalarizations of the random quantities of interest via
expectations, variances [1], superquantiles (a.k.a. conditional/average value-at-risk)
[20, 13], worst-case measures of risk [24], and probabilities of failure [8]. These for-
mulations tend to involve integration with respect to a probability measure, which
needs to be approximated by numerical integration, such as Monte Carlo and quasi
Monte Carlo techniques [35, 26, 15], sparse grid quadrature methods [10], or variance-
reduction techniques based on Taylor expansions [11]. These approximations com-
pound the already significant challenges associated with discretization and solution of
the underlying PDE. Techniques to mitigate the overall computational cost include
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PERFORMANCE BOUNDS 1829

those based on model reduction [6, 24], multilevel [7, 2] and multifidelity [27] approx-
imations, low-rank tensor decomposition [3], stochastic collocation [19], stochastic
Galerkin [23], and Taylor approximation [1]. In this paper, we analyze a multitude
of approximations in PDE-constrained optimization under uncertainty. We focus on
a broad class of problems involving several quantities of interest and, thus, several
expectation, risk, and reliability functions. These quantities may arise in an objective
function, as constraint functions, or both.

In addition to discretization of state and control spaces and numerical evaluation
of integrals, the broad class of problems gives rise to several other approximations.
Smooth functions approximate nonsmooth ones to facilitate the use of gradient-type
algorithms. Penalty and Lagrangian terms model constraints. Weights aggregate
multiple objective functions. The combined e↵ect of this multitude of approxima-
tions on the obtained solutions is nontrivial and increasingly complex as we move
towards more sophisticated optimization problems involving novel performance cri-
teria and numerous quantities of interest. We lay out conditions under which small
errors in the various approximations indeed lead to a guaranteed good performance
of a control computed using these approximations. This does not hold in general.
It is well known that approximating functions may converge pointwise to an ac-
tual function but have minimizers and minima far from those of the actual problem
[38, Figure 4.5]. More concretely, a convergent Runga–Kutta method employed to
solve an ordinary di↵erential equation might still induce errors that prevent minimiz-
ers of the approximating optimization problems from converging to a minimizer of the
actual problem [40, 16]. We present a unified framework that addresses a wide array
of approximations and applications. It stretches beyond PDE-constrained optimiza-
tion, but also specializes to an example with a bu↵ered failure probability constraint
and to problems defined in terms of an elliptic PDE with a random coe�cient field
and a distributed control function.

The various inaccuracies lead to approximating optimization problems that sub-
sequently need to be solved by optimization algorithms. Since these problems are
rarely convex, one cannot expect their minimizers to be within reach. We furnish
performance bounds and optimality gaps for any solution—local, global, or neither—
obtained from the approximating problems. Still, better solutions of the approximat-
ing problems naturally translate into tighter bounds.

The reasoning towards performance bounds and optimality gaps follows a novel
breakdown of errors into those caused by discretization of the control space on one
side and those produced by all other approximations on the other side. This division
is motivated by the fact that the former imposes a restriction on the problem while the
latter can swing either way. As a result, we often analyze the “other approximations”
in a setting of finite dimensions, and this reduces the required assumptions. We
omit an analysis of optimality conditions and the assumptions required to ensure
convergence of stationary points of approximating problems to those of the actual
problem; see, for example, [29, 21] for e↵orts in this direction. Our results provide the
foundation for numerous algorithms, including those involving adaptive refinements.
However, we defer detailed algorithms as well as numerical demonstrations to future
publications.

Our main technical tool is epi-convergence; see, for example, [36, Chapter 7],
[38, section 4.C], and references therein. It is well known that epi-convergence of
approximating functions ensures that the corresponding minimizers can only converge
to a minimizer of the limiting function. However, epi-convergence can be di�cult
to verify or might simply not hold for realistic problems involving a multitude of
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1830 PENG CHEN AND JOHANNES O. ROYSET

approximations. Many studies concentrate on a single source of approximation; [22]
deals with nonsmoothness and [12, 4] with sampling. The challenge of combining
discretization of an underlying space with sample averages is illustrated by the less-
than-ideal convergence results of Theorem 3.14 in [37], which anyhow fails to address
other approximations and expectation constraints. The di�culties compound for
PDE-constrained optimization problems because the approximating problems solved
by numerical algorithms are defined on finite-dimensional Euclidean spaces while the
actual problem resides in infinite dimensions. The main novelty of the present paper
stems from our ability to handle a multitude of approximations. The challenge of
establishing epi-convergence in such settings is well known. Even a sum rule does not
hold in general: For extended real-valued functions f⌫ , f, g⌫ , g defined on a metric
space, f⌫ epi-converging to f and g⌫ epi-converging to g do not ensure that f⌫ + g⌫

epi-converges to f + g; see, e.g., the discussion in [38, section 4.C].
The rest of the paper is organized as follows: Section 2 considers formulations

and illustrative examples. Section 3 develops a general approximation theory and,
thus, lays the foundation for addressing PDE-constrained optimization problems in
section 4. Section 5 demonstrates the theory in the context of optimal control of an
elliptic PDE with a random coe�cient field and two quantities of interest.

2. Problem formulations. We consider the stochastic optimization problem

(2.1) minimize
z2Z

'(z) = ◆A(z) + f(z) + h
⇣
E
⇥
G(⇠, z)

⇤⌘
,

referred to as the actual problem, where the control z resides in a separable Banach
space (Z,k · kZ) and is restricted to an admissible set A ⇢ Z as expressed by the
indicator function; for any set C, ◆C(c) = 0 if c 2 C and ◆C(c) = 1 otherwise. The
objective function ' :Z !R= [�1,1] is further given by a cost function f :Z !R.
The main complications stem from the last term in the objective function, which is
defined by a random field ⇠, an m-dimensional vector of quantities of interest G(⇠, z),
and a monitoring function h :Rm !R. The monitoring function assesses the various
quantities of interest, which in turn depend implicitly on the solution of a PDE defined
on a domain D⇢Rd and parametrized by z 2Z and realizations of ⇠.

Formally, let (⌦,F ,P) be a probability space and ⌅ be a Hilbert space of functions
on D equipped with the Borel �-field B. On the probability space, we define a random
field, i.e., a measurable function ⇠ : ⌦ ! ⌅. We denote by ⇠ a realization of ⇠, i.e.,
⇠ = ⇠(!) 2 ⌅ for some ! 2 ⌦. Thus, boldface letters indicate a random element
and regular font its realization. In the usual way, ⇠ defines another probability space
(⌅,B, P ), where P (B) = P({! 2 ⌦ | ⇠(!) 2 B}) for B 2 B. Without imposing any
practical limitation, we let this probability space be complete.

We assume that the solutions of the PDE lie in a separable Banach space (U,k·kU )
and, for given ⇠ 2⌅ and z 2Z, the PDE has a unique solution in U denoted by s(⇠, z).
Section 5 furnishes details about the existence of such solutions. For the majority of
the development, it su�ces to recognize that the solutions of the PDE for various ⇠
and z are given by a solution mapping s :⌅⇥Z !U .

The quantities of interest are defined by the performance functions gi :U⇥Z !R,
i= 1, . . . ,m, and the solution mapping s:

(2.2) G :⌅⇥Z !Rm, with G(⇠, z) =
⇣
g1
�
s(⇠, z), z

�
, . . . , gm

�
s(⇠, z), z

�⌘
.

For any z 2 Z, we write E[G(⇠, z)] =
R
G(⇠, z)dP (⇠), which is assumed to be well

defined and finite as discussed below.
We adopt the usual rules for extended arithmetic. In particular, 1�1=1; see

[38, section 1.D]. Thus, z 62A and/or h(E[G(⇠, z)]) =1 produce '(z) =1, which im-
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PERFORMANCE BOUNDS 1831

plies that z is infeasible. With the convention argmin'= {z 2Z | '(z) = inf '<1},
where inf '= inf{'(z) | z 2Z}, this set of minimizers cannot include such z.

2.1. Illustrative examples. The actual problem (2.1) addresses a vast array
of applications. We highlight some possibilities.

Example 2.1 (expectation minimization with regularization). Suppose that we
seek to determine a control z 2 A ⇢ Z = L2(D;Rq), the space of Lebesgue square-
integrable functions from D to Rq, that minimizes the expected system performance
as quantified by g1 :U ⇥Z !R. This leads to the problem

minimize
z2A

E
h
g1
�
s(⇠, z), z

�i
+ ✓kzk2Z ,

where a regularization term is included with ✓ 2 [0,1). The problem is of the form
(2.1): set m= 1, h(w) =w, and f(z) = ✓kzk2Z .

Example 2.2 (tracking objective under expectation constraint). While using
the same admissible controls as in Example 2.1, suppose that we seek to bring the
random state s(⇠, z) as close as possible to a target state ū2U on average and force
a performance function g1 : U ⇥ L2(D;Rq) ! R to lie between ↵ and � on average.
This leads to the problem

minimize
z2A

E
h��s(⇠, z)� ū

��
U

i
subject to ↵E

h
g1
�
s(⇠, z), z

�i
 �,

which is of the form (2.1) with m= 2, h(w) = ◆[↵,�](w1)+w2, f(z) = 0, and g2(u, z) =
ku� ūkU . The bounds ↵ � could coincide to produce an equality constraint or they
might have ↵=�1 and � = 0 to produce the inequality E[g1(s(⇠, z), z)] 0.

Example 2.3 (risk modeling). Modeling focused on “worst-case” performance
instead of “average” performance is accomplished using a regular measure of risk that
maps random variables with finite second moments into R [31, 38, Chapter 8]. Let
Ri, i = 1, . . . ,m, be a collection of regular measures of risk. Suppose that we seek
a control ẑ 2 Â ⇢ Ẑ that minimizes the risk associated with a performance function
ĝ1 :U ⇥ Ẑ !R and satisfies constraints of nonnegative risk related to ĝi :U ⇥ Ẑ !R,
i= 2,3, . . . ,m. This leads to the problem

minimize
ẑ2Â

R1

⇣
ĝ1
�
s(⇠, ẑ), ẑ

�⌘
subject to Ri

⇣
ĝi
�
s(⇠, ẑ), ẑ

�⌘
 0, i= 2,3, . . . ,m,

which turns out to be expressible in the form (2.1) for common measures of risk.

Details. By [38, Thm. 8.9], every regular measure of risk R can be expressed
as R(⌘) = min�2R � + V(⌘ � �) for some regular measure of regret V, which also
maps random variables with finite second moments into R. Thus, the problem is
equivalently stated as a minimization problem over ẑ and auxiliary variables �1, . . . ,�m
using regular measures of regret V1, . . . ,Vm corresponding to R1, . . . ,Rm, respectively.
Many common measures of regret V are of the expectation kind, which means that for
some convex function v :R!R one has V(⌘) =E[v(⌘)] for random variables ⌘; see [33]
and [38, Chapter 8]. For ↵ 2 (0,1), the penalty regret V(⌘) =E[max{0,⌘}]/(1� ↵) is
a prominent example producing the superquantile risk (a.k.a. CVaR and AVaR) [32].
If V1, . . . ,Vm are of the expectation kind and expressible using the convex functions
v1, . . . , vm, then the problem takes the equivalent form
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1832 PENG CHEN AND JOHANNES O. ROYSET

minimize
ẑ2Â,�1,...,�m

E
h
�1 + v1

⇣
ĝ1
�
s(⇠, ẑ), ẑ

�
� �1

⌘i

subject to E
h
�i + vi

⇣
ĝi
�
s(⇠, ẑ), ẑ

�
� �i

⌘i
 0, i= 2,3, . . . ,m,

which indeed is of the form (2.1) with control space Z = Ẑ ⇥ Rm, set of admissible
controls A= Â⇥Rm, performance functions

gi(u, z) = �i + vi
�
ĝi(u, ẑ)� �i

�
, i= 1, . . . ,m for z = (ẑ,�1, . . . ,�m),

and monitoring function h(w) =w1 + ◆(�1,0](w2) + · · ·+ ◆(�1,0](wm).

Example 2.4 (bu↵ered failure probability constraint). A reliability constraint can
beneficially be expressed in terms of a bu↵ered failure probability [34], which is better
behaved mathematically than a failure probability [25, 5]. For a random variable ⌘
with finite mean, the bu↵ered failure probability is defined as

b-prob{⌘> 0}=

8
><

>:

0 if prob{⌘> 0}= 0,

1� ↵ if prob{⌘> 0}> 0 and E[⌘]< 0,

1 otherwise,

where ↵ 2 (0,1) is the probability that makes the ↵-superquantile Q̄↵(⌘) of ⌘ equal
to zero. As expressed by the ↵-quantile Q↵(⌘) of ⌘, the ↵-superquantile is defined as
[38, section 3.C]

Q̄↵(⌘) =Q↵(⌘) +
1

1� ↵
E
h
max

�
0,⌘�Q↵(⌘)

 i
.

The problem of determining a control ẑ 2 Â ⇢ Ẑ that minimizes a cost function
f̂ : Ẑ !R plus the average value of a quantity of interest represented by ĝ1 :U⇥Ẑ !R
and produces su�cient reliability relative to another quantity of interest expressed by
ĝ2 :U ⇥ Ẑ !R is formulated as

minimize
ẑ2Â

f̂(ẑ) +E
h
ĝ1
�
s(⇠, ẑ), ẑ

�i

subject to b-prob
n
ĝ2
�
s(⇠, ẑ), ẑ

�
> 0
o
 1� ↵.

(2.3)

The problem can be stated in the form (2.1).

Details. For ↵2 (0,1), Q̄↵(⌘) 0 if and only if b-prob{⌘> 0} 1�↵ [38, section
3.E]. This fact together with the discussion in Example 2.3 about the penalty regret
imply that (2.3) is equivalent to

minimize
ẑ2Â,�2R

f̂(ẑ) +E
h
ĝ1
�
s(⇠, ẑ), ẑ

�i

subject to E

� +

1

1� ↵
max

n
0, ĝ2

�
s(⇠, ẑ), ẑ

�
� �
o�

 0.
(2.4)

This problem is of the form (2.1) with Z = Ẑ ⇥ R, A = Â ⇥ R, h(w1,w2) = w1 +
◆(�1,0](w2), and, for z = (ẑ,�), f(z) = f̂(ẑ), g1(u, z) = ĝ1(u, ẑ), and g2(u, z) =
� +max{0, ĝ2(u, ẑ)� �}/(1� ↵).
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PERFORMANCE BOUNDS 1833

2.2. Approximations. The examples illustrate the breadth of situations ad-
dressed by (2.1) but also the significant challenges associated with the development
and justification of computational procedures. In addition to the need for discretiza-
tion of the control space Z and numerical solution of the underlying PDE, m expec-
tations must be estimated, and potentially nonsmooth performance functions might
emerge from reformulations of risk measures (see Examples 2.3 and 2.4) causing the
need for smoothing. Nonlinear constraints commonly require approximations via aug-
mented Lagrangian and penalty formulations. These considerations produce approxi-
mations of (2.1), where Z is replaced by a finite-dimensional subspace, the monitoring
function h is replaced by smooth alternatives, expectations are replaced by sample
average approximations, and the quantities of interest, as summarized by G, are re-
placed by approximations capturing numerical solutions of the underlying PDE, and
also smooth approximations necessitated by nonsmooth performance functions.

In the setting of Example 2.4, one might face five types of approximations: A
finite-dimensional subspace Ẑn restricts Ẑ, a sample {⇠1, . . . , ⇠⌫} furnishes an estimate
of expectations, an approximating solution mapping s⌫ replaces s, an augmented
Lagrangian term with parameter ✓⌫ 2 [0,1) and multiplier y⌫ 2R substitutes for the
constraint, and smax(�;�⌫) = �⌫ ln(1 + exp(�/�⌫)) approximates the max-function
� 7!max{0,�} with an error of at most 2�⌫ using a tunable parameter �⌫ 2 (0,1);
see [38, Ex. 4.16].

Before implementing these approximations, we reformulate (2.4) using a nonneg-
ative slack variable �:

minimize
ẑ2Â,�2R,��0

f̂(ẑ) +E
h
ĝ1
�
s(⇠, ẑ), ẑ

�i

subject to E

�+ � +

1

1� ↵
max

n
0, ĝ2

�
s(⇠, ẑ), ẑ

�
� �
o�

= 0.
(2.5)

The problem is of the form (2.1) with Z = Ẑ ⇥R2, A = Â⇥R⇥ [0,1), h(w1,w2) =
w1 + ◆{0}(w2), and, for z = (ẑ,�,�), one has f(z) = f̂(ẑ), g1(u, z) = ĝ1(u, ẑ) and

(2.6) g2(u, z) = �+ � +
1

1� ↵
max

�
0, ĝ2(u, ẑ)� �

 
.

An approximating problem for (2.5) is then

minimize
ẑ2Â\Ẑn,�2R,��0

f̂(ẑ) +
1

⌫

⌫X

j=1

ĝ1
�
s⌫(⇠j , ẑ), ẑ

�

+
y⌫

⌫

⌫X

j=1

�+ � +
1

1� ↵
smax

⇣
ĝ2
�
s⌫(⇠j , ẑ), ẑ

�
� �; �⌫

⌘

+ ✓⌫
 
1

⌫

⌫X

j=1

�+ � +
1

1� ↵
smax

⇣
ĝ2
�
s⌫(⇠j , ẑ), ẑ

�
� �; �⌫

⌘!2

,

(2.7)

where the objective function being minimized is an augmented Lagrangian [38, Ex.
6.10]. Presumably, the approximating problem does not involve any di�cult con-
straints, has a smooth objective function in many practical settings, and can be
addressed using standard nonlinear programming solvers.

One could hope that solutions of the approximating problem produce reasonable
solutions for (2.3) when the subspace Ẑn is su�ciently close to Ẑ, the sample size ⌫
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1834 PENG CHEN AND JOHANNES O. ROYSET

is large, the numerical solution mapping s⌫ approximates s rather well, the penalty
parameter ✓⌫ is high, the multiplier y⌫ is suitably selected, and the smoothing param-
eter �⌫ is near zero. Of course, this cannot be expected in general. The next sections
examine performance bounds for such approximations in the concrete setting of (2.5)
and also more broadly.

3. General approximation theory. To prepare a foundation for a unified
treatment of the actual problem (2.1), we approach an abstract optimization prob-
lem and its approximations. Suppose that (X,dX) is a metric space1 and let N =
{1,2, . . .}. For f :X !R, consider the problem

(3.1) minimize
x2X

f(x)

and the discretized problems

(3.2)
n
minimize

x2X
f(x) + ◆Xn(x), n2N

o
,

where Xn ⇢X corresponds to a finite-dimensional space. Specifically, for each n2N,
we assume there is a surjective mapping Tn : Rn ! Xn, i.e., for every x 2 Xn, one
can identify a vector xn 2 Rn satisfying x = Tn(xn). Through this correspondence,
we identify the finite-dimensional problems

(3.3)
n
minimize

xn2Rn
fn(xn), n2N

o
,

where fn :Rn !R is given by

(3.4) fn(xn) = f
�
Tn(xn)

�
.

We see that (3.2) and (3.3) are equivalent, with

(3.5) inf
�
fn(xn)

�� xn 2Rn
 
= inf

�
f(x) + ◆Xn(x)

�� x2X
 
.

Although finite dimensional, (3.3) might require approximations for computa-
tional and other reasons. We consider the collection of approximating problems

(3.6) 8n2N :
n
minimize

xn2Rn
f⌫
n(xn), ⌫ 2N

o
,

where f⌫
n : Rn ! R is an approximation of fn that presumably becomes more accu-

rate as ⌫ ! 1. We seek to justify the following approach to solving (3.1): apply
an optimization algorithm to one or more of the approximating problems (3.6) and
obtain a solution that serves as an approximating solution of (3.1). As a preview
of our treatment of the actual problem (2.1), the finite-dimensional problems (3.3)
correspond to a discretization of the control space and the approximating problems
(3.6) implement all other approximations as well, including discretization adopted to
solve the underlying PDE. Since discretization of the control space can be viewed
as just another approximation, it appears somewhat arbitrary to single out that dis-
cretization. However, this separation is technically convenient and allows us to utilize
the fact that discretization of the control space imposes a restriction on the problem
while the other approximations may not have that characteristic.

1The metric space setting here hints at the possibility of extending the reach of later results
beyond Banach spaces.
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PERFORMANCE BOUNDS 1835

We adopt the following notation and concepts. For � 2 [0,1) and a function
g :X !R, the set of near-minimizers is given by

�-argming=
�
x2 domg

�� g(x) inf g+ �
 
,

where inf g = inf{g(x) | x 2X} and domg = {x 2X | g(x) <1}. Convergence x⌫ to
x along a subsequence indexed by N ⇢N is specified by x⌫ �!

N
x. The index set N is

then taken from the collection of subsequences of N denoted by N#
1.

Definition 3.1 (epi-convergence). For g⌫ , g : X ! R, we say that g⌫ epi-
converges to g as ⌫!1, written g⌫ e! g, when the following hold at every x2X:

(a) For all x⌫ ! x, one has liminfg⌫(x⌫)� g(x).
(b) There exists x⌫ ! x such that limsupg⌫(x⌫) g(x).

The main result of this section furnishes an optimality gap for a control obtained
by solving the approximating problems (3.6).

Theorem 3.2 (optimality gap). For a metric space (X,dX), suppose that f :
X ! R, Xn ⇢ X, and Tn : Rn ! Xn is a surjective mapping. Let fn, f⌫

n : Rn ! R,
with fn defined by (3.4). Suppose that the following hold for some n̄2N:

(a) f + ◆Xn
e!f as n!1.

(b) 8n� n̄, f⌫
n

e!fn as ⌫!1.
(c) inf f >�1 and, 8n� n̄, inf fn <1.

Then, for any " 2 (0,1), there exists n" � n̄ such that when n� n", �⌫ ! � 2 [0,1),
and {x̄⌫

n 2 �⌫- argminf⌫
n ,⌫ 2N} has a cluster point x̄n, one obtains

f
�
Tn(x̄n)

�
 inf f + "+ �.

Proof. Suppose that inf f is finite and let � 2 (0,1). Then, there is x 2X such
that f(x)  inf f + �. In view of (a) and Definition 3.1(b), there is xn ! x such
that limsupn(f(x

n) + ◆Xn(xn)) f(x). Stringing these two inequalities together, we
obtain that

limsupn
�
inf(f + ◆Xn)

�
 limsupn

�
f(xn) + ◆Xn(xn)

�
 f(x) inf f + �.

Since � is arbitrary, we conclude that

(3.7) limsupn
�
inf(f + ◆Xn)

�
 inf f

when inf f is finite. The same holds trivially when inf f =1. The possibility inf f =
�1 is ruled out by (c).

Let "2 (0,1). By (c) and (3.7), inf f >�1 and there is n" � n̄ such that

(3.8) inf(f + ◆Xn) inf f + " 8n� n".

Fix n� n". First, we establish that

(3.9) limsup⌫(inf f
⌫
n) inf fn.

An argument parallel to the one carried out to reach (3.7) confirms the claim when
inf fn is finite. Since inf fn = 1 is ruled out by (c), it only remains to examine the
case with inf fn =�1. Let � 2 (0,1). Then, there is xn 2Rn such that fn(xn)��
and also, by Definition 3.1(b), there are x⌫

n ! xn such that limsup⌫ f
⌫
n(x

⌫
n) fn(xn).
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1836 PENG CHEN AND JOHANNES O. ROYSET

Thus,

limsup⌫(inf f
⌫
n) limsup⌫ f

⌫
n(x

⌫
n) fn(xn)��.

Since � is arbitrary, (3.9) holds in this case as well.
Second, let N 2 N#

1 be the subsequence corresponding to the cluster point x̄n,
i.e., x̄⌫

n �!
N

x̄n. Then, (3.9) and the construction of {x̄⌫
n,⌫ 2N} ensure that

limsup⌫2N f⌫
n(x̄

⌫
n) limsup⌫2N (inf f⌫

n + �⌫) inf fn + �.

By Definition 3.1(a), this implies that

fn(x̄n) liminf⌫2N f⌫
n(x̄

⌫
n) limsup⌫2N f⌫

n(x̄
⌫
n) inf fn + �.

Since inf fn <1 by (c), x̄n 2 domfn. Thus, x̄n 2 �-argminfn. We then obtain

f
�
Tn(x̄n)

�
= fn(x̄n) inf fn + �= inf(f + ◆Xn) + � inf f + "+ �,

where the second equality follows by (3.5) and the second inequality by (3.8).

Theorem 3.2 provides an optimality gap, relative to the infinite-dimensional prob-
lem (3.1), for any cluster point constructed by solving a sequence of approximating
finite-dimensional problems. The gap is bounded by the sum of two terms: " and �.
While " can be selected arbitrarily near zero, this typically results in a large n" and
thus the need for minimizing a high-dimensional function f⌫

n with a tolerance eventu-
ally near �. The theorem applies for any � so the approximating problems do not need
to be solved to a high tolerance. The tolerance might not even be fully known. Still,
the theorem provides a guarantee that better solutions of the approximating prob-
lems (i.e., lower �⌫) translate into better solutions of the infinite-dimensional problem
(3.1), at least in the sense of an upper bound.

The theorem does not require convexity, smoothness, or continuity of the functions
f, fn, and f⌫

n . However, the functions f and fn are lower semicontinuous (lsc) by
virtue of being epi-limits. We note that {x̄⌫

n,⌫ 2N} is a sequence in Rn and thus has
a cluster point as long as the sequence is bounded.

In general, " can be thought of as a discretization error due to the restriction
from X to Xn, and �⌫ (and its limiting value �) is an optimization error caused by
our incomplete minimization of f⌫

n . There is no approximation error in the theorem,
something one might expect from replacing fn in (3.3) by f⌫

n in (3.6). This is avoided
because, as ⌫!1, such errors vanish by assumption (b) in Theorem 3.2.

To the best of our knowledge, there is no prior result matching Theorem 3.2. The
novelty lies in the consideration of doubly indexed approximating functions f⌫

n on Rn

that do not tend to the actual function f but rather to fn. In fact, f⌫
n and f are not

even defined on the same space so any talk of their epi-convergence is not meaningful.
As we will see, Theorem 3.2 emerges as a key building block in the next section but
can also stand on its own as a valuable fact for general optimization problems on
metric spaces.

4. Performance bounds. We now return to PDE-constrained optimization un-
der uncertainty (OUU) and the notation in section 2. Following the pattern of section
3 with (3.1) being replaced by the problems (3.2), (3.3), and (3.6), we start by defining
the control-discretized problems

(4.1)
n
minimize

z2Z
'(z) + ◆Zn(z), n2N

o
,
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PERFORMANCE BOUNDS 1837

where ' : Z ! R is the objective function in the actual problem (2.1) and Zn ⇢ Z.
We assume that elements in Zn can be represented by n real-valued parameters and
that there is a surjective mapping Tn : Rn ! Zn. Through this correspondence, we
obtain the equivalent control-discretized problems

(4.2)
n
minimize

zn2Rn
'n(zn), n2N

o
,

where 'n :Rn !R is given by 'n(zn) = '(Tn(zn)). Leveraging the definition of ' in
(2.1), the problems in (4.2) take the form

(4.3) minimize
zn2Rn

'n(zn) = ◆An(zn) + fn(zn) + h
⇣
E
⇥
Gn(⇠, zn)

⇤⌘
,

where An = {zn 2Rn | Tn(zn)2A}, fn(zn) = f(Tn(zn)), and Gn(⇠, zn) =G(⇠, Tn(zn))
so that fn :Rn !R and Gn :⌅⇥Rn !Rm.

Assumption 4.1 (continuity). For a.e. ⇠ 2 ⌅ and i= 1, . . . ,m, s(⇠, · ) : Z ! U , gi,
and Tn are continuous.2 For every zn 2Rn, Gn(· , zn) :⌅!Rm is measurable.

Under Assumption 4.1, E[Gn(⇠, zn)] is well defined for each zn 2 Rn under the
usual convention of setting an expectation to infinity if both the positive part and the
negative part integrate to infinity [38, section 3.B].

Next, we turn to approximations of the equivalent control-discretized problems.
For ⇠1, . . . , ⇠⌫ 2⌅, the approximating problems take the form

(4.4) minimize
zn2Rn

'⌫
n(zn) = ◆An(zn) + fn(zn) + h⌫

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , zn)

!
,

where a sample average replaces the expectation, h⌫ : Rm ! R approximates the
monitoring function, and G⌫

n :⌅⇥Rn !Rm approximates Gn and is given by

(4.5) G⌫
n(⇠, zn) =G⌫

�
⇠, Tn(zn)

�
.

Here, G⌫ :⌅⇥Z !Rm has

(4.6) G⌫(⇠, z) =
⇣
g⌫1
�
s⌫(⇠, z), z

�
, . . . , g⌫m

�
s⌫(⇠, z), z

�⌘
,

where g⌫i :U⇥Z !R approximates gi and s⌫ :⌅⇥Z !U approximates s :⌅⇥Z !U ;
see section 5. We consider the following scheme to solve (2.1).
Approximation Algorithm for PDE-Constrained OUU.

Data. n2N and {⇠j 2⌅, j 2N}.
Step 0. Set ⌫ = 1.
Step 1. Apply an algorithm to (4.4), obtain z̄⌫n 2Rn, and record '⌫

n(z̄
⌫
n).

Step 2. Replace ⌫ by ⌫ + 1 and go to Step 1.
Presumably, the approximating problems (4.4) are tractable for existing (nonlin-

ear programming) algorithms, but there is no requirement that z̄⌫n must be globally or
locally optimal or even stationary for '⌫

n. A main feature of the subsequent analysis,
already alluded to in section 3, is that the resulting performance guarantee holds even
though Step 1 is not carried out “perfectly.” In particular, if {z̄⌫n,⌫ 2N} has a cluster
point z̄n, which indeed would be the case when the sequence is bounded, then the

2Throughout, a product space is equipped with the product norm.
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1838 PENG CHEN AND JOHANNES O. ROYSET

recorded values {'⌫
n(z̄

⌫
n),⌫ 2 N} lead to a performance guarantee for z̄n as measured

by the actual objective function '; see Theorem 4.9 below.
Numerous implementation issues emerge including rules for refining approxima-

tion levels and stopping criteria in Step 1. It would typically be ine�cient to apply
much e↵ort in Step 1 for each ⌫. In practice, one might leapfrog over most ⌫ and
invest computing resources towards, say, ⌫ = 1000,2000,3000, etc. Each of the expec-
tations might also demand di↵erent sample sizes. They are all set to ⌫ in this paper
for notational convenience, but the results extend to other schemes trivially. While n
is kept fixed in the algorithm, an implementation might also involve a gradual increase
of that parameter.

4.1. Intermediate results. This subsection presents assumptions and furnishes
several technical results. In the following, inequalities between vectors are assumed
to apply componentwise. The Euclidean balls in Rn are written as

B(z̄n,⇢) =
�
zn 2Rn

�� kzn � z̄nk2  ⇢
 
.

Assumption 4.2 (locally bounded quantities of interest). For each z̄n 2An, there
are ⇢2 (0,1) and P -integrable c :⌅! [0,1) such that

��Gn(⇠, zn)
��
1  c(⇠) 8zn 2B(z̄n,⇢)\An, a.e. ⇠ 2⌅.

Lemma 4.3. Let n2N be fixed. Suppose that An is closed, Assumptions 4.1 and
4.2 hold for n, and the sample {⇠1,⇠2, . . .} is independent and identically distributed
(i.i.d.) as ⇠. Then, with probability one,

lim⌫
1

⌫

⌫X

j=1

Gn(⇠j , z
⌫
n) =E

⇥
Gn(⇠, zn)

⇤
2Rm whenever z⌫n 2An ! zn.

Proof. Let  i : ⌅⇥ Rn ! R be given by  i(⇠, zn) = gi(s(⇠, Tn(zn)), Tn(zn)). For
a.e. ⇠ 2 ⌅,  i(⇠, · ) is continuous by Assumption 4.1. For all zn 2 Rn,  i(·, zn) is
measurable. Thus,  i is a Caratheodory function and certainly random lsc; see [38,
Ex. 8.51(d)]. Moreover, (⇠, zn) 7! i(⇠, zn)+◆An(zn) is random lsc by [38, Ex. 8.51(c)]
because An is closed. With probability one, the epigraphical law of large numbers
[38, Thm. 8.56] applied to each  i yields

liminf⌫
1

⌫

⌫X

j=1

Gn(⇠j , z
⌫
n)�E

⇥
Gn(⇠, zn)

⇤
whenever z⌫n 2An ! zn,

with no component of E[Gn(⇠, zn)] being �1. Repeating this argument with � i in
place of  i, we obtain the conclusion.

Assumption 4.4 (approximation of performance functions). There is a sequence
{"⌫ 2 [0,1), ⌫ 2N} with "⌫ ! 0 such that

��g⌫i (u, z)� gi(u, z)
�� "⌫ 8u2U, z 2Zn \A, i= 1, . . . ,m.

The assumption requires a uniform error bound for the approximating perfor-
mance functions, which is satisfied, for example, by the smax-approximation in sub-
section 2.2. The uniformity can be relaxed, with slight adjustments to Assumption
4.5 below. We omit these details due to the resulting notational complexity. Anyhow,
they are not needed for the application in section 5.

Assumption 4.5 (solution properties and approximations). There exist ⌘, 2
(0,1), �, µ : ⌅ ! [0,1), ⇢,⇡ : An ! (0,1), and {�0,�⌫ : An ! [0,1), ⌫ 2 N}
satisfying the following properties:
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PERFORMANCE BOUNDS 1839

(a) E[�⌘(⇠)µ(⇠)] and E[µ(⇠)] are finite.
(b) 8zn 2An, zn = Tn(zn), u,u0 2U , ⌫ 2N, i= 1, . . . ,m, and a.e. ⇠ 2⌅, one has

��gi(u, zn)� gi(u
0, zn)

�� ⇡(zn)
�
kuk⌘U + ku0k⌘U + 1

�
ku� u0kU ,

max
n��s(⇠, zn)

��
U
,
��s⌫(⇠, zn)

��
U

o
 �(⇠)�0(zn),

��s⌫(⇠, zn)� s(⇠, zn)
��
U
 µ(⇠)�⌫(zn).

(c) 8z̄n 2An, one has

sup
zn2B(z̄n,⇢(z̄n))\An

⇡(zn)<1, sup
zn2B(z̄n,⇢(z̄n))\An

�0(zn)<1,

sup
zn2B(z̄n,⇢(z̄n))\An

�⌫(zn)! 0, as ⌫!1.

Part (b) imposes bounds on approximation errors of the solutions as well as a
relatively mild Hölder-type condition on the performance functions, which can be
made more general depending on specific applications. Section 5 furnishes a specific
example of when these assumptions hold.

Lemma 4.6. Let n2N be fixed. Suppose that An is closed, Assumptions 4.4 and
4.5 hold for n, and the sample {⇠1,⇠2, . . .} is i.i.d. at ⇠. Then, with probability one,

1

⌫

⌫X

j=1

��G⌫
n(⇠j , z

⌫
n)�Gn(⇠j , z

⌫
n)
��
1 ! 0 whenever z⌫n 2An ! zn.

Proof. Let ⌘,, �, µ, ⇢, ⇡, �0, �⌫ , and "⌫ be as specified by Assumptions 4.4
and 4.5. First, we fix zn 2 An, zn = Tn(zn), ⇠ 2 ⌅1, ⌫ 2 N, and i 2 {1, . . . ,m}, where
P (⌅1) = 1. Trivially,
���g⌫i
�
s⌫(⇠, zn), zn

�
� gi

�
s(⇠, zn), zn

����


���gi
�
s⌫(⇠, zn), zn

�
� gi

�
s(⇠, zn), zn

����+
���g⌫i
�
s⌫(⇠, zn), zn

�
� gi

�
s⌫(⇠, zn), zn

����.

Assumption 4.5 addresses the first term so that
���gi
�
s⌫(⇠, zn), zn

�
� gi

�
s(⇠, zn), zn

����

 ⇡(zn)
⇣��s⌫(⇠, zn)

��⌘
U
+
��s(⇠, zn)

��⌘
U
+ 1
⌘��s⌫(⇠, zn)� s(⇠, zn)

��
U

 ⇡(zn)
⇣
2�⌘(⇠)�⌘

0(zn) + 1
�
µ(⇠)�

⌫ (zn).

Also bringing in Assumption 4.4, we obtain for {⇠j 2⌅1, j 2N} that

1

⌫

⌫X

j=1

��G⌫
n(⇠j , zn)�Gn(⇠j , zn)

��
1  ⇡(zn)2�

⌘
0(zn)�


⌫ (zn)

1

⌫

⌫X

j=1

�⌘(⇠j)µ
(⇠j)

+ ⇡(zn)�

⌫ (zn)

1

⌫

⌫X

j=1

µ(⇠j) + "⌫ .

Second, Assumption 4.5(a) and the i.i.d. sampling ensure that

1

⌫

⌫X

j=1

�⌘(⇠j)µ
(⇠j)!E

⇥
�⌘(⇠)µ(⇠)

⇤
2R, 1

⌫

⌫X

j=1

µ(⇠j)!E
⇥
µ(⇠)

⇤
2R
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1840 PENG CHEN AND JOHANNES O. ROYSET

with probability one. Let ⇠1, ⇠2, . . . be a sequence in ⌅1 for which this convergence
holds and let z⌫n 2 An ! z̄n. Then, there exists ⌫̄ such that z⌫n 2 B(z̄n,⇢(z̄n)) for
all ⌫ � ⌫̄. Let B = B(z̄n,⇢(z̄n)) \ An, ⇡̄ = supzn2B ⇡(zn), �̄ = supzn2B �0(zn), and
�⌫ = supzn2B �⌫(zn). Thus, for all ⌫ � ⌫̄,

1

⌫

⌫X

j=1

��G⌫
n(⇠j , z

⌫
n)�Gn(⇠j , z

⌫
n)
��
1  ⇡̄2�̄⌘�⌫

⌫

⌫X

j=1

�⌘(⇠j)µ
(⇠j) +

⇡̄�⌫
⌫

⌫X

j=1

µ(⇠j) + "⌫ .

Since ⇡̄, �̄<1 and �⌫ ,"⌫ ! 0, the conclusion follows.

Assumption 4.7 (locally bounded quantities of interest on Z). For each z̄ 2 A,
G(·, z̄) is measurable and there are ⇢ 2 (0,1) and P -integrable c : ⌅ ! [0,1) such
that

��G(⇠, z)
��
1  c(⇠) for z 2A, kz � z̄kZ  ⇢, a.e. ⇠ 2⌅.

This assumption resembles Assumption 4.2 but is stated separately to avoid in-
tricacies about the relation between Z and Rn.

Lemma 4.8 (continuity of expectation function). If A is closed and Assumptions
4.1 and 4.7 hold, then E[G(⇠, zn)]!E[G(⇠, z)]2Rm whenever zn 2A! z.

Proof. Under the stated assumptions, G(⇠, · ) is continuous for a.e. ⇠. Thus, the
fact follows from a standard application of the dominated convergence theorem.

4.2. Main results. We establish two performance guarantees related to the Ap-
proximation Algorithm for PDE-Constrained OUU. The first one furnishes an upper
bound on the objective function value in the actual problem (2.1) for any cluster point
produced by the algorithm. The second one specifies an optimality gap.

For metric space X, a function g :X !R is lsc relative to C ⇢X if liminfg(x⌫)�
g(x) whenever x⌫ 2C ! x2C.

Theorem 4.9 (upper bound in PDE-constrained OUU). For fixed n2N, suppose
that An is closed, fn is lsc relative to An, the sample {⇠1,⇠2, . . .} is i.i.d. as ⇠,
Assumptions 4.1, 4.2, 4.4, and 4.5 hold for n, and

liminfh⌫(w⌫)� h(w)>�1 whenever w⌫ !w 2Rm.

With probability one, if {z̄⌫n 2Rn,⌫ 2N} converges to z̄n along a subsequence N 2N#
1

as ⌫!1, then

'
�
Tn(z̄n)

�
 liminf⌫2N '

⌫
n(z̄

⌫
n).

Proof. By Lemmas 4.3 and 4.6, with probability one, z⌫n 2An ! zn implies

1

⌫

⌫X

j=1

Gn(⇠j , z
⌫
n)!E

⇥
Gn(⇠, zn)

⇤
2Rm,

1

⌫

⌫X

j=1

��G⌫
n(⇠j , z

⌫
n)�Gn(⇠j , z

⌫
n)
��
1 ! 0.

(4.7)

Let {⇠1, ⇠2, . . .} be an event for which this occurs. Then,

1

⌫

⌫X

j=1

G⌫
n(⇠j , z

⌫
n) =

1

⌫

⌫X

j=1

�
G⌫

n(⇠j , z
⌫
n)�Gn(⇠j , z

⌫
n)
�
+

1

⌫

⌫X

j=1

Gn(⇠j , z
⌫
n)!E

⇥
Gn(⇠, zn)

⇤

whenever z⌫n 2An ! zn.
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PERFORMANCE BOUNDS 1841

Suppose that z̄⌫n �!
N

z̄n for N 2N#
1. We aim to show that

(4.8) liminf⌫2N '
⌫
n(z̄

⌫
n)�'n(z̄n)

because then the conclusion follows from the fact that 'n(z̄n) ='(Tn(z̄n)).
If z̄n 62An, then z̄⌫n 62An for su�ciently large ⌫ 2N because An is closed. Thus,

(4.8) holds trivially in this case, and we concentrate on the case with z̄n 2An. Without
loss of generality, we assume that z̄⌫n 2An for all ⌫ 2N because any z̄⌫n 62An produces
'⌫
n(z̄

⌫
n) =1. These facts and the assumption on the monitoring functions imply that

liminf⌫2N h⌫

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , z̄

⌫
n)

!
� h
⇣
E
⇥
Gn(⇠, z̄n)

⇤⌘
>�1.

Since fn is lsc relative to An, one has

liminf⌫2N fn(z̄
⌫
n)� fn(z̄n).

All three terms defining '⌫
n(z̄

⌫
n) are bounded from below. Thus, it follows that

liminf⌫2N '
⌫
n(z̄

⌫
n)

� liminf⌫2N ◆An(z̄
⌫
n) + liminf⌫2N fn(z̄

⌫
n) + liminf⌫2N h⌫

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , z̄

⌫
n)

!

� ◆An(z̄n) + fn(z̄n) + h
⇣
E
⇥
Gn(⇠, z̄n)

⇤⌘
='n(z̄n),

which completes the proof.

Theorem 4.9 implies that if the algorithm constructs a sequence {z̄⌫n,⌫ 2N} with
a cluster point, then that point—a finite-dimensional vector—corresponds to a point
in the control space Z, which is as good as we would expect from the recorded values
{'⌫

n(z̄
⌫
n),⌫ 2N}. The theorem holds regardless of n, but a large n would typically be

associated with a large set Zn and thus better chances to obtain low values '⌫
n(z̄

⌫
n).

The assumption on h⌫ and h is satisfied by models where inequality constraints
are replaced by penalties. For example, h(w) = ◆(�1,0]m(w) is approximated by h⌫(w)
= ✓⌫

Pm
i=1(max{0,wi})2, where ✓⌫ !1.

There is no need to solve (4.4) to local or global optimality. One would simply
attempt to bring the objective function value down as ⌫!1. In practice, one might
have a goal of obtaining a control z 2 Z such that '(z)  ↵. The theorem provides
a way of certifying this: pick a reasonably large n, and apply the algorithm with a
stopping criterion in Step 1 of '⌫

n(z̄
⌫
n)  ↵. Any cluster point z̄n of the constructed

sequence produces a control z̄ = Tn(z̄n), which then is good enough. Since the theorem
does not leverage any assumptions on the discretization Zn of Z, it becomes impossible
to certify a priori whether a good solution of this kind is achievable; one needs to wait
for the computations and see what values come out.

Next, we introduce additional assumptions, and these allow us to claim that for
su�ciently large n, the algorithm obtains a decision that is arbitrarily good relative
to the actual problem.

In the following, the ith component of a vector v is sometimes indicated by (v)i.

Assumption 4.10 (constraint qualification). For fixed n and all points zn 2 An

satisfying h(E[Gn(⇠, zn)]) < 1, there exists z⌫n 2An ! zn as ⌫!1 such that
⇣
E
⇥
Gn(⇠, z

⌫
n)
⇤⌘

i
<
⇣
E
⇥
Gn(⇠, zn)

⇤⌘

i
, i= 1, . . . ,m, ⌫ 2N.
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1842 PENG CHEN AND JOHANNES O. ROYSET

For all z 2 A, with h(E[G(⇠, z)]) < 1, there exists zn 2 A \ Zn ! z as n ! 1
such that E[G(⇠, zn)]E[G(⇠, z)] for all n2N.

Theorem 4.11 (optimality gap in PDE-constrained OUU). For fixed n̄ 2 N,
suppose that inf ' > �1, A is closed, f is continuous relative to A, the sample
{⇠1,⇠2, . . .} is i.i.d. as ⇠, and, for all n� n̄, inf 'n <1, and suppose that Assump-
tions 4.1, 4.2, 4.4, 4.5, and 4.7 are satisfied. Moreover, either (a) or (b) holds:

(a) h is continuous and h⌫(w⌫)! h(w)>�1 whenever w⌫ ! w 2 Rm. 8z 2A,
there exists zn 2A\Zn ! z.

(b) liminf⌫ h⌫(w⌫)� h(w)>�1 whenever w⌫ !w 2Rm.
h⌫(w) h(w) for all w 2Rm, ⌫ 2N.
h is lsc and h(w) h(w0) for all ww0.
Assumption 4.10 is satisfied for all n� n̄.

With probability one, the following holds: for any "2 (0,1), there exists n" � n̄ such
that if n� n", �⌫ ! � 2 [0,1), and {z̄⌫n 2 �⌫- argmin'⌫

n,⌫ 2N} has a cluster point z̄n,
then

'
�
Tn(z̄n)

�
 inf '+ "+ �.

That is, the optimality gap for z̄n is "+ �.

Proof. Let n � n̄. Since A is closed and Tn is continuous by Assumption 4.1, it
follows that An is closed. Likewise, the continuity of f relative to A implies that fn
is continuous relative to An.

By Lemmas 4.3 and 4.6, with probability one, any z⌫n 2An ! zn as ⌫!1 implies
(4.7). Let {⇠1, ⇠2, . . .} be an event for which this occurs. Since we consider a countable
number of values of n, the probability-one set can be assumed to be independent
of n.

By the argument in the proof of Theorem 4.9, we obtain that

liminf⌫ '
⌫
n(z

⌫
n)�'n(zn) whenever z

⌫
n ! zn as ⌫!1.

We next show that for each ẑn 2An, there exists ẑ⌫n 2An ! ẑn as ⌫!1 such that

limsup⌫ '
⌫
n(ẑ

⌫
n)'n(ẑn).

This holds trivially if ẑn 62 An. For ẑn 2 An, we argue as follows. As in the proof of
Theorem 4.9, z⌫n 2An ! zn as ⌫!1 implies that

(4.9)
1

⌫

⌫X

j=1

G⌫
n(⇠j , z

⌫
n)!E

⇥
Gn(⇠, zn)

⇤
, as ⌫!1.

Now, if assumption (a) holds, then set ẑ⌫n = ẑn for all ⌫, which implies that

limsup⌫ '
⌫
n(ẑ

⌫
n) = fn(ẑn) + limsup⌫ h

⌫

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , ẑn)

!

= fn(ẑn) + h
⇣
E
⇥
Gn(⇠, ẑn)

⇤⌘
='n(ẑn).

Alternatively, if assumption (b) holds, then there are two cases. (i) If h(E[Gn(⇠, ẑn)])
= 1, then we again set ẑ⌫n = ẑn for all ⌫ and obtain

limsup⌫ '
⌫
n(ẑn)'n(ẑn)

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

08
/1

2/
23

 to
 1

43
.2

15
.9

0.
22

3 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



PERFORMANCE BOUNDS 1843

because the right-hand side equals infinity. (ii) If h(E[Gn(⇠, ẑn)]) <1, then, by the
first part of Assumption 4.10, there exist �k > 0 and z̄kn 2 An ! ẑn as k ! 1 such
that

⇣
E
⇥
Gn(⇠, z̄

k
n)
⇤⌘

i
+ �k 

⇣
E
⇥
Gn(⇠, ẑn)

⇤⌘

i
, i= 1, . . . ,m, k 2N.

For each k, there exists by (4.9) ⌫k such that for all ⌫ � ⌫k one has
 
1

⌫

⌫X

j=1

G⌫
n(⇠j , z̄

k
n)

!

i


⇣
E
⇥
Gn(⇠, z̄

k
n)
⇤⌘

i
+ �k, i= 1, . . . ,m.

These inequalities mean that, for each ⌫, there is k(⌫) such that
 
1

⌫

⌫X

j=1

G⌫
n(⇠j , z̄

k(⌫)
n )

!

i


⇣
E
⇥
Gn(⇠, ẑn)

⇤⌘

i
, i= 1, . . . ,m,

and this can be done such that k(⌫)!1 as ⌫!1. Set ẑ⌫n = z̄k(⌫)n , which then tends
to ẑn as ⌫!1. These facts and the assumption on h⌫ and h imply that

limsup⌫ h
⌫

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , ẑ

⌫
n)

!
 limsup⌫ h

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , ẑ

⌫
n)

!
 h
⇣
E
⇥
Gn(⇠, ẑn)

⇤⌘

and then also

limsup⌫ '
⌫
n(ẑ

⌫
n) limsup⌫ fn(ẑ

⌫
n) + limsup⌫ h

⌫

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , ẑ

⌫
n)

!

 fn(ẑn) + h
⇣
E
⇥
Gn(⇠, ẑn)

⇤⌘
='n(ẑn).

Consequently, with probability one, '⌫
n

e!'n as ⌫!1; see Definition 3.1.
Next, we confirm that '+ ◆Zn

e!' as n!1. Let zn ! z. If z 62A, then zn 62A
for su�ciently large n because A is closed. Thus,

(4.10) liminfn
�
'(zn) + ◆Zn(zn)

�
�'(z)

due to the fact that both sides equal infinity. If z 2 A, then we argue as follows.
If zn remains outside A and/or Zn, then the same inequality trivially holds because
'(zn) + ◆Zn(zn) =1. Thus, we assume without loss of generality that zn 2 A \ Zn.
Now,

liminfn
�
'(zn) + ◆Zn(zn)

�
= liminfn

⇣
f(zn) + h

⇣
E
⇥
G(⇠, zn)

⇤⌘⌘

� f(z) + liminfn h
⇣
E
⇥
G(⇠, zn)

⇤⌘
.

In view of Lemma 4.8, E[G(⇠, zn)]!E[G(⇠, z)]. Under assumption (a), h is continuous
so that the liminf expression tends to h(E[G(⇠, z)]). Under assumption (b), h is lsc
and the same expression is bounded from below by h(E[G(⇠, z)]). In any case, we
have confirmed that (4.10) holds.

Let z 2Z. We also need to construct zn ! z such that

(4.11) limsupn
�
'(zn) + ◆Zn(zn)

�
'(z).
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1844 PENG CHEN AND JOHANNES O. ROYSET

We can assume that z 2 A because otherwise the right-hand side will be infinity.
Under assumption (a), there is zn 2A\Zn ! z, which then implies that

limsupn
�
'(zn) + ◆Zn(zn)

�
= limsupn

⇣
f(zn) + h

�
E
⇥
G(⇠, zn)

⇤�⌘

 f(z) + limsupn h
⇣
E
⇥
G(⇠, zn)

⇤⌘
='(z),

where we again leverage Lemma 4.8. Under assumption (b), we consider two cases.
If h(E[G(⇠, z)]) =1, then '(z) =1 and (4.11) holds trivially. If h(E[G(⇠, z)])<1,
then, by the second part of Assumption 4.10, there is zn 2 A \ Zn ! z such that
E[G(⇠, zn)]E[G(⇠, z)]. Since h(w) h(w0) when ww0, this implies that

limsupn
�
'(zn) + ◆Zn(zn)

�
 f(z) + limsupn h

⇣
E
⇥
G(⇠, zn)

⇤⌘

 f(z) + h
⇣
E
⇥
G(⇠, z)

⇤⌘
='(z).

We can conclude that '+ ◆Zn
e!'; cf. Definition 3.1.

We have satisfied the requirements of Theorem 3.2 and the conclusion follows.

Theorem 4.11 supplements Theorem 4.9 by imposing conditions under which the
Approximation Algorithm for PDE-Constrained OUU produces a solution with a spe-
cific optimality gap. The optimality gap consists of ", which can be made arbitrarily
small at the expense of larger approximating problems in Step 1, and �, the tolerance
invoked in Step 1.

The main additional assumptions relate to h and its approximation h⌫ as well as
Zn. Naturally, Zn needs to approximate Z arbitrarily well as n!1 and this su�ces
if h is continuous; see (a) in the theorem. Trivially, h is continuous when h(w) =
w 2 R as in Example 2.1 and when h models finite weights and penalties applied to
the various expectations. Continuity fails, however, when the monitoring function
models inequality constraints by means of indicator functions. These situations are
addressed via (b), where Zn in interplay with the expectation functions allows one to
approach a feasible point along points that are strictly feasible; see Assumption 4.10.
This is a constraint qualification that resembles the Slater condition from convex
optimization. In particular, (b) is tailored to situations when h(w) = ◆(�1,0]m(w)
with the penalization approximation h⌫(w) = ✓⌫

Pm
i=1(max{0,wi})2, where ✓⌫ !1.

The main practical take away from the theorem is that one should not shy away
from “complicated” formulations involving multiple expectation functions appearing
in the objective function and in the constraints and even as part of compositions with
other functions. Under relatively mild assumptions, the approximating optimization
problems arising from discretization, sampling, penalization, smoothing, and other
inaccuracies indeed produce solutions with optimality gap no more than ", which can
be arbitrarily small, plus the optimization error �.

4.3. Bu↵ered failure probability constraint. We return to Example 2.4 and
the problem (2.3) with a bu↵ered failure probability constraint. As discussed in
subsection 2.2, we aim to solve (2.3) via the reformulation (2.5) and the approximation
(2.7). Since the setting is more specific and also slightly di↵erent, we refine and adjust
Theorem 4.11.

The problem (2.5) is defined using a space Ẑ, which is assumed to be a separable
Banach space, but is augmented with R2 to produce Z = Ẑ ⇥R2. Using the product
norm, this defines (Z,k · kZ). While the underlying PDE only depends on ẑ 2 Ẑ, we
retain the notation s : ⌅⇥ Z ! U , which then involves a trivial extension. Likewise,
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PERFORMANCE BOUNDS 1845

the functions ĝ1 and ĝ2 from Example 2.4 are extended to U ⇥ Z. Thus, we are in
the setting of section 4, with m = 2, f given by f̂ , and h(w) = w1 + ◆{0}(w2). The
approximating problems have h⌫(w) = w1 + y⌫w2 + ✓⌫w2

2 for parameters y⌫ 2 R and
✓⌫ 2 (0,1), and

g⌫1 (u, z) = g1(u, z),

g⌫2 (u, z) = �+ � +
1

1� ↵
smax

⇣
ĝ2(u, z)� �; �⌫

⌘
, with z = (ẑ,�,�).

The constraint qualification in Assumption 4.10 can now be simplified.

Assumption 4.12 (qualification for bu↵ered constraint). With the notation

 (z) =E
h
�+ � +

1

1� ↵
max

n
0, ĝ2

�
s(⇠, z), z

�
� �
oi

, z = (ẑ,�,�),

suppose that the following hold:
For fixed n and all zn 2 An, with  (Tn(zn)) = 0, there exists z⌫n 2 An ! zn as

⌫!1 such that  (Tn(z⌫n))< 0 for all ⌫ 2N.
For all z 2 A, with  (z) = 0, there exists zn 2 A \ Zn ! z as n ! 1 such that

 (zn)< 0 for n2N.
Proposition 4.13 (optimality gap under bu↵ered probability constraint). For

fixed n̄ 2 N, suppose that (2.5) has a finite minimum value ⌧ , A is closed, f is
continuous relative to A, the sample {⇠1,⇠2, . . .} is i.i.d. as ⇠, and, for all n � n̄,
inf 'n < 1, and suppose that Assumptions 4.1, 4.2, 4.5, 4.7, and 4.12 are satisfied.
Moreover, let {y⌫ ,⌫ 2 N} be bounded, ✓⌫ ! 1, �⌫ ! 0, and '⌫

n be the objective
function in (2.7).

Then, with probability one, the following hold: for any " 2 (0,1), there exists
n" � n̄ such that if n � n", �⌫ ! � 2 [0,1), and {z̄⌫n 2 �⌫- argmin'⌫

n,⌫ 2 N} has a
cluster point z̄n, then z̄ = Tn(z̄n)2A and

f(z̄) +E
h
ĝ1
�
s(⇠, z̄), z̄

�i
 ⌧ + "+ �, b-prob

⇣
ĝ2
�
s(⇠, z̄), z̄

�
> 0
⌘
 1� ↵.

That is, z̄ is feasible in (2.3) with optimality gap of "+ �.

Proof. We note that Assumption 4.4 holds automatically with "⌫ = 2�⌫/(1� ↵);
see the discussion in subsection 2.2.

Fix n � n̄. Following the arguments in the proofs of Theorems 4.9 and 4.11, we
obtain that

liminf⌫ '
⌫
n(z

⌫
n)�'n(zn) whenever z

⌫
n ! zn as ⌫!1

provided that liminf⌫ h⌫(w⌫) � h(w) > �1 for w⌫ ! w = (w1,w2). If w2 6= 0, then
h(w) =1 and h⌫(w⌫)!1 because {y⌫ ,⌫ 2 N} is bounded and ✓⌫ !1. If w2 = 0,
then h(w) =w1 and h⌫(w⌫)�w⌫

1 + y⌫w⌫
2 !w1 after again using the boundedness of

y⌫ . Thus, the liminf-requirement holds.
We next show that for each z̆n 2An, there exists z̆⌫n 2An ! z̆n such that

(4.12) limsup⌫ '
⌫
n(z̆

⌫
n)'n(z̆n).

This holds trivially if z̆n 62 An. For z̆n = (ẑn,�,�) 2 An, we argue as follows. Let
{⇠1, ⇠2, . . .} be an event for which the convergence in (4.7) holds. As in the proof of
Theorem 4.9, we know that

(4.13)
1

⌫

⌫X

j=1

G⌫
n(⇠j , z

⌫
n)!E

⇥
Gn(⇠, zn)

⇤
whenever z⌫n 2An ! zn.

We consider two cases. Let  be as defined in Assumption 4.12.
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1846 PENG CHEN AND JOHANNES O. ROYSET

First, suppose that  (Tn(z̆n)) 6= 0. Then, we set z̆⌫n = z̆n for all ⌫ and obtain
(4.12) because the right-hand side equals infinity.

Second, suppose that  (Tn(z̆n)) = 0. By Assumption 4.12, there exist zkn =
(z̄kn,�

k,�k) 2 An ! z̆n as k ! 1 such that  (Tn(zkn)) < 0. Thus, for each k, there
exists by (4.13) ⌫k such that for all ⌫ � ⌫k one has

�k + �k +
1

1� ↵

1

⌫

⌫X

j=1

smax

✓
ĝ2
⇣
s
�
⇠j , Tn(z

k
n)
�
, Tn(z

k
n)
⌘
� �k; �⌫

◆
 1

2
 
�
Tn(z

k
n)
�
.

This inequality means that, for each ⌫, there is k(⌫) such that

�k(⌫) + �k(⌫) +
1

1� ↵

1

⌫

⌫X

j=1

smax

✓
ĝ2
⇣
s
�
⇠j , Tn(z

k(⌫)
n )

�
, Tn(z

k(⌫)
n )

⌘
� �k(⌫); �⌫

◆
 0

and this can be done such that k(⌫)!1 as ⌫!1. Set �̃⌫ � 0 equal to the negative
of the left-hand side in this inequality. Thus, z̆⌫n = (z̄k(⌫)n ,�k(⌫),�k(⌫) + �̃⌫) 2An and
tends to z̆n as ⌫!1. Moreover,

h⌫

 
1

⌫

⌫X

j=1

G⌫
n(⇠j , z̆

⌫
n)

!
=

1

⌫

⌫X

j=1

ĝ1
⇣
s
�
⇠j , Tn(z̆

⌫
n)
�
, Tn(z̆

⌫
n)
⌘
+ y⌫ · 0 + ✓⌫ · 02

!E
h
ĝ1
�
s(⇠, Tn(z̆n)), Tn(z̆n)

�i
= h
⇣
E
⇥
Gn(⇠, z̆n)

⇤⌘
.

Since z̆⌫n 2 An and fn is continuous on An, one obtains '⌫
n(z̆

⌫
n) ! 'n(z̆n). Con-

sequently, with probability one, we have established that '⌫
n

e!'n as ⌫ ! 1; see
Definition 3.1.

Next, we confirm that '+ ◆Zn
e!' as n!1. Let zn ! z. Since h is lsc, we can

argue as in the proof of Theorem 4.11 and conclude that

liminfn
�
'(zn) + ◆Zn(zn)

�
�'(z).

Let z = (ẑ,�,�)2Z. We also need to construct zn ! z such that

(4.14) limsupn
�
'(zn) + ◆Zn(zn)

�
'(z).

We can assume that z 2 A because otherwise the right-hand side will be infinity. If
 (z) 6= 0, then '(z) = 1 and (4.14) holds trivially again. If  (z) = 0, then, by
the second part of Assumption 4.12, there is (ẑn,�n,�n) 2 A \ Zn ! z such that
 ((ẑn,�n,�n)) < 0. Set �̃n = � ((ẑn,�n,�n)), which then vanishes as n ! 1, and
also construct zn = (ẑn,�n,�n + �̃n). Since  (zn) = 0, we conclude that

'(zn) + ◆Zn(zn) = f(zn) +E
h
ĝ1
�
s(⇠, zn), zn

�i
! f(z) +E

h
ĝ1
�
s(⇠, z), z

�i
='(z)

after invoking Lemma 4.8. We have established that '+ ◆Zn
e!'; cf. Definition 3.1.

The assumptions of Theorem 3.2 therefore holds and '(Tn(z̄n)) inf '+ "+ �. Since
inf '= ⌧ is finite, Tn(z̄n) is feasible in (2.5). The conclusion then follows by reversing
the arguments leading from (2.3) to (2.4) and to (2.5).

The proposition shows that a cluster point constructed by the approximating
problems (2.7) produces a feasible control for the actual problem that is suboptimal
with tolerance "+�. There is much flexibility in choosing the multipliers y⌫ . A penalty
method remains possible by setting y⌫ = 0, but update rules for y⌫ from augmented
Lagrangian methods may be computationally superior. Under additional assump-
tions, we conjecture that “exactness” is possible and then ✓⌫ can remain bounded; we
omit the details and refer the reader to [38, section 6.B].
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PERFORMANCE BOUNDS 1847

5. Application. This section examines the assumptions of section 4 in the con-
text of a distributed optimal control problems. Specifically, for d = 1,2, or 3, let
D ⇢ Rd be a bounded open set representing a physical domain, and let @D be the
corresponding boundary. Set D̄ = D [ @D. We denote by L2(D) and L2(@D) the
spaces of Lebesgue square-integrable functions from D and @D to R, respectively. As
before, (⌦,F ,P) is a probability space. We consider thermal conduction modeled by
the following PDE with random conductivity coe�cient: For a.e. ! 2⌦,

�r · (⇠(!)ru) = c1z in D,

⇠(!)ru · ~n= c2(se � u) on @D,
(5.1)

where the state variable u : D̄ ! R represents the unknown temperature field, se 2
L2(@D) is a given exterior temperature along the boundary, z 2 Z = L2(D) is the
control in a nonempty admissible set A = {z 2 Z | z  z(x)  z for a.e. x 2 D},
c1 :D! [0,1) and c2 : @D! [0,1) are known coe�cients that are uniformly bounded
from above, ~n is a unit normal vector pointing outside D̄, and ⇠(!) : D̄! (0,1) is a
thermal conductivity field. Specifically,

⇠(!)(x) = exp

✓
b0(x) +

JX

j=1

bj(x)yj(!)

◆
,

where J 2 N, y1, . . . ,yJ are i.i.d. random variables defined on the probability space
(⌦,F ,P) and b0, . . . , bJ : D̄!R are given functions. This induces a probability space
(⌅,B, P ) as discussed in section 2, where elements ⇠ 2⌅ are functions from D̄ to (0,1).
One example of such a random field has log(⇠) given by a truncated Kahunen–Loève
expansion of a Gaussian random field N (b0,C) with mean b0 and covariance C [39],
where bj =

p
�j'j , (�j ,'j) is an eigenpair of C, and y1, . . . ,yJ follow the standard

normal distribution. In another example, ⇠ represents a piecewise random thermal
conductivity coe�cient with bj denoting a rescaled characteristic function supported
on a subdomain Dj ⇢ D̄.

Assumption 5.1. There exist c, c :⌅! (0,1) such that

(5.2) 0< c(⇠) = ess inf
x2D̄

⇠(x) ess sup
x2D̄

⇠(x) = c(⇠)<1 for a.e. ⇠ 2⌅,

and, regardless of 0 p 1 and 0 q 3, one has

(5.3)

Z

⌅

(c(⇠))p

(c(⇠))q
dP (⇠)<1.

Following the notation and terminology from (2.1), we consider U = L2(D) and
two performance functions: the discrepancy between the solution and a desired tem-
perature field sd :D!R and the shortfall of the solution average over Dt ⇢D relative
to a threshold temperature st. They are captured by g1, g2 :U ⇥Z !R with

(5.4) g1(u, z) =

Z

D

�
u(x)� sd(x)

�2
dx, g2(u, z) = st �

Z

Dt

u(x)dx.

We adopt the cost function f(z) = ✓kzk2Z for some ✓ > 0, which is continuous, and
thus satisfying the continuity assumption of f in Theorem 4.11 and Proposition 4.13.

Let V =H1(D) = {v 2 L2(D) | |rv| 2 L2(D)} with the norm kvkV = kvkL2(D) +
k|rv|kL2(D). For fixed ⇠ 2⌅ and z 2Z, u2 V is a weak solution of (5.1) if

(5.5) a(u, v; ⇠) = `(v) + b(z, v) 8v 2 V,
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1848 PENG CHEN AND JOHANNES O. ROYSET

where

a(u, v; ⇠) =

Z

D
⇠(x)ru(x) ·rv(x)dx+

Z

@D
c2(x)u(x)v(x)dx 8u, v 2 V,

b(z, v) =

Z

D
c1(x)z(x)v(x)dx, and `(v) =

Z

@D
c2(x)se(x)v(x)dx 8v 2 V.

A solution u of (5.5) defines a mapping from ⌅ ⇥ Z to V . Since the performance
functions g1, g2 are defined on L2(D) ⇥ L2(D), it becomes more natural to adopt
U =L2(D) as the range space for the solution mapping. Thus, the solution mapping
s :⌅⇥Z !U is given as s(⇠, z) = u, where u is the solution of (5.5) under input ⇠ 2⌅
and z 2Z. We are in the setting of the earlier sections with Z =U =L2(D).

5.1. Approximations. We use a finite element method to approximate solu-
tions and controls. Let Xp

h denote a finite element space of piecewise polynomials of
total degree p2N[{0} on each element K of a triangulation Th with mesh size h. For
simplicity, we set Zn =X0

h for some h such that n represents the number of elements.
Let Tn :Rn !Zn be given by

(5.6) zn = Tn(zn) =
nX

i=1

zin i(·) for zn = (z1n, z
2
n, . . . , z

n
n)2Rn,

where  i(x) = 1 for x in element Ki and zero otherwise. Let V ⌫ = X1
h for some

h depending on an index ⌫, with r⌫ representing the number of finite element basis
functions in V ⌫ , i.e., the number of degrees of freedom. Although not common in
practice, Zn and V ⌫ can be constructed with di↵erent meshes. The Galerkin approx-
imation of the problem (5.5) reads: for ⇠ 2 ⌅ and control zn 2 Zn, find u⌫ 2 V ⌫ such
that

(5.7) a(u⌫ , v⌫ ; ⇠) = `(v⌫) + b(zn, v⌫) 8v⌫ 2 V ⌫ .

We remark that (5.7) can be extended to any control z 2 Z. The approximating
solution mapping s⌫ :⌅⇥Z !U is therefore defined as s⌫(⇠, z) = u⌫ , where u⌫ is the
solution of (5.7) under input ⇠ 2⌅ and z 2Z.

These approximations have the following properties.

Proposition 5.2. The mapping Tn :Rn !Zn in (5.6) is continuous, with

(5.8)
��Tn(zn)

��
Z
 c1/2K hd/2kznk2 8zn 2Rn,

for a constant cK <1 independent of h, n, and zn. Moreover, for any z 2 A, there
exists {zn 2Rn, n2N} such that

(5.9)
��z � Tn(zn)

��
Z
! 0 as n!1.

Proof. By definition of the piecewise constant finite element approximation, we
have

��Tn(zn)
��2
Z
=

Z

D

�
Tn(zn)(x)

�2
dx=

nX

i=1

nX

j=1

zinz
j
n

Z

D
 i(x) j(x)dx

=
nX

i=1

(zin)
2|Ki| cKhdkznk22,

(5.10)
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PERFORMANCE BOUNDS 1849

where the inequality holds because each element Ki 2 Th of mesh size h has length,
area, or volume |Ki|  cKhd in d = 1,2,3, respectively, for some constant cK < 1
independent of n. Moreover, for any function z 2 A, which is measurable, bounded,
and supported in the bounded domain D, the simple function approximation Tn(zn)
is uniformly convergent.

Proposition 5.3. Suppose that Assumption 5.1 holds. For ⇠ 2⌅ and z 2Z, there
exist a unique solution s(⇠, z)2 V of (5.5) and a unique solution s⌫(⇠, z)2 V ⌫ ⇢ V of
(5.7). Moreover, we have the stability estimate

(5.11)
��s(⇠, z)

��
V
,
��s⌫(⇠, z)

��
V
 cs2(⇠) + cs1(⇠)kzkZ ,

where cs2 and cs1 are given in (5.19). Furthermore, there holds the continuity estimate

(5.12)
��s(⇠, z)� s(⇠, z0)

��
V
,
��s⌫(⇠, z)� s⌫(⇠, z0)

��
V
 csz(⇠)kz � z0kZ ,

where csz(⇠) is given in (5.21), and the continuity estimate

(5.13)
��s(⇠, z)� s(⇠0, z)

��
V
,
��s⌫(⇠, z)� s⌫(⇠0, z)

��
V
 cs⇠(⇠, z)k⇠ � ⇠0kL1(D),

where cs⇠(⇠, z) is given in (5.23). Since V = H1(D) ⇢ U = L2(D) and kukU  kukV
for any u2 V , all the estimates above also hold in k · kU .

Finally, we have the error estimate

(5.14)
��s(⇠, z)� s⌫(⇠, z)

��
U
 cs⌫(⇠)

��s(⇠, z)
��
V
(r⌫)�1/d ! 0 as ⌫!1,

where cs⌫(⇠) is given in (5.25), r⌫ is the number of degrees of freedom of V ⌫ , which
satisfies r⌫ !1 as ⌫!1, and d is the dimension of the physical domain D⇢Rd.

Proof. The proof follows that for finite element Galerkin approximation of deter-
ministic elliptic PDEs (see, for example, [30, sect. 4]) but is enriched with additional
details to facilitate verification of Assumptions 4.2 and 4.5.

By (5.2) and the Poincaré inequality kukL2(D)  cP krukL2(D), with the Poincaré
constant cP > 0, one obtains

(5.15) a(u,u; ⇠)� c(⇠)kruk2L2(D) �
c(⇠)p
1 + cP

kuk2V 8u2 V.

The Cauchy–Schwarz inequality, (5.2), c2 = kc2kL1(D), and the trace inequality
kvkL2(@D)  cT kvkV with constant cT > 0 produce

(5.16) a(u, v; ⇠)
�
c(⇠) + c2c

2
T

�
kukV kvkV .

Similarly, with c1 = kc1kL1(D) and kvkL2(D)  kvkV , we have

(5.17) b(z, v) c1kzkZkvkV 8z 2Z,v 2 V.

Again, by the Cauchy–Schwarz inequality and the trace inequality, we reach

(5.18) `(v) c2cT ksekL2(@D)kvkV 8v 2 V.

Combining the above four inequalities, we conclude that there exist a unique solution
s(⇠, z)2 V of (5.5) by the Lax–Milgram theorem and also a unique solution s⌫(⇠, z)2
V ⌫ of (5.7) since V ⌫ ⇢ V , for which the above four inequalities also hold. Moreover,
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1850 PENG CHEN AND JOHANNES O. ROYSET

replacing v = u in (5.5) and v⌫ = u⌫ in (5.7) by the above inequalities, we have the
stability estimate (5.11), with cs2 and cs1 given by

(5.19) cs2(⇠) =
c2cT ksekL2(@D)

p
1 + cP

c(⇠)
and cs1(⇠) =

c1
p
1 + cP
c(⇠)

.

For the continuity of s(⇠, ·), we take z, z0 2 Z in (5.5) and denote s = s(⇠, z)
and s0 = s(⇠, z0) as the corresponding solutions, respectively. By subtracting the two
equations (5.5) at z, z0 2Z, we have

(5.20) a(s� s0, v; ⇠) = b(z � z0, v) 8v 2 V.

By v= s� s0, we obtain the continuity estimate (5.12) using (5.15) and (5.17), with

(5.21) csz(⇠) =
c1
p
1 + cP
c(⇠)

.

By the same argument, the same continuity estimate holds for s⌫(⇠, ·).
Similarly, for the continuity of s(·, z), we take ⇠, ⇠0 2 ⌅ in (5.5) and denote s =

s(⇠, z) and s0 = s(⇠0, z) as the corresponding solutions, respectively. By subtracting
the two equations (5.5) at ⇠, ⇠0 2⌅, we have

(5.22)

Z

D
⇠(x)r

�
s(x)� s0(x)

�
·rv(x)dx=

Z

D

�
⇠0(x)� ⇠(x)

�
rs0(x) ·rv(x)dx.

By taking v = s� s0, we obtain the continuity estimate (5.13) using (5.15) by noting
that c2 � 0 and the stability estimate (5.11), with cs⇠(⇠, z) given by

(5.23) cs⇠(⇠, z) =

p
1 + cP
c(⇠)

�
cs2(⇠) + cs1(⇠)kzkZ

�
.

The same holds for the approximation solution s⌫ by the same argument.
The error estimate (5.14) follows the proof of [30, sect. 4, Thm. 4.7], which

satisfies

(5.24)
��s(⇠, z)� s⌫(⇠, z)

��
U
 hĉ

c(!)

c(⇠)

��s(⇠, z)
��
V
,

where h is the finite element mesh size for the discretization of the domain D and
ĉ2 (0,1) is a constant, independent of ⇠ and z. Note that the mesh size h is related to
the number of degrees of freedom ⌫ as h=O((r⌫)�1/d) in D⇢Rd, i.e., h c̆(r⌫)�1/d

for some c̆ 2 (0,1). The mesh size is thus tending to zero. Then, we obtain (5.14)
with cs⌫(⇠) given by

(5.25) cs⌫(⇠) = ĉc̆c(⇠)/c(⇠),

which concludes all the estimates.

To address Assumption 4.1, we note that s(⇠, ·) : Z ! U is continuous due to
(5.12) and s(·, z) and s⌫(·, z) are measurable due to (5.13).

Proposition 5.4. The performance functions g1 and g2 defined in (5.4) satisfy
the continuity estimates: for all u,u0 2U,z, z0 2Z,

��g1(u, z)� g1(u
0, z0)

��
�
kukU + ku0kU + 2ksdkU

�
ku� u0kU ,��g2(u, z)� g2(u

0, z0)
�� |Dt|ku� u0kU ,

(5.26)
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PERFORMANCE BOUNDS 1851

where |Dt| is the size of the subdomain Dt ⇢ D. This implies Assumption 4.1 and
Assumption 4.5 for g1 and g2. Moreover, for all u 2 U,z 2 Z, the performance
functions are bounded from above by

��g1(u, z)
��
�
kukU + ksdkU

�2
,

��g2(u, z)
�� |st|+ |Dt|kukU .

Proof. By definition of g1 in (5.4), we have

��g1(u, z)� g1(u
0, z0)

��=
����
Z

D

�
u(x)� sd(x)

�2 �
�
u0(x)� sd(x)

�2
dx

����


�
kukU + ku0kU + 2ksdkU

�
ku� u0kU ,

which concludes the continuity estimate. The upper bound for g1 is satisfied by the
Cauchy–Schwarz inequality. For g2, we have

��g2(u, z)� g2(u
0, z0)

��=
����
Z

Dt

�
u(x)� u0(x)

�
dx

���� |Dt| ku� u0kU ,

which concludes the continuity estimate. The upper bound for g2 is also satisfied by
the Cauchy–Schwarz inequality.

Note that the continuity of g1 and g2 implies the measurability of g1(s(⇠, z), z) and
g2(s(⇠, z), z) w.r.t. ⇠, by the measurability of the solution s(⇠, z) w.r.t. ⇠ from Propo-
sition 5.3 and the Doob–Dynkin lemma [28, Lemma 2.12], which verifies Assumption
4.1 on the measurability of G(⇠, z) = (g1(s(⇠, z), z), g2(s(⇠, z), z)) w.r.t. ⇠.

Proposition 5.5. Let n2N be fixed and consider the setting of this section under
Assumption 5.1. For z̄n 2 An, ⇢ > 0, and zn 2 B(z̄n,⇢) \An, let zn = Tn(zn) 2 Zn.
For i= 1,2, there exists an integrable function i :⌅!R, such that

���gi
�
s(⇠, zn), zn

���� i(⇠),

which also hold when zn is replaced by any z 2 A such that kz � z̄kZ  ⇢ for z̄ 2 A.
Moreover, there exist integrable �i :⌅!R and �⌫

i (z̄n)! 0 as ⌫!1, such that
���gi
�
s(⇠, zn), zn

�
� gi

�
s⌫(⇠, zn), zn

���� �i(⇠)�
⌫
i (z̄n),

where i,�i,�⌫
i are as defined in the proof.

Proof. For zn 2B(z̄n,⇢)\An, one has kznkZ = kTn(zn)kZ <1 by Proposition 5.2.
First, we prove the upper bound and the error estimate for g1. By definition and

Proposition 5.4, we have

g1
�
s(⇠, zn), zn

�

�
ks(⇠, zn)kU + ksdkU

�2 
�
cs2(⇠) + cs1(⇠)kznkZ + ksdkU

�2
,

where we used the stability estimate (5.11). The right-hand side expression furnishes
a value for 1(⇠). The random variable 1 is integrable if (cs2(·))2, (cs1(·))2, cs2(·)cs1(·),
cs2(·), and cs2(·) are all integrable. By definition of cs2(⇠) and cs2(⇠) in (5.19), this is
satisfied because 1/c(·) and 1/(c(·))2 are integrable by Assumption 5.1. Moreover, the
integrability of 1 holds when zn 2Zn is replaced by any z 2Z since kzkZ <1.
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By the continuity estimate for g1 in Proposition 5.4, and the error and stability
estimates in Proposition 5.3 for s(⇠, zn) and s⌫(⇠, zn), we have

���g1
�
s(⇠, zn), zn

�
� g1

�
s⌫(⇠, zn), zn

����

 cs⌫(⇠)
���s(⇠, zn)

��
U
+
��s⌫(⇠, zn)

��
U
+ 2ksdkU

�
kskV (r⌫)�1/d

 cs⌫(⇠)
⇣
(cs2(⇠))

2 + 2cs2(⇠)c
s
1(⇠)kznkZ + (cs1(⇠)kznkZ)2

+ cs2(⇠)ksdkU + cs1(⇠)ksdkUkznkZ
⌘
(r⌫)�1/d  �1(⇠)�

⌫
1(z̄n),

where

�1(⇠) = cs⌫(⇠)
⇣
(cs2(⇠))

2 + 2cs2(⇠)c
s
1(⇠) + (cs1(⇠))

2 + cs2(⇠) + cs1(⇠)
⌘
,

�⌫
1(z̄n) = sup

zn2B(z̄n,⇢)

�
1 + kTn(zn)kZ + kTn(zn)k2Z + ksdkU + ksdkUkTn(zn)kZ

�
(r⌫)�1/d,

which satisfies �⌫
1(z̄n) ! 0 as ⌫ ! 1. By the definition of cs1 and cs2 in (5.19), we

have that �1 is integrable as long as c(·)/(c(·))3 and c(·)/(c(·))2 are integrable, which
is the case by Assumption 5.1.

Second, for g2, by Proposition 5.4 we have
���g2
�
s(⇠, zn), zn

���� |st|+ |Dt|
��s(⇠, zn)

��
U
 |st|+ |Dt|

�
cs2(⇠) + cs1(⇠)kznkZ

�
,

where we used the stability estimate (5.11), with |Dt| measuring the size of Dt. The
right-hand side furnishes an expression for 2(⇠). This defines an integrable random
variable 2 because cs1(·) and cs2(·) in (5.19) are integrable as a result of 1/c(·) being
integrable by Assumption 5.1. Moreover, the integrability of 2 holds when zn 2 Zn

is replaced by z 2Z as kzkZ <1.
By the continuity estimate for g2 in Proposition 5.4, and the error and stability

estimates in Proposition 5.3 for s(⇠, zn) and s⌫(⇠, zn), we have
���g2
�
s(⇠, zn), zn

�
� g2

�
s⌫(⇠, zn), zn

���� |Dt|cs⌫(⇠)
�
cs2(⇠) + cs1(⇠)kznkZ

�
(r⌫)�1/d

 �2(⇠)�
⌫
2(z̄n),

where �2(⇠) = |Dt|cs⌫(⇠)(cs2(⇠) + cs1(⇠)), which is integrable as long as c(·)/(c(·))2 is
integrable, which holds by Assumption 5.1. Moreover,

�⌫
2(z̄n) = sup

zn2B(z̄n,⇢)

�
1 + kTn(zn)kZ

�
(r⌫)�1/d,

which satisfies �⌫
2(z̄n)! 0 as ⌫!1.

To this end, all the assumptions made in section 4.1 are satisfied under Assump-
tion 5.1 for the example presented in this section.
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