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Abstract. Around 42% of the world languages are considered endangered due
to the decline in the number of speakers. MeTILDA (Melodic Transcription in
Language Documentation and Application) is a collaborative platform created
for researchers, teachers, and students to interact, teach, and learn endangered
languages. It is currently being developed and tested on the Blackfoot language,
an endangered language primarily spoken in Northwest Montana, USA and
Southern Alberta, Canada. This study extends MeTILDA functionality by in-
corporating machine learning framework in documenting, analyzing, and edu-
cating endangered languages. Specifically, this application focuses on two main
components, namely audio classifier and language learning. Here, the audio
classifier component allows users to automatically obtain instances of vowels
and consonants in Blackfoot audio files. The language learning component ena-
bles users to visually study the pitch patterns of these instances and improve
their pronunciation by comparing with that of native speakers using a perceptu-
al scale. This application reduces manual efforts and time-intensive tasks in lo-
cating important segments of Blackfoot language for research and educational

purpose.
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1 Introduction

42% of the world languages [1] are currently endangered. Language endangerment is
considered one of the most urgent problems facing humanities [2] because endan-
gered languages represent a vast repository of human knowledge about the natural
world and cultural traditions which is irreplaceable. Linguists have responded to this
issue through a renewed commitment towards language documentation and education
[3].

This paper presents a collaborative research study that aims to document and edu-
cate Blackfoot, an endangered language with around 3,250 active speakers [4]. Black-
foot is a pitch accent language where words with the same sound sequence can con-
vey different meanings when changing in pitches, e.g., apssiw means ‘it is an arrow’
while apssiw means ‘it is a fig; snowberry.” Studies have shown the important role of
rhythm and melody in language acquisition, especially with pitch-accent endangered
languages like Blackfoot [5]. In our work, we developed an audio classifier that au-



tomatically identifies vowels and consonants instances, and a cloud-based platform
called MeTILDA (Melodic Transcription in Language Documentation and Applica-
tion) to help Blackfoot language education.

2 Related Work

Many studies have been done to classify audio for various purposes, such as speech
classification [6], event detection [7], and music recommendation [8]. Some work
focuses on extracting useful audio features including low-level spectral and temporal
features [6], mid-level featured such as Mel-Frequency Cepstral Cooefficients
(MFCCs), spectrograms and mel-spectrograms [8]. Other work aims to develop effec-
tive machine learning or deep learning models. For example, Artificial Neural Net-
works (ANN) [7], Convolution Neural Networks (CNN) and Deep Belief Networks
[9] have demonstrated promising results in automating the audio classification pro-
cess. However, there has been limited research in audio classification for language
education. In addition, as a pitch accent language, Blackfoot audio classification and
language education faced several unique challenges including limited audio dataset
for training, varied lengths of vowels and consonants, and impact of pitch on word
meanings. Therefore, models developed for other purposes fail to support effective
Blackfoot vowel/consonant classification.

In addition, existing software systems offered limited support to address the urgent
need of endangered language education. Most existing linguistics tools such as
FLEx!, ELAN?, and Praat® provide essential support for linguistic research but are
less effective for language education, while language learning tools such as Babbel*,
Rosetta Stone> largely focus on commonly spoken languages. The support is even
more inadequate for pitch accent languages. Research has shown that pronunciation
learning technique is significantly understudied in Indigenous languages [10]. Pitch
movements are often not explicitly represented in instructions and remain unclear to
learners.

3 Audio Classifier and MeTILDA Framework

In our study, we developed an audio classifier to automatically extract vowels and
consonants from Blackfoot speech recordings, which can be input into the MeTILDA
platform for users to visually study pitch patterns and improve pronunciations.
MeTILDA uses a perceptual scale developed in our earlier study [11] to help re-
searchers and learners “see what they hear.” It consolidates and automates the work-
flow of generating perceived pitch changes of words in visual aids, called Pitch Art.
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This visual diagram would allow Blackfoot teachers and learners to understand how
their pronunciation compares to that of native speakers.
3.1 Audio classifier

The audio classifier is trained and tested on Blackfoot speech recordings and their
associated TextGrid annotation files provided by our collaborators®.

Data Processing and Feature Extraction. The first step is to process the data and
extract audio features for machine learning model development. To automate this
process, we incorporate “praatlO™ in our system to split training data into segments
of vowels and consonants based on timestamps specified in the TextGrid annotation
files. For testing data, a challenge is to split speech recordings into small segments
with appropriate lengths whereas the lengths of vowels and consonants can be varied
in Blackfoot speech. In the literature, attempts were made to identify the lengths of
vowels and consonants in languages spoken in Australia and Philippines [12]. Most
fall within a band of 50 milliseconds (ms) to 250 ms. This information is useful and
matches with our observations on Blackfoot vowels and consonants based on speech
recordings. Specifically, most vowels vary between 100 - 150 ms in length and most
of the consonants between the 100 — 180 ms. Therefore, currently 100 ms is used as
the window size for the testing data.

Various features are then extracted from audio segments including MFCCs, spec-
trograms and low-level features. Here, MFCCs are a set of coefficients that make up
the mel-frequency spectrum to represent an audio signal’s overall shape and frequen-
cy-based features [13]. A spectrogram is a visual representation of an audio unit with
its most important frequency-based features taken into consideration. It works best as
an input for deep learning models as image data. In addition, we also explored a set of
low-level features including chroma STFT, root-mean-square (RMS) value, spectral
centroid, spectral bandwidth, spectral rolloff and zero crossing rate [14]. We devel-
oped tools that allow users to select different combinations of audio features from the
above-mentioned set for further processing and re-training models.

Model Training. After feature extraction, we explore different deep learning mod-
els including ANN, CNN, deep belief network for vowel/consonant classification.
ANNs have proven to perform well for regression and classification applications
ranging from banking to time-series forecasting and medicine. Sigmoid activation
function is used in our study as it works best with binary classifiers [7] such as ours
with 2 possible output classes (vowel or consonants). CNNs use images as inputs for
training. In our application, spectrograms of audio units are a good visual representa-
tion to be used to train a CNN. In terms of deep belief network, in our previous study,
it has been used successfully in identifying important Blackfoot sounds of ‘h’ and
‘okii’ as part of the DeepAudioFind project [15]. It is therefore used in this study to

¢ Dr. Mizuki Miyashita, a professor of linguistics at University of Montana (UM) and Mr.
Naatosi Fish, a Blackfoot community linguist.
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serve as a baseline. The classification results can be passed into MeTILDA for lan-
guage learning.

3.2 MeTILDA

In MeTILDA, with the goal to help researchers and learners “see what they hear,” we
incorporated a perceptual scale developed by our previous study [11]. This scale pro-
vides a common reference for comparing pitch across recordings, regardless of the
speakers’ natural pitch. MeTILDA is hosted on the cloud® and the current features are
organized into three components: Create, Learn, and Login/Team Project.

Create: The Create page allows users to upload recordings to the cloud database and
select sound file(s) from the database for further processing. As shown in Fig. 1 (a),
when a sound file is uploaded or selected, its waveform and spectrogram are shown
on the screen. Users can then identify vowel or consonant instances based on the input
from audio classifier or adjust the duration of the instances using the tools provided.
FO measurements are then computed using the perceptual scale. User can select the
Average button, shown on a pie menu or enter orthographic symbols for the syllables,
based on which, Pitch Art is automatically generated in a drawing window. MeTIL-
DA allows the measurement of multiple recordings on the same page (as in Fig. 1 (b))
and prints word melodies of all selected recordings. This feature is useful for compar-
ing the pitch movements produced by native speakers and learners. Other features
offered by the Create page include saving Pitch Art images, listening to only the tones
of the word melody, and toggling a variety of appearance options (e.g., displaying
syllable text, showing pitch in an FO contour instead of averaged, showing pitch in
hertz instead of the psychoacoustic scale). Fig. 1 (c-d) show the My Files and History
pages: Once the Pitch Art is drawn, users can save the uploaded sound files as well as
measurement data (c) and Pitch Art images (d) for future access, all in the cloud data-
base.
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(a) Measuring and labeling (b) Pitch Art (c) Data (d) Saved Pitch Art
Fig. 1. Create page images

(a) Target word & Pitch Art  (b) Practice & Recording
Fig. 2. Learn page images
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Learn: The Learn page supports practice on word pronunciations. As shown in Fig. 2
(a), users may choose a syllable pattern, each containing words for users to select and
practice. Users can listen to a native speaker’s pronunciation or pitch tones for refer-
ence, and they can record their own pronunciations. As in Fig. 2 (b), the user’s pitch
track appears in a dotted line, enabling visual comparison with the model Pitch Art.
Each previously recorded sound is presented, with an option to play or pause. The
Learn page also has a View Students option so the tool can be used as a course sup-
plement, allowing teachers to view their students’ pitch tracks.

Login/Team Project: Users can obtain access to MeTILDA by logging in based on
their user category: researcher, teacher, student, or other. Different users have varied
access privileges to data in the system. For example, researchers and teachers can
access all features: measurement tools, Pitch Art creation, saving, and stored data.
Students have access to play, record, and submit in the Learn page only. Teachers can
view their students’ submitted work, while students cannot see each other’s work.

4 Experimental results

Performance comparison is done on different audio classifiers using various machine
learning models with a combination of features. The dataset provided by the collabo-
rators includes 4,852 audio segments with 2,211 vowels and 2,641 consonants. Using
10-fold cross validation scheme, two top performers are listed in Table 1. As a com-
parison, using the baseline model from our previous study [15] only achieved 77% in
Precision and Recall. We want to acknowledge the dataset is relatively small to thor-
oughly reflect the model performance, but the preliminary results show great poten-
tial. The collaborators are working to provide more data for us to further improve and
verify the models.

Table 1. Summary of trained models with top performance

Features + Model Type | Precision [Recall IFeatures + Model Type |[Precision [Recall

MFCCs + ANN 89% 89% I Spectrograms + CNN 88% 90%

MeTILDA is currently used by linguistics researchers in finding patterns among
Blackfoot speakers and in documenting the language. It has also been used by teach-
ers and students in evaluating a learner’s pronunciation as compared to that of native
speakers. A recent survey was conducted to gather feedback on usefulness, ease of
learning, and satisfaction from representative user groups. Totally 14 users participat-
ed with 3 self-identified as linguists, 10 students, and 1 teacher. By average, the rating
for each question is above 4.0 out of 5 and over half of the questions received more
than 4.5 ratings.



5 Conclusions

With the goal to promote research and education in endangered languages, this project
develops an audio classification application to automate the process of obtaining in-
stances of vowels and consonants in Blackfoot. We also present a working prototype
called MeTILDA that has shown promising results towards analyzing and learning
Blackfoot speech. As a result, linguistics researchers are provided with multiple tools
to document and analyze language recordings. Teachers have access to collections of
words and recordings from native speakers to teach students. Students are given the
tool to compare their own pronunciation of words to that of native speakers. In the
future work, we plan to further extend our work to classify and educate other sounds
in Blackfoot and other endangered languages.
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