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In the online minimum cost matching problem, there are n servers and, at each of n time steps, a request
arrives and must be irrevocably matched to a server that has not yet been matched, with the goal of minimizing
the sum of the distances between the matched pairs. Online minimum cost matching is a central problem
in applications such as ride-hailing platforms and food delivery services. Despite achieving a worst-case
competitive ratio that is exponential in n even on the line, the simple greedy algorithm, which matches each
request to its nearest available server, performs well in practice and has a number of attractive features such
as strategyproofness. A major question is thus to explain greedy’s strong empirical performance. In this paper,
we aim to understand the performance of greedy on the line over instances that are at least partially random.

When both the requests and the servers are drawn uniformly and independently from [0, 1], we obtain
a constant competitive ratio for greedy, which improves over the previously best-known bound of O(+/n)
for greedy in this setting. We also show that this constant competitive ratio also holds in the excess supply
setting where there is a linear excess of servers, which improves over the previously best-known bound of
O(log® n) for greedy in this setting,

We moreover show that in the semi-random model where the requests are still drawn uniformly and
independently but where the servers are chosen adversarially, greedy achieves an O(log n) competitive ratio.
Even though this one-sided randomness allows a large improvement in greedy’s competitive ratio compared to
the model where the requests are fully adversarial or arrive in a random order, we show that it is not sufficient
to obtain a constant competitive ratio by giving a tight Q(log n) lower bound. These results invite further
investigation about how much randomness is necessary and sufficient to obtain strong theoretical guarantees
for the greedy algorithm for online minimum cost matching, on the line and beyond. A full version of this
paper can be found at https://arxiv.org/abs/2210.03166.
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1 Introduction

Matching problems are a core area of discrete optimization. In the 90s, a seminal paper by Karp et al.
[1990] introduced online bipartite maximum matching problems and showed that, in the worst-case
scenario, no deterministic algorithm can beat a simple greedy procedure, and no randomized
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algorithm can beat ranking, which is a greedy procedure preceded by a random shuffling of the
order of the nodes. These elegant results and their natural application to online advertising spurred
much research, especially from the late 2000s on (see, e.g., [Mehta et al., 2013] and the references
therein for a survey). While more complex algorithms have been devised for models other than
worst-case analysis, greedy techniques are often used as a competitive benchmark for comparisons,
see, e.g., [Feldman et al., 2010, Li et al., 2020, Xu et al., 2019].

In the last few years, motivated by the surge of ride-sharing platforms, a second online matching
paradigm has received much attention: online (bipartite) minimum cost matching. In this class
of problems, one side of the market is composed of servers (sometimes called drivers) and is fully
known at time 0. Nodes from the other side, often called requests or customers, arrive one at a
time. When request i arrives, we must match it to one of the servers j, and incur a cost ¢;;. Server
Jj is then removed from the list of available servers, and the procedure continues. The goal is to
minimize the total cost of the matching.

Given the motivating application to ride-sharing, it is natural to impose the condition that both
servers and requests belong to some metric space (e.g., [Gairing and Klimm, 2019, Kalyanasundaram
and Pruhs, 1993, Kanoria, 2022, Raghvendra, 2016, Tsai et al., 1994]). Many algorithms in this area
involve non-trivial, in some cases computationally expensive, procedures like randomized tree
embeddings [Bansal et al., 2007, Meyerson et al., 2006], iterative segmentation of the space [Kanoria,
2022] or primal-dual arguments based on the computation of offline optimal matchings at each
time step [Raghvendra, 2018]. Other algorithms use randomization to bypass worst-case scenarios
for deterministic algorithms [Gupta and Lewi, 2012].

The predominant objective of this line work has been to design algorithms that achieve the
strongest possible performance guarantees in terms of quality of the solution found, which is
measured by an algorithm’s competitive ratio. However, there are other important considerations
when deploying systems that match individuals in real time, such as simplicity, strategyproofness,
running time, and explainability. An extremely simple algorithm that is highly desirable with
respect to all these factors is the greedy algorithm, also called nearest neighbor, that matches each
incoming request to the closest available server. But does it perform well?

Somehow surprisingly, this algorithm often works very well in practice: experiments have shown
that greedy was more effective than other existing algorithms in most tests and has outstanding
scalability [Tong et al., 2016]. This performance substantiates the choice of many ride-sharing
platforms to actually implement greedy procedures, in combination with other techniques [Brown,
2016, Jackson, 2019]. However, current theory exhibits a mismatch with such strong computational
results: if we assume that n servers and n requests are adversarially placed on a line, the greedy
algorithm only achieves a 2" — 1 competitive ratio [Kalyanasundaram and Pruhs, 1993, Tsai et al.,
1994]. 1t is therefore important to develop a theory that closes the gap with practice and gives solid
ground to the use of the greedy algorithm. This motivates the first guiding question of the paper.

Can we find a theoretical justification for the strong practical performance of the greedy
algorithm for online minimum cost matching problems?

A standard approach to the question above is to make a distributional assumption on the input.
Obviously, stronger assumptions may lead to stronger positive results — but such assumptions may
not be verified in practice. Ideally, we would like to identify the hypotheses that are necessary to
guarantee a strong performance for the greedy procedure. These results can provide important
guidance to practitioners: depending on whether or not they believe such hypothesis to be verified
by their data, they can choose to either apply the greedy algorithm or to resort to a more refined
procedure. This discussion motivates the second guiding question of the paper.
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What are necessary and sufficient assumptions to guarantee that the greedy procedure
outputs a solution whose quality is asymptotically optimal?

These questions have important implications since they aim to characterize the scenarios where a
simple greedy algorithm can be used instead of significantly more complex algorithms for a problem
central to multiple large modern markets such as ride-sharing and food delivery. Understanding the
strong practical performance of simple algorithms has motivated a lot of work on beyond the worst-
case analysis of algorithms. Some examples include using properties such as curvature, stability,
sharpness, and smoothness to obtain improved guarantees for greedy for submodular maximization
[Chatziafratis et al., 2017, Conforti and Cornuéjols, 1984, Pokutta et al., 2020, Rubinstein and Zhao,
2022] and different semi-random models for analyzing k-means for clustering [Arthur et al., 2009,
Manthey and Roglin, 2013], local search for the traveling salesman problem [Balkanski et al.,
2022, Englert et al., 2014, 2016, Kiinnemann and Manthey, 2015], and greedy for online maximum
matching [Arnosti, 2022, Devanur et al., 2011, Goel and Mehta, 2008, Mastin and Jaillet, 2013]. In
the context of online minimum cost matching, our understanding of the performance of greedy is
very limited. Despite its simplicity, greedy is hard to analyze because a greedy match at some time
step can have complex consequences on the available servers in a different region at a much later
time step. In other words, “the state of the system under the standard greedy algorithm is hard to
keep track of analytically" [Kanoria, 2021].

As a step towards understanding the power and limits of greedy, we focus on a fundamental,
deceptively simple setting, which is in fact one of the most studied in the area: online minimum
cost matching on the line. Despite much work [Akbarpour et al., 2022, Fuchs et al., 2003, Gupta and
Lewi, 2012, Gupta et al., 2020, Koutsoupias and Nanavati, 2004, Megow and Noélke, 2020, Nayyar and
Raghvendra, 2017, Peserico and Scquizzato, 2021, Raghvendra, 2018], the performance of simple
algorithms for this model are far from being understood.

We first consider the fully random model, where the n servers and n requests are all drawn
uniformly and independently from [0, 1]. In this model, the best known bound on the competitive
ratio of greedy is a trivial O(+/n) bound,! and there are more sophisticated algorithms such as
hierarchical greedy [Kanoria, 2022] and fair-bias [Gupta et al., 2019] that are constant competitive
in Euclidean spaces and on the line, respectively.? Our first main result settles the asymptotic
performance of greedy for matching on the line in the fully random model by showing that greedy
achieves a constant competitive ratio.

THEOREM 1.1. For online matching on the line in the fully random model, the greedy algorithm
achieves a constant competitive ratio.

A main benefit of greedy is that it is customer-strategyproof, meaning that the customers arriving
online have no incentive to misreport the location of their requests. We note that this result improves
the best-known competitive ratio of any mechanism that is customer-strategyproof from O(+/n)
to constant for this setting (in fact, we are not aware of any non-trivial customer-strategyproof
mechanism besides greedy). We refer to the full version of the paper for a discussion and a formal
definition of customer-strategyproofness.

We show that this constant competitiveness of greedy also holds in the fully random e—excess
model, for every constant e > 0. This is a modification of the fully random model where there is a
linear excess of servers, i.e., (1 + €)n servers. This results improves over the previously best-known
competitive ratio for greedy of O(log® n) in this setting [Akbarpour et al., 2022].

IThere is a known Q(4/n) bound on the optimal cost (see, e.g., [Tsai et al., 1994]) and the cost of any algorithm is trivially
upper bounded by n.

ZNote that hierarchical greedy is constant competitive only for d = 1 or d > 3. For d = 2, Kanoria [2022] shows that an
adapted version of the gravitational matching algorithm by Holden et al. [2021] is constant competitive.
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THEOREM 1.2. For any constant € > 0, greedy is O(1)-competitive in the fully random e-excess
model.

It is widely acknowledged (see, e.g., [Feige, 2021]) that i.i.d. instances often do not resemble
“real” instances. We next therefore consider whether strong guarantees for greedy can also be
obtained in a semi-random model. In particular, we consider a model that we call the random
requests model where the n servers are adversarially chosen and the requests are, as in the fully
random model, drawn uniformly and independently. In ride-sharing, this is motivated by the fact
that there have been examples of drivers that behave adversarially to increase the prices of the
rides, see, e.g., [Hamilton, 2019]. Our next result shows that greedy is logarithmic competitive in
the random requests model.

THEOREM 1.3. For online matching on the line in the random requests model, the greedy algorithm
achieves an O(log n)-competitive ratio.

In the model where the servers and requests are chosen adversarially but where the arrival
order is random, O(n) and Q(n%??) upper and lower bounds are known for the competitive ratio
of greedy [Gairing and Klimm, 2019]. Combined with this Q(n%??) lower bound, our result shows
that the performance of greedy improves exponentially when the locations of the requests are
also random. We note that hierarchical greedy only achieves a polynomial competitive ratio in
the random requests model (see the full version of the paper). Our last main result shows that this
competitive ratio of greedy in the random requests model is tight.

THEOREM 1.4. For online matching on the line in the random requests model, the greedy algorithm
achieves an Q(log n)-competitive ratio.

Combined with Theorem 1.3, we obtain that greedy is ©(log n)-competitive in the random
requests model. The combination of our four results give a first partial characterization of the
scenarios in which greedy is guaranteed to perform well for online minimum cost matching, but
there remain many intriguing questions. In particular, we believe that it would be interesting to
study semi-random requests and/or semi-random servers, for example, in a model where some
fraction of the servers are adversarial and some fraction are random. Another interesting model,
especially in the context of ride-sharing, would be one where the location of a small number of
servers can be chosen (i.e., a mix of best-case and worst-case). Considering more general metric
spaces beyond the line is of course also a direction for future work. Finally, it would be interesting
to explore empirically which semi-random models exhibit a structure that most closely resembles
the structure of real-world instances.

1.1 Technical overview

The main difficulty in analyzing the greedy algorithm is that there can be complex dependencies
between a greedy match that occurred at some time step in some region of the line and the set of
remaining servers that are available at a later time step in a completely different region of the line.
In other words, a single greedy match at some time step can have a butterfly effect on the servers
that will be available in the future in different regions. Algorithms such as hierarchical greedy that
partition the interval in different regions have been designed to prevent matching decisions in one
region from impacting the future available servers in another region. This does not necessarily
lead to algorithms that are better than greedy but does give algorithms that are simpler to analyze.

A high-level contribution of our paper is to develop a general framework for analyzing the
greedy algorithm, for both upper and lower bounds, that, we believe, also provides foundations for
analyzing greedy in higher dimensions and other partially random models. The starting point of
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our analysis is to consider a hybrid algorithm H} that matches the first m requests according to
an algorithm A and then greedily matches each of the remaining requests to the closest available
server. The algorithm A is different for each of our results. To derive our upper bound results, we
first show a hybrid lemma that upper bounds, for any algorithm (A that satisfies some fairly general
properties, the difference cost(H ;"1) — cost(H7) (i.e., between the total costs incurred by 7-[;’_1
and H') as a function of the cost incurred by A to match the m'h request. This hybrid algorithm
idea was also used in [Gupta and Lewi, 2012] to show a O(log(n)) upper bound on the competitive
ratio of a randomized greedy algorithm for online matching, but with three main differences. The
first is that their hybrid algorithm is used to analyze a randomized algorithm on a deterministic
instance (instead of a deterministic algorithm on a randomized instance). The second is that their
hybrid algorithm uses an optimal offline algorithm A, which we cannot use because we need to
exploit the randomness of the instance, so we instead use existing online algorithms. The third
is that our bound on cost(W;_l) — cost(H7) is tighter, which was a necessary improvement to
obtain a constant competitive ratio in the fully random model.

The second part of the analysis of the upper bounds leverages the hybrid lemma. For the
fully random model, we consider the hybrid algorithm H? where A is the constant-competitive
hierarchical greedy algorithm by Kanoria [2022]. We note that a direct application of the hybrid
lemma with this hybrid algorithm would only give an O(log n) competitive ratio for greedy. Instead,
we also show that the total cost of the hierarchical greedy algorithm A is dominated by the cost of
requests that are matched to servers at a constant distance away, which is needed to show that
the difference between the costs of greedy and hierarchical greedy is O(+/n). Since the expected
optimal total cost is known to be ©(+/n) and hierarchical greedy is constant competitive, we get
that greedy is also constant competitive. For the random requests model, we again use the hybrid
lemma but with a different algorithm (A, which is a simple modification of the fair-bias algorithm
by Gupta et al. [2019], to show that greedy achieves an O(log n) competitive ratio.

For the Q(log n) lower bound in the random requests model, we consider an instance where
there is a large number of servers at location 0, no servers in (0, n~/°], and the remaining 1 — o(1)
servers uniformly spread in (n~'/%,1]. We again analyze the difference cost(?—(;‘l) — cost(HZ),
but where A is the tailored algorithm that matches any request in [0, n~'/°] to a server at 0 and
greedily matches any other request to the closest available server. We show that at any time step
t, the set of available servers for ‘7‘(;[7_1 and ‘7-(;[7 differ in at most one server. We then consider
the distance J; at time ¢ between these two different servers that are available to only one of the
algorithms and we show that cost(H ;"1) — cost(H?7) can be lower bounded as a function of
max;»m, &;. Due to the randomness of the requests, the main difficulty is to lower bound max; >, &;
(e.g., the gap §; can either shrink or expand at each time step), which we do by giving a careful
partial characterization of the remaining servers (S, ..., S,) for '7-(; at each time ¢ that allows to
analyze (Sp, ..., Sn) and (Jy, . . ., J,) separately.

1.2 Additional related work

In general metric spaces with adversarial requests and servers, Kalyanasundaram and Pruhs [1993]
gave a 2n — 1 deterministic competitive algorithm and proved that this competitive ratio is optimal
for deterministic algorithms. On the line, Kalyanasundaram and Pruhs [1993] showed that the
competitive ratio of greedy is at least 2" — 1. A deterministic algorithm with a sublinear competitive
ratio was presented in [Antoniadis et al.,, 2014]. A few years later, Nayyar and Raghvendra [2017]
gave a O(log®n) competitive deterministic algorithm, which was then shown to be O(log n)-
competitive in [Raghvendra, 2018]. Regarding lower bounds, Fuchs et al. [2003] showed that no
deterministic algorithm can achieve a competitive ratio strictly less than 9.001 on the line.
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For randomized algorithms, still for adversarial requests and servers, Meyerson et al. [2006] and
Csaba and Pluhar [2007] obtained a O(log® n) competitive ratio in general metric spaces using
randomized tree embeddings, which was later improved to O(log® n) by Bansal et al. [2007]. On the
line, and for doubling metrics, Gupta and Lewi [2012] showed that a randomized greedy algorithm
is O(log n) competitive. Recently, Peserico and Scquizzato [2021] improved the lower bound from
[Fuchs et al., 2003] to obtain an Q(+/log n) lower bound for the line that also holds for randomized
algorithms. For general metrics, it was previously known that no randomized algorithm can achieve
a competitive ratio better than Q(logn) [Meyerson et al., 2006].

When the arrival order of the requests is random, Gairing and Klimm [2019] showed that
greedy is O(n) and Q(n%2?) competitive. Raghvendra [2016] gave a deterministic algorithm that
achieves a O(log n) competitive ratio, which is optimal even for randomized algorithms. When the
requests are drawn i.i.d. from any distribution over the set of servers, Gupta et al. [2019] gave a
O((logloglog n)?) competitive algorithm in general metric spaces that is also constant competitive
on the line and for tree metrics. When the servers and requests are uniformly and independently
distributed, Tsai et al. [1994] showed that greedy achieves an 2.3y/n competitive ratio on the unit
disk and Kanoria [2022] showed that an algorithm called hierarchical greedy is constant competitive
on the unit hypercube (and also analyzed the more challenging fully dynamic setting where the
servers also arrive online).

Empirical evaluations of different algorithms on real spatial data have shown that greedy performs
well in practice [Tong et al., 2016]. The excess supply setting was studied by Akbarpour et al. [2022],
who showed that the total optimal cost is O(1) and the total cost of greedy is O(log® n) when the
number of excess servers is linear and when the requests and servers are random (but the arrival
order can be adversarial). The results for hierarchical greedy from [Kanoria, 2022] also extends to
the excess supply setting. Kalyanasundaram and Pruhs [2000] showed a O(min(m, log(n))) bound
on the “double-competitive ratio” of greedy in an adversarial model with resource augmentation
where there are m possible server locations and the adversary has only half as many servers at
each location as greedy. Recourse, i.e. allowing matching decisions to be revoked to some extent,
has been considered in [Gupta et al., 2020, Megow and Nélke, 2020]. In the offline non-bipartite
version of the problem with 2n point drawn uniformly from [0, 1], Frieze et al. [1990] showed that
greedy achieves a ©(log n) approximation.

2 Preliminaries

In the online matching on the line problem, there are ng servers S = {sy,. .., sp, } and n = n, requests
R = (ry,...,ry) such that s;,r; € [0, 1] for all i. Hence, an instance is given by a pair (S, R). The
servers are known to the algorithm at time ¢ = 0. At each time step ¢t € [n], the algorithm observes
request r; and must irrevocably match it to a server that has not yet been matched. We denote by
sa(re) the server that gets matched to request r; by (the current execution of) algorithm A and by
Sap 2 -+ 2 Sa, the sets of free servers obtained through the execution of A, where S# is the
initial set of servers, and for all t € [n], S is the set of remaining free servers just after matching
ry. The cost incurred from matching r; to s#(r;) is cost; (A, r;) = |rs — s (ry)| and the total cost
of the matching produced by A on instance I is cost(A,I) = Y.}, cost; (A, r;). We often abuse
notation and write cost; (A), cost(A), and S; instead of cost; (A, r¢), cost(A,I), and Sa;.

All models studied in the paper can be represented by a triple (n%, n?, n). Here, n* (resp. n) is the
cardinality of the set S* of servers (resp. of the set R of requests) sampled independently from the
uniform distribution U ). n? is the number of adversarily placed servers (hence, n* + n? = ny).
The performance of an algorithm A is measured by its competitive ratio:
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ES",R~(LI[011],.?( [COSt(ﬂ, (Sd U Su, R))]
max .
sdefo, ]nd ES“,R»JL([O,I] [COSt(OPT, (Sd U Su’R))]

where OPT is the offline optimal matching when the requests are known at time ¢ = 0. We say
that an algorithm is a-competitive if its competitive ratio is upper bounded by a. Although some
papers in online optimization use a different notion of competitive ratio (see, e.g., survey [Mehta,
2013]), in the context of online matching on the line, most literature we are aware of use the same
definition as ours. This is true, in particular, for papers over which we build [Gairing and Klimm,
2019, Gupta et al.,, 2019, Kanoria, 2022] or whose results we improve [Akbarpour et al., 2022, Tsai
et al,, 1994].

The three models investigated in this paper can then be formalized as follows.

e In the fully random model, (n", n4, n) = (n,0,n), ie., all servers S and requests R are drawn
uniformly and independently from [0, 1] and there is an equal number of servers and requests.

e For a constant € > 0, we define the fully random e—excess model, in which (n¥, n, n) =
((1+¢€)n,0,n), ie., all servers S and requests R are drawn uniformly and independently from
[0, 1] and there is a linear excess of en servers.

e In the random requests model, (n", n, n) = (0,n, n), i.e., the requests R are still drawn uni-
formly and independently from [0, 1] but the servers are now chosen adversarially over all
potential sequence of n requests in [0, 1].

The greedy algorithm, denoted by G, is the algorithm that matches each request r; to the closest
available server, i.e., sg(r;) = argmin g Gt |s —7;|. We say that an algorithm A makes neighboring
matches if it matches every request r; either to the closest available server to its left or to its right.
For any algorithm A (possibly randomized) and m € {0,.. ., n}, we define the hybrid algorithm
H?; that matches the first m requests according to A and then greedily matches the remaining
requests to the closest available server. The following key lemma (proved in the full version of
the paper) bounds E[cost(?—(g‘l) — cost(HZ)] as a function of costy, (A) - that is, the cost for

algorithm A to match the m** request.

LEMMA 2.1. (The Hybrid Lemma). There exists a constant C > 0 such that for any online algorithm
A that makes neighboring matches, for any instance withn arbitrary serversS = {sy, ..., s}, n requests
R = (r1,...,ry) uniformly and independently drawn from [0, 1], for any m € [n], we have

E[cost(H ") — cost(H)|Sm—1,7m] < C-E [(1 +log (m))costm(ﬂ)|5m_1,rm] )

Note that the expectation is taken over the randomness in the requests sequence as well as any
possible source of randomization in the algorithm A. The idea of using hybrid algorithms for
analyzing online matching algorithms was used in [Gupta and Lewi, 2012], who also introduce a
hybrid lemma (see Section 1.1 for additional discussion). A key component of the proof of Lemma
2.1 relies on Lemma 2.2 given below, that describes, for a fixed m € [n], the difference between the
executions of H7 and 7‘(;,2’_1 on the same sequence R. Lemma 2.2 in fact shows that, at every step ¢
(i-e., just after matching request r;), the free servers for both algorithms coincide, with the exception
of at most a pair of servers, that we denote by g- < g& (see Figure 1) ; there is no other free server
in between gL and g¥ ; and that strong bounds can be obtained on &; := g- — gR. These properties, in
turns, will allow us to control the difference in the costs incurred by the two algorithms, eventually
leading to the bound from Lemma 2.1.

To ease the exposition, we drop the reference to the algorithms in the indices and write S; and
s(r;) instead of S ¢ and S (r:) to denote, respectively, the set of free server for H7 just after
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(1

Fig. 1. Set of servers S; (free servers at time t for H}") and S} (free servers at time ¢ for 7—(;‘"_1) in the case
where S; # S;, where the squares are the servers in S; and the circles the servers in .

matching r, and the server to which 7{;‘ matches r;. Similarly, we write S; and s’ (r;) instead of
Sr]_{gfl’t and Sepe-1 (r¢) for the equivalent objects for 7{;‘_1.

If S, = S}, then we write g- = gR = 0 and §, = 0. We also define st = max{s € S, U S, \ {gF, g%} :
s < gl} and sR = min{s € S, US; \ {gF, g8} : s > gR} (with the convention that st = 0 if
{S;US,\ {gt, g%} : s < gk} = 0 or if gF = 0, and similarly for s¥), which are the nearest servers of
S, (or equivalently, of S}) on the left of g and on the right of g&.

LEMMA 2.2. Let A be any online algorithm that makes neighboring matches, Sy be n arbitrary
servers and R be n arbitrary requests. Let (So, ..., Sn) and (S, ..., S,,) denote the set of free servers for
H and 7{;’1 at each time steps. Then, the following propositions hold for allt € {m, ..., n}:

(1) Difference in at most one server. |S; \ S;| = |S; \ S¢| < 1.

(2) Consecutiveness of the different servers. If g-, gk # 0, there is no servers € S; U S, such

that g- < s < gk.

(3) Gap remains zero after disappearing. If 5; = 0, then 6y = 0 forallt’ > t.

The proofis given in the full version of the paper. Forallt < nand S, # S;, we also characterize the
values of s(rs+1), 8" (re+1)s Ops1s gfﬂ, gfﬂ, and give an upper bound on Acosty,; := |costy (H™ 1) —
costyy1 (H™)| (see the full version of the paper).

3 Greedy is Constant Competitive in the Fully Random Model

In this section, we show that greedy achieves a constant competitive ratio in the fully random
model where both the servers and requests are drawn uniformly and independently from [0, 1]. In
addition, we show that this result also holds when there is a linear excess supply of servers.

The setting with n servers. We recall that in this setting, the competitive ratio of any algorithm
A is given by:

E(rs)~1(0,1)7xu(0,1)7,7 [cOSt(A, (S, R))]
E(r.s)~w(0,1)x (0,1 [cost(OPT, (S,R))]

The main idea of the analysis is to consider a hybrid algorithm that first runs the hierarchical
greedy algorithm from [Kanoria, 2022], and then greedily matches the remaining requests to the
closest available server.

We first present the hierarchical greedy algorithm introduced in [Kanoria, 2022], which we denote
by A (note that [Kanoria, 2022] considers two models: a semi-dynamic model similar to ours, and a
fully-dynamic model where the servers also arrive online. We only present here the algorithm corre-
sponding to the semi-dynamic model). To describe it, we need to define the sequence 1y, ..., Zy, where
{o = log(n), which are increasingly refined partitions of [0, 1]. More precisely, Z; = {[0, 1]} and for
each ¢ < £y — 1, I, is the partition obtained by dividing each interval in 7, into two intervals of
equal length, i.e., 7y = (Uo,yje 7., {[0, /2], 1y/2, y]}) U (Ut yle o 1% (x +4) /2], 1(x + 1) /2, y]}).
The partitions obtained through this process can be organized in a binary tree, where the nodes at
level ¢ are the intervals of 7, and the leafs are the intervals of 1.
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Given a request r;, let I(r;) be the leaf interval to which r, belongs and J(r;) be the lowest-level
ancestor interval of I(r;) in the tree such that J(r;) N S;_; # 0, i.e., such that J(r;) contains some
free servers when request r; arrives. The hierarchical greedy algorithm matches r; to any free server
in J(r;). For our purposes, we assume that it matches r; to the closest free server in J(r;). A request
r; is said to be matched at level ¢ if J(r;) € I,. There are two known results about hierarchical
greedy that are important for our analysis. The first one upper bounds the number of requests
matched at each level.

LEmMA 3.1 ([KANORIA, 2022]). There is a constant C’ > 0 such that, for all ¢ € {0, ..., £}, we have

E[l{r; : J(re) € I;}|] < C'Vn2!=06267¢,
The second important result about hierarchical greedy is its constant competitiveness
THEOREM 3.2 ([KANORIA, 2022]). In the fully random model, we have that E[ cost(A™)] = O(+/n).

Next, we show the following bound on the cost incurred by hierarchical greedy when matching
arequest at level ¢.

LEmMMA 3.3. Forallt € [n], ifr; is matched at level £, then we have
cost; (AT) log(1/ cost, (AH)) < 2% (log(2) (4 — £) + 1).

PRrOOF. Let £ € {0, ..., f}. First note that the cost incurred by A when matching a request r; at
level ¢ satisfies cost, (AX) < 2/=% since the intervals of Z; have length at most 2/=% by definition
of I;. Next, if 2=% € (0, 1/e], then

cost, (AT) log(1/cost, (AM)) < 270 log(1/2!7%)
since x log(1/x) is non-decreasing on (0, 1/e] and cost, (A7) < 276 Tf 2=% € [1/e, 1], then
cost, (AT log(1/cost, (AT)) < 1/e < 2070

since arg max,.¢ (o ;) ¥ log(1/x) = 1/e and % log(ﬁ) = % We conclude that if r; is matched at level
L,

cost; (A) log(1/cost; (AT)) < 270 Jog(1/2"7%) + 2070 < 270 (log(2) (£ — £) + 1). o

The next lemma is the main lemma of this section and shows that the difference between the
total cost of greedy and hierarchical greedy is O(+y/n).

LEMMA 3.4. In the fully random model, we have that
E[cost(G) — cost(A™)] = O(V/n).

Proor. We first note that since the hierarchical greedy algorithm matches every request r; to the
closest free server in J(r;), and since r; € J(r;) by definition of J(r;), hierarchical greedy makes
neighboring matches, which is the condition needed to apply the hybrid lemma to the hybrid
algorithm H™. We get that

E[cost(G) — cost(AT)]

= Z E[cost(H™ 1) — cost(H™)] H' =A" H' =g
m=1
<C Z E[(1 +1og (m))costm(ﬂb{)] Hybrid lemma
m=1
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<C Z E[log (W)costm (AM)] + CE[cost (AH)]

m=1

<C Z E[log (m)costm (A +0(Wn) Theorem 3.2
m=1
n &
C > > B (rm) € L)E[log (immy)costm(AN | (rm) € I] + O(Vn)

m=1 ¢=0

n &
<C Z Z P(J(rm) € Ip) - 27 % (log(2) (£ — £) + 1) + O(V/n) Lemma 3.3

m=1 £=0

I n
=C > 2% (log(2)(f — ) + 1) - > P(J(rm) € L) + O(V)
£=0 m=1

[
=C ) 2" (log(2) (£ — ) + 1) - E[l{ry : J(r2) € I}[] + O(Vn)

=0

)
< CC'n Z 2-0)/2(1og(2) (£ — £) + 1) + O(v/n) Lemma 3.1
£=0

t
= CC'Vn Y 277 (log(2)j + 1) + O(Vn)
j=0

_ CC'\/E(log@) 21 (%)J + {Z (%)1) +O(VR)

=0
= O(Vn). o
The last result needed is that the optimal cost in the fully random model is known to be @(~y/n).
LEmMa 3.5 ([KANOR14, 2022]). In the fully random model, we have that E[OPT] = ©(+/n).
By combining Theorem 3.2, Lemma 3.4, and Lemma 3.5, we obtain the main result of this section.

THEOREM 1.1. For online matching on the line in the fully random model, the greedy algorithm
achieves a constant competitive ratio.

The excess supply setting. We consider here an extension of the previous model where there is a
linear excess of servers. For any constant € > 0, we define the fully random e-excess model, where
an instance consist of n requests and n(1 + €) servers all drawn uniformly and independently from
[0, 1]. The competitive ratio of any algorithm A is given by:

E(R’S)N(L{(O’l)nxﬂ(oll)n(H-e)’ﬂ [COSt(ﬂ, (S, R))]
E(R)S),\,(L((O,l)nxrL{(O’l)n(1+s) [COSt(OPT, (S, R))] '

In this setting, the hybrid approach with hierarchical greedy used above does not give a constant
competitive ratio. However, we are still able to prove that greedy is constant competitive with a
different argument. Unlike the model with n servers, the analysis for the excess supply setting does
not rely on the hybrid lemma but on concentration arguments. Missing proofs can be found in the
full version of the paper.
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The main technical contribution here lies in showing that, thanks to the excess of servers, there
is an exponentially small probability that there is a large area around the n-th request that contains
no available servers. More formally, for £,m € [0, 1], we let x(;,»y = [{t € [n — 1] : r; € (£,m)}| be
the number of requests out of the n — 1 first requests that arrived in the interval (¢, m), and we let
Yem) = {t € [n(1+€)] : s; € (£, m)}| be the total number of servers that lie in the interval (¢, m).
Then, the following lemma holds.

LEMMA 3.6. Let € > 0 be a constant. There are constants Ce, C. such that, in the fully random
e-excess model, we have that for all z € [%, 1],

P(3t,m € [0,1] : X(om) = Yem)ys (T =€ = zor£=0),(m—rp 2zorm=1) | r,) < Cle m=Ce,

Using Lemma 3.6, we then upper bound the expected cost incurred by greedy at the last step.
At a high level, we use in the proof that the free servers at each time step act as "natural barriers"
between different areas of the interval [0, 1] (in the sense that if there is a free server at location
x € [0, 1], no request arriving in [0, x] can be matched to a server in (x, 1], and vice-versa). This
allows to quantify precisely the total number of remaining servers in each of those areas. Note
that in [Kanoria, 2022], the analysis also relies on a division of space into distinct regions, and on
a quantification of remaining servers and requests in each region. However, in [Kanoria, 2022],
the division is fixed at the beginning of the time horizon (through the partition 1y, ..., %;). The
additional difficulty in our setting is that the "barriers" we consider depend on all previously arrived
requests and are thus random.

LEMMA 3.7. Let € > 0 be a constant. There is a constant C' such that, in the fully random e-excess
model, we have E[cost,(G)] < %

Proor. To exclude any ambiguity, we condition on the event that all servers are distinct and that
no server or requests are at positions 0 and 1, which occurs almost surely. In the remainder of the
proof, we condition on the variable r,, and let s{; =max{s € S,_; : s < r,} and 35 =min{s € S,,_1 :
s > ryp} denote the nearest available servers on the left and on the right of r,, when r,, arrives; with
the convention that s% = 0 and st = 1 if there are no such servers.

Now, let z € [%, 1]
available server, we must have r, — s,L,
definition of sﬁ and s,lf, we have that (sﬁ, sf) N Sp-1 = 0. Now, recall that all requests ry,...,r,—1
have been matched each time to the closest available server. Moreover, for all j € [n — 1], sL was

and assume that cost,(G) > z. Since G matches r, to the closest
> zorsk =0,and s¥ - r, > z or s¥ = 1. In addition, by

either available when r; arrives, but r; was not matched to it, or sﬁ = 0; similarly for 55. Hence, if
rj ¢ (sL, sR), then sg(rj) ¢ (sL, sB). Similarly, if rj € (sL,sR), then sg(rj) € (sL, s®). Therefore,

. L R . L R
{j€n=1]:56(rj) € (sp,5,)} = {j € [n=1] : 1; € (55, 5,) }].

In addition, since (sﬁ, sff) NS,_1 =0, all servers in (sﬁ, sf) N Sy must have been matched to some

request before time n — 1, hence

[{j € [n=1]:56(r) € (spos)} = [{j € [n(1+ )] =5 € (5553 }-
By combining the two previous equalities and by definition of x . k), and y &), we get that
Xty = 1T € =117y € LD} = 1 € [0+ )] 57 € G sOH =g
Since we have that r, — sL > z or st = 0, and s® — r,, > z or sk = 1, we thus have that

P(cost,(G) = z | rn)
<P@ELme[0,1] : X(em) = Yem), (Tn =€ 2 zor £ =0),(m—r, 2zorm=1) | ry). (1)
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Now, by Lemma 3.6, we have that for some constants C¢, C, > 0:
P(36,m € [0,1] : X(em) = Y(em)s (T — € = z0r £=0), (M =1, > zorm=1) | r,) < Cle ",

Combining this with (1) and by the law of total probability, we get P(cost,(G) > z) < CLe "*Ce.
Hence, we obtain

1
E[cost,(G)] < 104 +/z=4“+f/4> P(cost,(G) > z)dz

€en

1
4(1+€/4) s _—nzCe
en + l=4(1+e/4) Cee dz

€en

IA

40re/a) | G
€n Cen'
Cl/

= €

a n

IN

for some C, > 0

for some C > 0 |

We underscore that a simple application of Chernoff bounds between all initial pairs of servers
locations would only lead to a weaker version of the above lemma, involving poly-logarithmic
terms. Since our objective was to present a sharp analysis of greedy, we introduced the refined
analysis above.

Last, we observe that, because of servers getting less and less dense as requests arrive, the
expected cost at each step of the greedy algorithm increases.

LEMMA 3.8. Let € > 0 be a constant. Then, in the fully random e-excess model, we have that for all
i € [n—1], E[costi(G)] < E[costit1(G)].

Using Lemma 3.7 and Lemma 3.8, we conclude that E[cost(G)] = X7, E[cost;(G)] < n -
E[cost,(G)] < CZ. We have thus shown the following.

LEmMMA 3.9. Let € > 0 be a constant. There exists a constant C./ > 0 such that in the fully random
e-excess model, we have E[cost(G)] < C/.

In order to conclude the proof of Theorem 1.2, it suffices to lower bound the cost of the optimal
solution in the fully random e-excess model.

LEmMA 3.10 ([KANORIA, 2022]). For any constant € > 0, we have that in the fully random e-excess
model, E[OPT] = @(é).

We can then conclude the following result on the performance of the greedy algorithm.

THEOREM 1.2. For any constant € > 0, greedy is O(1)-competitive in the fully random e-excess
model.

4 Greedy is Logarithmic Competitive in the Random Requests Model

In this section, we show that greedy achieves an ©(log n) competitive ratio in the random requests
model where the servers are chosen adversarially and the requests are drawn uniformly and
independently from [0, 1]. Thus, unlike in the fully random model, servers and requests can be
distributed in a significantly different manner in this model.

4.1 Greedy is O(log n)-competitive
We first show the O(log n) upper bound. We note that, even though hierarchical greedy and greedy

are both constant-competitive in the fully random model, hierarchical greedy is only Q(n'/%)-
competitive in the random requests model (see the full version of the paper). The main lemma
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(Lemma 4.2) shows that greedy is at most a logarithmic factor away from any online algorithm
that makes neighboring matches. To prove Lemma 4.2, we first need to lower bound the probability
that the cost incurred by any online algorithm at any time step is small. First, for all ¢ € [n], we let
G(Si—1)={re[0,1] :Ts € Sy, |r—s| < %} be the set of points in [0, 1] that are close to servers
in St—1~

LEmMMA 4.1. In the random requests model, for any online algorithm A and any time step t € [n],
we have that E[ cost;(A)] > m and thatP(r; € G(S;_1)) < %

The proof is in the full version of the paper. Next, to show that Lemma 4.2 holds for any online
algorithm A that makes neighboring matches, we use the hybrid lemma on the hybrid algorithm
‘H?7 (and we abuse notation by writing H™).

LEMMA 4.2. In the random requests model, there exists a constant C > 0 such that for any online
algorithm A that makes neighboring matches,

E[cost(G)] < Clog(n)E[cost(A)].
Proor. We write
E[cost(H™ 1) — cost(H™)]
= E[cost(H™™") = cost(H™) | rm & G(Sm-1)] - P(rm ¢ G(Sm-1))
+E[cost(H™ 1) = cost(H™) | rm € G(Sm-1)] - P(rm € G(Sm-1))
< E[cost(H™ ™) = cost(H™) | rm & G(Sm-1)] - P(rm ¢ G(Sm-1)) +n-2/n’
<C-E[(1+log (m))costm(ﬂ) | tm & G(Sm-1)] " P(rm ¢ G(Sm_1)) +2n~*
< C(1+4log(n)) - E[costy(A) | rm & G(Sm-1)] - P(rm ¢ G(Sm-1)) +2n~2
< C(1+4log(n)) - E[costy, (A)] +2n2
= C'log(n) - E[costy, (A)],

where the first inequality is by Lemma 4.1, the second one by the Hybrid Lemma (Lemma 2.1 ;
noting that {r,, ¢ G(Sm-1)} is an event that depends only on S,,_; and r,, and that A makes
neighboring matches) and the third one is since for any algorithm A, costy,(A) > 1/n* when
rm € G(Sm-1). The last equality is by Lemma 4.1.

Since H" = A and H® = G, we conclude that

E[cost(G) — cost(A)] = z": E[cost(H™ 1) = cost(H™)]

< C'log(n) Z E[cost,, (A)]

m=1

=C"log(n) - E[cost(A)]. O

It remains to show the existence of a O(1)-competitive online algorithm that makes neighboring
matches in the random requests model, which is the case for a simple modification of the algorithm
fair-bias from [Gupta et al., 2019]. The proof is deferred to the full version of the paper.

LEMMA 4.3. In the random requests model, there exists a O(1)-competitive algorithm that makes
neighboring matches.

We are now ready to prove the main result of Section 4.1.
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e 1

U=

Fig. 2. The lower bound instance. There are nt/5 + 4log2(n)\/ﬁ servers at 0, no server in the dashed area, and

n-— (n% + 4log?(n)v/n) servers uniformly distributed in the gray area.

THEOREM 1.3. For online matching on the line in the random requests model, the greedy algorithm
achieves an O(log n)-competitive ratio.

Proor. By Lemma 4.3, there exists an algorithm (A that is O(1)-competitive algorithm in the
random requests model and makes neighboring matches. We have, by Lemma 4.2, that E[cost(G)] <
Clog(n)E[cost(A)]. We conclude that greedy is O(log n)-competitive. O

4.2 Overview of the lower bound

The Q(logn) lower bound is the main technical proof of this paper. It is obtained by analyzing
another hybrid algorithm to show that, on some instance, greedy makes mistakes that have an
intricate cascading effect on the cost of future requests. In this section, we give an overview of the
proof of the lower bound. The complete analysis and proofs of all lemmas can be found in the full
version of the paper.

4.2.1 Description of the instance. We define the set of servers S, such that there are n/> +
4log(n)?/n servers located at point 0, there are no servers in the interval (0,n~'/*] and the
remaining n — (n*/° + 4log(n)?+/n) servers are uniformly spread in the interval (n=/5,1]. More
precisely, for all j € [n*/°+4log(n)?+/n], we sets; = 0. Then, we let /i :== n—4log(n)?+n/(1-n""/%),
and for all j € [n— (n*/® — 4log(n)?v/n)], we set S(nt/5+alog(n)2yi)+j = n~1/5 + L (see Figure 2 for
an illustration of the instance). We note that, interestingly, the servers are almost uniform since a
1 — 0(1) fraction of the servers are uniformly spread in an interval (o(1), 1].

4.2.2  Analysis of the instance. We compare the greedy algorithm to the algorithm A that, for
all t € [n], matches r; to a free server at location 0 if 7, € [0,n"/%] and S;_; N {0} # 0, and,
otherwise, matches r; greedily. Note that for the instance defined above, A is a better algorithm
than greedy since the expected total number of requests in [0,n71/°] is n™'/° - n = n*/, which
is less than the number of servers at position 0. The main part of the proof is to lower bound
E[cost(?—(;}‘l) — cost(H?7)], i.e., the increase in cost from switching from algorithm A to the
greedy algorithm G one step earlier in hybrid algorithm 7{;‘1 compared to H7. As we will show,
matching a request in [0, n7'/°] greedily at time ¢ = m instead of matching it to a server at location
0 causes a cascading increase in costs at future time steps for 7-(;"1 compared to H 7 due to the
different available servers, even though these two algorithms both match requests greedily at time
steps t > m.

Structural properties. The first lemma shows that at every time step ¢, there are at most two
servers in the symmetric difference between the sets of free servers S¢;m ; and S-1,e5 and that the

potential extra free server in Sﬁ;{t—l’t is always located at 0 whereas the potential extra free server
in S(H;z,t is the leftmost free server that is not at location 0 (see Figure 3). To ease notation, we write
H™ and H™ ! instead of H7 and 7‘(%‘1 and S; and S; instead of Sym ; and Sqm-1 ;.
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Fig. 3. Sets of free servers for ™ and ™! at all time steps (with the circles denoting servers in Sy and the
squares denoting servers in S;).

LEMMA 4.4. For any arbitrary sequence R of n requests, we have that for allt € {0,...,m — 1},
Sy = S,, and that for all t > m, either S; =S, or S; = S; U {0} \ {min{s € S; : s > 0}}.

Lower bounding the cost by the maximum gap 6;. To bound E[cost(H™!) — cost(H™)], we
analyze the gap §; := min{s € S; : s > 0} between the unique available server in S; \ S; = {0} and
the unique available server in S; \ S; = {min{s € S; : s > 0}}. If S; = S, then there is no gap and
we define §; = 0. The next lemma formally bounds E[Y}}"_, ., (cost; (H™ ') — cost; (H™)|8m, Sm]
as a function of the gap 6;.

LEMMA 4.5. For all m € [n], we have that

. 1
E[ > (coste(H™") ~ costy (H™) |6, s,,,] > -E[ max Stem = Sl Sim
Rawme®) 2 Ltefo,...min(t().tw)—m}

—P(t% > t{0}5m, Sm),

where s;1 :=min{s > 0:s € S;} and s;2 :=min{s > s;1 : 5 € S;}; tyy = min{t > m : 5,5 — 51 >
St1s 0rspo = 0}, t4 = min{t > m: 6; = 0} and t{o) == min{t > m| S; N {0} = 0}.

To prove Lemma 4.5, we first show some structural properties of the process {(dy, S;)}¢>0. In
particular, we partially characterize the transitions from (J;, S;) to (441, St+1) (Lemma 4.9), and
show that if at some time step ¢, there remains servers at 0 and the gap sz ; —s1; between the two first
servers with positive location in S; is smaller than the gap &, then E[cost; (H™ 1) — cost;(H™)]
is lower bounded by (J; — 8;-1) /2.

Lower bounding the maximum gap J;. By Lemma 4.5, it remains to lower bound the maximum
gap &, for t > m. To analyze this gap, we first need to introduce some additional notation and
terminology. We consider a partition Iy, I, . . . of (0, 1] into intervals of geometrically increasing size,
where I; = (y;_1,y;] and y; = (3/2)'n"'/> (with the convention y_; = 0). In addition, we say that a
sequence of requests is regular if, for any i € [n], the number of requests between any time steps ¢
and t’ that are in the interval [(i — 1)/n,i/n] "sufficiently concentrates". More formally, we start
by discretizing the interval [0,1] as D = {% :i€{0,...,n}}. For any interval I = [ir, ig] C [0, 1],
we also consider d*(I), the smallest interval with end points in D that contains I, and d~ (I), the
largest interval with end points in O contained in I.

(1) d*(I) = [d],dg], with d] := max{x € D|x < iy} and dj; := min{x € D|x > ir}

(2) d=(I) = [d[,dg], with d[ := min{x € D|x > ir} and dy = max{x € Dl|x < ir}.

Definition 4.6. We say that a realization R of the sequence of requests is regular if for all d, d” € D
such that d < d’, and for all t,#’ € [n] such thatt < #/,

W) H{jeft,....t'Hrjeldd]} = (@ -d) (' —t)—log(n)?*y/(d - d)(t' —1),
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Fig. 4. Requests in and out of I; up to time ¢; := min(t;, ti—1 + ca(n — ti_1)), with (A) the total number of
requests that arrived in I; from time 0 to ;, (B) the total number of requests that arrived in I; and were
matched outside I; from time 0 to z;, and (C) the total number of requests that arrived in [%yi_l, yi—1] and

were matched inside I; from time t;_1 + 1 + c1(n — tj_1) to time t; (note that there are no free servers in the
dashed area for times t > t;_1).

(2) and if (d' = d)(t' —t) = Q(1), then

[ e{t.....t}ryeldd ] < (@ -d)(t' — 1) +log(n)*V(d - d)(t' - 1).
By standard concentration bounds, a sequence of requests is regular with high probability.
LEMMA 4.7. With probability at least 1 — n=?1°8(") | the sequence of requests is regular.

Once the requests of sequence is assumed regular, all events that can be derived by successive
applications of simple Chernoff bounds become deterministic events. In particular, when a sequence
of requests is regular, we can bound, for algorithm H™, the gap s; j+1 — s;,; between the j*h and
j + 1" free servers s¢,j and s; j.1 with positive location at time ¢ € [(1 — o(1))n].

The main technical lemma of the proof of the Q(log(n))-competitive ratio is to lower bound

the maximum gap 6, over all ¢ > m, which we do in the next lemma, where ¢, dy, c5 are positive
constants.

LEMMA 4.8. Foralli € [d;log(n)] andm < ¢;n,

( max Or = yi—1|R is regular, &, Sm) > 5—m — p~Qoe(m),
te{m,...min(n-n,t;)} Y;

Challenges to prove Lemma 4.8. The main difficulty in proving Lemma 4.8 is that the value of
d; at each time step t is dependent on the value of S;. However, S; lies in an exponentially-sized
state space and it is difficult to compute the exact distribution of S; at all time steps. The key idea is
to separate the analysis of (dy,...,d,) and (Sy,...,S,). We first show that with high probability,
the servers in (Sy, . . ., S,) become globally unavailable from left to right (see below an overview of
the proof for a more precise statement). Then, we lower bound the probability that for any y and
any arbitrary sequence of sets (S; 2 ... 2 S,), § = 0 before all servers in the interval (0, y] have
become unavailable. Combining these two properties leads to the desired result.

200



The Power of Greedy for Online Minimum Cost Matching on the Line EC ’23, July 9-12, 2023, London, United Kingdom

et € ... [0, 2] | [, 220 | [0 5,4 %) | [6+ %5 +wi] | 8 +wi 1]
St+1 Se\{0} | Se\ {6} Se\ {6} Se\ {6t +wi} | Fs e[ +ws
1108 : 8\ {s}
Ot41 O 0 O + w; O Ot
E[Acosti]...] || =0 >0 | > {OWT ;;”:;visft >0 >0

Table 1. Values of (8¢+1, St+1) and expected value of Acost;4; conditioning on (8¢, S¢) and on rs41, assuming
that S; N {0} # 0, 5; # 0 and |S; N (&, 1]] = 1, and where w; = s£2 — $1,1.

Overview of the proof of Lemma 4.8. The proof consists of three main parts. The first one analyzes
the sets of free servers Sy 2 ... 2 S, obtained with algorithm H™ at each time step, the second
one partially characterizes the values of (8, S;) and studies the first time ¢ > m such that §, = 0.
The last ones combines the first two parts.

Part 1 of the proof of Lemma 4.8. We say that an interval I is depleted at time ¢ if S, N I = 0.
We let t; := min{t > 0|S; NI = 0}, i.e., 7 is the time at which I is depleted. For simplicity, we
write t; instead of t7,. We first show that (A) there exists a constant ¢; € (1/2,1) such that if
tiig <n—(1—-cy)'n, then, t;_; < t;. Then, we show that (B)ifty < ... < ti.; <n—(1—-cy)" !n
and t;_; < t;, then, t; < n— (1 — ¢;)'n. To show this last result, we lower bound the number of
requests matched in I; until time #; = min(¢;, t;—1 + c2(n — t;_1)). We first show (see Figure 4) that

1{j € [t:] Ispem (rj) € L} = |I{j € [t:] : rj € L} = |{j € [ti] : j € L, sm (1)) & I}
+H{je{tici+1+c(n—tizg),....t5;}:rj € [%yi—l,yi—l],s(l-l'"(rj) € I;}|.

We then lower bound each of these terms separately, using in particular the regularity of the
requests sequence. We deduce from this lower bound that if t; > n — (1 — c;)’n, then the number of
requests matched in [; exceeds the initial number of free servers in I;, which is a contradiction. Hence
the bound t; < n— (1—c)'n. Finally, by combining properties (A) and (B), we show inductively that
there is a constant d; > 0 such that the intervals {I;}c[4, 10g(n)] are depleted in increasing order,
ie.thatm <t} <... <tg10g(n) < n—n®andthatm < t(), which is the main result of this first part.

Part 2 of the proof of Lemma 4.8. We start by a partial characterization of the value of (J;, S;)
and of the difference of cost Acost;y; := costrys (FH™ 1) — costyp (H™) between the costs incurred
by H™ ! and H™ at time step ¢ as a function of §; and S;.

LeEmMa 4.9. All following properties hold at any timet € {m,...,n — 1}:

(1) if 6y = 0, then for allt’ > t, we have 5y = 0 and Acost;41 = 0,

(2) if Sy N {0} # 0, then Acost;+1 > 0.

3) if Sen{0} £ 0,68 # 0 and|S; N (64, 1]| = 1, then the values of (8441, St+1) and the expected
value of Acostyy1 conditioning on (8;,S;) and on rpyq are as given in Table 1, where w; :=
st2 — St.1 and where we write E[ Acosty1|...] instead of B[ Acosty41|(8t, St), St N {0} # 0, 5; # 0,
[S: N (8, 1] = 1,11 € .. .].

(4) if 841 # 01, then Spyq = Sp \ {64}

(5) E[15,n{01=0,5,20 - Acostys1|(61,S:)] = —1s,0{0}=0.5,20 - P(8r+1 = 0[(61, S1)).
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We recall that for any interval I C [0,1], 7 := min{t > m| S; N I = 0} is the time at which I is
depleted, and that t¢ := min{t > m : §; = 0} is the time at which the gap disappears. Using the
properties given in Lemma 4.9, we next show the following lemma.

LEmMMA 4.10. Conditioning on the gap 8, and available servers Sy, and for ally € [, 1], we have
Sm
P(min(t(oyy], tioy) < min(td, t{o})|5m, Sm) > —.
y

In other words, starting from a gap J,,, the probability that the gap has not yet disappeared at
the time all the servers in (0, y] have been depleted, or that all the servers at location 0 are depleted
before either of these events occurs, is lower bounded by %’".

Part 3 of the proof of Lemma 4.8. Since we have shown in the first part that the inter-
vals {I;} are depleted in increasing order of j, we have that just before the time t,, where
(0,y;] = Uj<l; is depleted, none of the intervals I; for j < i have free servers left, hence
min{s > 0 : s € Styi—l} € I;. Hence, if 8¢, -1 # 0, we have by the definition of §; that
5ty,.—1 =min{s > 0 :s € Sty,-—l} € I; = (yi-1,yi], which, in particular, implies (Styi_l > Y.
Thus, to prove the desired result, it suffices to lower bound the probability that §;, -1 # 0 and
that t,, < t;oy and t,, < n— n®. By using the second part, we show that it is lower bounded by

Sm _ p=Qlog(n))_
Yi

4.2.3 The main lower bound result. By combining the main lemma (Lemma 4.8) with Lemma 4.5,
we can show the following bounds on E[cost(H™ 1) — cost(H™)].

LEmMA 4.11.

(1) For any m > cin, we have: E[cost(H™ 1) — cost(H™)|rm € [0,40]] = —O(n~/%).

(2) For any m < cyn, we have: E[cost(H™ 1) = cost(H™)|rm € [0,10]] = Q(log(n)n~1/%).
(3) For any m € [n], we have: E[cost(H™ 1) — cost(H™)|rm € (yo, 1]] = 0.

The last lemma needed is the following bound on OPT.

LEMMA 4.12. For any n € N, the expected cost OPT of the optimal offline matching for our lower
bound instance satisfies: E[OPT] = O(n®/®).

By doing a telescoping sum over all m € [n] and using that H" = A and H® = G, we obtain
from Lemma 4.11 and 4.12 the lower bound.

THEOREM 1.4. For online matching on the line in the random requests model, the greedy algorithm
achieves an Q(log n)-competitive ratio.

Proor. Since A° = G and A" = A, we have that
E[cost(G)] — E[cost(A)]

i E[cost(H™ 1) — cost(H™)]

m=1

= Z E[cost(H™ ) — cost(H™)|rm € (Yo, 1]1P(rm € (3o, 1])
m=1

+ Z E[cost(H™ ) — cost(H™)|rm € [0,40]1P(rm € [0,y0])
m=1
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+ Z E[cost(H™ ') — cost(H™)|rm € [0,40]1P(rm € [0,30])

m=cin+1
cin n
>0+ Z c’ log(rz)n_l/s’n_l/5 - Z Cn~ o115 (for some constants C,C’ > 0)
m=1 m=cyn+1

n3/5(c/(log(n)(c1 -3 -C1-¢ - %))
Q(log(mn),

where the inequality is by Lemma 4.11 and since P(r,, € [0,10]) = P(rm € [0,n71/°]) = n~1/5,
Thus, E[cost(G)] = E[cost(A)] + Q(log(n)n®*) = Q(log(n)n?/?). Since by Lemma 4.12 we have

E[OPT] = O(n®/°), we conclude that % = Q(log(n)). ]
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