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Quantum error correction holds the key to scaling up quantum computers. Cosmic ray events severely
impact the operation of a quantum computer by causing chip-level catastrophic errors, essentially erasing
the information encoded in a chip. Here, we present a distributed error correction scheme to combat the
devastating effect of such events by introducing an additional layer of quantum erasure error correcting
code across separate chips. We show that our scheme is fault tolerant against chip-level catastrophic errors
and discuss its experimental implementation using superconducting qubits with microwave links. Our
analysis shows that in state-of-the-art experiments, it is possible to suppress the rate of these errors from
1 per 10 s to less than 1 per month.
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Introduction.—Extreme sensitivity to external noise is
one of the main obstacles in building and operating large-
scale quantum devices. Quantum error correction (QEC)
solves this issue by encoding quantum information in a larger
space so that the errors can be detected and corrected (see,
e.g., Ref. [1] (Chap 10) and Ref. [2]). ExistingQEC schemes
mostly focus on local and uncorrelated error (or errors with
finite-range correlations), see, e.g., [3,4]. Long-range corre-
lations, however, e.g., due to coupling to a bosonic bath
[5–7], can negatively impact the performance of QEC [8,9].
Recently, it has been shown that a cosmic ray event

(CRE) can cause catastrophic correlated errors in super-
conducting qubits [10–13]. Upon impact of high-energy
rays, phonons are created and spread in the substrate. These
phonons then create quasiparticles in the superconducting
material, which subsequently induces qubit decay [12].
Even though these events are rare, their effect is devastating
as they cause fast correlated relaxation (T1 error) in all the
qubits in a chip that essentially erases the encoded quantum
information [12], which is especially detrimental to long
computational tasks that could take several hours [14].
Moreover, the adverse effect of CREs is not limited to
superconducting qubits. Semiconductor spin qubits [15]
and qubits based on Majorana fermions [16,17] also suffer
from the charge noise and quasiparticle poisoning that are
resulted from CRE, respectively. One system-specific
approach to reducing the impact of CREs is through
changing the design of the device, for example, by
introducing phonon and quasiparticle traps [18–20] and
enhancing phonon relaxation in the device [17].
In this Letter, we take a different approach and use a

distributed error correcting scheme to detect and correct

correlated errors by CREs. Distributed hardware architec-
tures, connecting smaller nodes into a tightly coupled
system using an interconnect network, have been proposed
to achieve scalability for a single computation [21–29].
Here, we repurpose these architectures to improve fault
tolerance. Our approach is system independent and works
as long as a quantum network can be built to share
entanglement between separate chips. In a network of
chips, a CRE erases information from one chip, but as we
show this event and the specific impacted chip can be
detected [see Fig. 1(a)]. Since the location of the error is
now known, we can use erasure QEC to correct the errors
and recover the information [30–34]. We present a low-
overhead erasure QEC scheme that is fault tolerant
against the CREs and discuss its implementation using

FIG. 1. (a) Information is encoded in an error correcting code
that is distributed across multiple data chips. The CRE-induced
erasure errors on the data chips are corrected using ancilla-
assisted syndrome measurements. (b) A code that corrects d − 1
erasure errors, suppresses the rate of the CRE-induced cata-
strophic events.
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superconducting chips connected with microwave links
(see, e.g., Refs. [35–38]), and provide logical-error esti-
mates in state-of-the-art experimental systems. Our analysis
indicates that under reasonable assumptions, we can sup-
press the damage from these catastrophic events to higher
order and reduce the CRE-induced logical error rate from 1
every 10 s in Ref. [12] to less than 1 per month.
Setup.—We consider two levels of encoding on n chips.

The first level uses an error correcting code (e.g., a surface
code [39]) to protect the information in each chip. In the
second level, we concatenate this code with a ½½n; 1; d��
QEC code capable of correcting d − 1 erasure errors [30],
which is distributed across n separate chips. The operations
in the first level should be protected by the first-level code.
Therefore, operations in that level are followed by syn-
drome checks at every step. Upon a CRE impact on a
specific chip, the qubits in a large region around the impact
area experience a considerable reduction in their lifetime
[12]. Consequently, most qubits in the impacted chip decay
during an error correction cycle. The simultaneous decay of
a large number qubits in a chip causes a significant increase
in the number of error syndromes of the first-level encod-
ing. The observation of a sharp jump in the number of error
syndromes in a chip reveals the location of the erasure error
in the second level [13,40], which subsequently triggers
error correction in the second level. We expect that by
correcting d − 1 errors we would be able to suppress the
rate of catastrophic events to ∝ λðλτÞd−1, where λ is the

CRE rate in a chip and τ is the time that it takes for the
second-level error correction cycle [see Fig. 1(b)].
For example, we can use the ½½4; 1; 2�� code [30] to

correct single erasure errors. As shown in Fig. 2(b), a single
CRE event will trigger the QEC circuit to correct the
erasure error and successfully restore the original encoding.
However, if there is a second CRE erasure event during the
erasure correction, the QEC circuit will fail to restore the
encoded information, leading to a CRE-induced logical
error rate proportional to λ2τ. Note that the QEC for
½½4; 1; 2�� is relatively simple because we only care about
correcting single CRE errors and do not worry about CRE
errors during the QEC operations. In order to use larger-
distance codes, e.g., the ½½7; 1; 3�� code [41], to suppress the
CRE errors to higher orders it is crucial to design the QEC
circuit fault tolerantly so that possible CRE events during
the QEC should not damage the encoded information.
Fault tolerant error correction for erasure errors.—We

assume that by using sufficiently large surface codes in the
first level, Pauli error rates due to the failure of the surface
QEC are much lower than the rate of the CREs. As such, we
only consider the errors induced by the CREs. For
simplicity, we assume that a CRE-induced erasure error
could propagate through a two-qubit gate and completely
erase both involved qubits [42]. Upon detecting erasure
errors on a chip, we replace the erased chip with a reserve
chip. The data qubits on the new chip are randomly
initialized. Hence, their erasure errors are converted to
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FIG. 2. (a) The illustration of the ½½4; 1; 2�� (left) and the ½½7; 1; 3�� (right) code. The colored plaquettes represent stabilizer generators
that have supports on the surrounding vertices (data qubits). (b) The FT circuit for the ½½4; 1; 2�� code correcting one data erasure (red
cross). Colored boxes represent an ancilla-assisted measurement of a stabilizer associated with a plaquette of the same color. The ancilla
is initialized in jþi, a sequence of CX=CZ gates between the ancilla and the data qubits are applied (not shown), and the ancilla is
measured in the Pauli X basis. (c) The non-FT circuit for the ½½7; 1; 3�� code that is nonadaptive. An initial erasure error on a data qubit
triggers the circuit, which measures all the six stabilizers in a fixed sequence (pink-green-blue) and applies the correction at the end. We
explicitly show the CX gates in the first box (X3X4X6X7 stabilizer measurement) to illustrate an erasure error that propagates to multiple
data errors and causes a logical failure. The top shows the evolution of the errors for the example trajectory. The red circles indicate
qubits with potential Pauli errors (converted from the erasure errors). (d). The FT circuit for the ½½7; 1; 3�� corrects the errors adaptively.
Suppose another erasure happens during the CZ gate (shown in red) between the ancilla and the third qubit while measuring Z1Z2Z3Z4.
Upon detection of this error we stop the stabilizer measurement, discard and replace the ancilla and the third qubits and update
the erasure-flag error set E to E ¼ fI; X1g × fI; P3g × fI; Z1Z2g, where P3 indicates an arbitrary Pauli error on the third qubit. The
correlated Z1Z2 error results from discarding the ancilla that is entangled with the first and the second qubits. We then measure the
stabilizers X1X2X3X4, X2X3X5X6, Z2Z3Z5Z6, and Z1Z2Z3Z4 to correct possible errors within E.
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detected Pauli errors randomly drawn from fI; X; Y; Zg
after the chip replacement. We propose a novel fault-
tolerant QEC (FTQEC) scheme, called the erasure-flag
scheme, that satisfies the fault-tolerant criteria [8,43,44]
(see Supplemental Material [45]). The scheme adaptively
performs nondestructive stabilizer measurements using one
ancilla qubit on an ancilla chip [Fig. 1(a)]. A single erasure
error that occurs on the ancilla could propagate into
multiple data erasures on different data chips. However,
we can detect the time and location of such bad errors. So
similar to the flag FTQEC for Pauli errors [44,51,52], the
access to this information enables us to design protocols
that use minimal resources to tolerate the bad errors. Here,
this information comes directly from the first-level QEC
without requiring additional resources, e.g., flag qubits, in
the second level.
The erasure-flag FTQEC protocol using a distance-d

code is implemented as follows. (i) Upon detecting erasure
errors on the data qubits, replace the erased data qubits
(chips), initialize the erasure-flag error set E that contains
the detected data errors, set s ¼ 0 that counts the number of
bad erasure errors that happen during the protocol and
apply the following erasure-QEC. (ii) Measure a set of
stabilizers of minimal size that can be used to correct the
current E. (A) If there are snew bad erasures detected in the
middle of a stabilizer measurement with sþ snew ≤ d − 1,
stop the measurement immediately, update s by adding
snew, replace the erased qubits (chips), update E, and restart
(ii). (B) Otherwise, apply a correction in E based on the
measured syndromes.
The fault tolerance of the protocol is guaranteed by the

following two key ingredients. (a) Bad erasures can be
immediately detected so that we can keep track of the
erasure-flag error set resulting from the bad errors. (b) The
erasure-flag error set is correctable (different errors either
have different syndromes or differ by a stabilizer) if there
are fewer than d faults. We show that the erasure-flag
scheme can be applied to the four-qubit and seven-qubit
codes using proper QEC circuits (Fig. 2). The FT circuit for
the ½½4; 1; 2�� code [Fig. 2(b)] corrects a single data erasure
at the input. A non-FT circuit for the ½½7; 1; 3�� code
[Fig. 2(c)] is triggered by a data erasure error at the input
and nonadaptively measures a full set of stabilizers in a
fixed sequence. However, an extra erasure that occurs on
the ancilla chip during a stabilizer measurement could
propagate into multiple data errors and cause a logical
failure. Therefore, the non-FT circuit fails to correct some
consecutive double erasures. In contrast, the adaptive FT
circuit [Fig. 2(d)], which keeps track of the possible error
set and measures only a minimal set of stabilizers, can
tolerate up to two consecutive erasures on arbitrary qubits.
We note that the erasure-flag scheme is not guaranteed to
work for any stabilizer code and it is mostly suitable for
small codes or codes with certain structures, e.g., the
topological surface codes with arbitrary distance (see
Supplemental Material [45]).

Analysis of the erasure error rates.—Following
Ref. [12], we model CREs on each chip by an independent
and uncorrelated Poisson process NðtÞ, such that
P½NðtÞ ¼ k� ¼ ðλtÞk=k! expð−λtÞ, where λ is the rate of
the events [53]. The value of λ depends on the geometry and
other specifications of the chip [17], but for simplicity we
use the reported value of 1=λ ¼ 10 s in Ref. [12]. Since the
events in each chip are assumed to be independent, the
introduction of additional chips increases the overall CRE
rate linearly. Using the FT implementation of a QEC code
that corrects d − 1 erasure errors in a cycle, a catastrophic
event might occur if there are more than d − 2 additional
events during the recovery time τ following the first event
that triggers error correction. Such a catastrophic event leads
to a logical failure at the second level of encoding. The rate of
these catastrophic events is obtained by taking the product of
the rate of the CREs that trigger error correction and the
probability that more than d − 2 CREs happen in time τ
following the first CRE. For a code overn chips, the former is
nλ. However, since we need an ancilla chip for our QEC
scheme, the latter factor should be calculated using the rate
ðnþ 1Þλ (the reserve chips do not contribute to the logical
error rates since they do not carry any logical information).
Therefore, we find the rate of the catastrophic events,
Γ ¼ nλf1 − exp½−ðn þ 1Þλτ�Pd−2

k¼0½ðn þ 1Þλτ�k=k!g. For
nλτ ≪ 1, we have Γ ≈ nλ½ðnþ 1Þλτ�d−1=ðd − 1Þ!, which
shows the desired error suppression in this regime.While we
considered the worst-case scenario, not all weight-d (or
higher) errors are catastrophic, and some are still correctable.
Therefore, by considering the longest error correction and
recovery time for τ [Figs. 2(b) and 2(d)], this analysis gives a
lower bound on the memory lifetime, Γ−1, limited by the
d − 1 coincident CREs within τ (solid lines in Fig. 3).
In contrast, for the non-FT implementation of the

½½7; 1; 3�� code, we obtain an upper bound on the memory
lifetime (dashed line in Fig. 3). In this case, some double
events cause a logical failure. For an upper bound, we only
consider the case where the first erasure error occurs on the
edge chips in Fig. 2(a). Following this event, depending on

FIG. 3. The solid (dashed) lines show the lower (upper) bound
of the lifetime with (without) the fault-tolerant implementation.
The dotted line shows the expected lifetime λ−1 without error
correction. The circle (½½4; 1; 2��) and square (½½7; 1; 3��) markers
show estimates of the improved lifetime with error correction for
maximal recovery time using experimentally feasible parameters.
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the affected chip, there are one or two stabilizer measure-
ments during which an ancilla erasure can lead to logical
failure. Therefore, we consider CREs on these six edge
chips with the rate 6λ as triggering events and find the
probability of an additional event on an ancilla during one
of the stabilizer measurements. Since different stabilizer
measurements [colored boxes in Fig. 2(c)] have the same
number of interchip gates, we assume that they each take
τ=6. Therefore, we find the upper bound of 1=f6λ½1 −
expð−λτ=6Þ�g for Γ−1 (Fig. 3). In Supplemental Material
[45] we numerically verify that the logical error rates are
suppressed to the desired order for both the FT and non-FT
schemes. Furthermore, we show improved theoretical
estimates for Γ−1 under a specific model of the hardware
operations.
Experimental implementation.—Our proposed scheme

can be implemented experimentally in superconducting
devices by coupling multiple data chips to an ancilla chip
through a router [54,55] [Fig. 1(a)]. The ancilla chip is used
to collect the syndrome information by coupling a syn-
drome patch to the data patches (all encoded in a surface
code) associated with different stabilizers. The detail of
coupling of the ancilla chip with one of the data chips is
illustrated in Fig. 4. To implement an entangling gate, e.g.,
CX, between the syndrome patch S and a data patch D, we
introduce an ancilla patch A on the ancilla chip and apply
the measurement-based gate [56] (see the inset of Fig. 4).
The measurement of joint Pauli operators ZZ (XX) between
the surface patches A and S (D) is implemented by lattice
surgery [56], i.e., merging and then splitting the Z (X)
boundaries of the two involved patches. In our distributed
architecture, we need to nonlocally merge the boundaries of
the A and D patches that sit on different chips by adding
new plaquettes (dashed boxes in Fig. 4) that connect the
boundaries. Each of the new plaquettes has two ancilla
qubits (black dots in Fig. 4), each sitting on one chip and is
locally coupled to two data qubits on the boundary of the

surface patches. To measure a new plaquette stabilizer, we
apply a nonlocal CX gate between the two ancilla qubits to
create a Bell state ð1= ffiffiffi

2
p Þðj00i þ j11iÞ, then apply two

CX=CZ gates between the ancilla qubits and their coupled
data qubits, then we apply another nonlocal CX gate
between the ancillas and finally measure one of the ancillas.
The nonlocal physical CX gate between the ancilla qubits
can be implemented by teleportation-based gates that
use preshared and purified bell pairs between two chips
[57–60].
We can estimate the length of the outer QEC cycle and

the corresponding upper bound of the logical error rate
based on realistic experimental parameters in the super-
conducting architecture. The most time-consuming physi-
cal operations are the two-qubit gates (∼100 ns [61,62]),
measurements (∼200 ns [63]) and interchip state transfers
(∼100 ns [37,38]). We assume that each surface patch is a
10 × 10 rotated surface code and each surface-level oper-
ation is followed by ten repeated rounds of surface QEC.
For maximum parallelism for all the operations, we
estimate that the maximum recovery time τ for the
½½4; 1; 2�� (½½7; 1; 3��) code correcting 1 (2) erasure errors
is approximately 270 μs (1000 μs). See Supplemental
Material [45] for details. Based on these estimated recovery
times, we obtain a lower bound of the memory lifetimes of
approximately 5 hours using the four-qubit, and 51 days for
seven-qubit codes (markers in Fig. 3).

Discussion.—In principle, our scheme can be extended
to universal fault-tolerant computing. Multiple logical
qubits in the second-level code can be encoded transversely
across all the data chips such that different base qubits
comprising each logical qubit sit on different chips and
each chip contains exactly one base qubit from each logical
qubit. Such an encoding is fault tolerant since each CRE
only erases one base qubit in each logical qubit, which can
be corrected by performing QEC on different logical qubits
independently. The implementation of universal fault-
tolerant gates can be adapted from existing protocols
[64]. Furthermore, the resource overhead required for
overcoming the CREs could be less than that required
for the standard depolarizing noise. For example, we can
prepare the magic states non-fault-tolerantly and verify
them by performing erasure detection, without applying
costly magic-state distillation [64,65]. Additionally, we can
use Knill-type QEC [31] that utilizes teleportation to
correct erasure errors. We explore and compare that
approach to ours in Supplemental Material [45].
Last, we note that for now the second layer of QEC only

suppresses the logical error rate due to the erasure errors. In
the regime where the Pauli errors due to the failure of the
surface codes are more detrimental, it is advantageous to
minimize the total logical error rate by tailoring the outer
codes to correct both the erasure and the Pauli errors. For
instance, Ref. [34] shows that the surface code can handle a
mixture of erasure and Pauli errors using a tailored decoder.
We leave this topic to future work.

Router

Ancilla chipData chip

D A

S

FIG. 4. Detail of the coupling of the ancilla chip in Fig. 1(a) to a
data chip. We show three surface patches S (syndrome), A
(ancilla), and D (data). Each patch is encoded in a rotated
surface code, with data qubits on the vertices and X-type (Z-type)
syndrome qubits on the black (white) plaquettes. To extract error
syndromes, a CX gate between S and D patches is implemented
by introducing the A patch and applying the measurement-based
circuit shown in the inset.
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