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Abstract

If popular online platforms systematically expose their users to partisan and unreliable
news, they could potentially contribute to societal issues like rising political polarization.
This concern is central to the “echo chamber” and “filter bubble” debates, which critique
the roles that user choice and algorithmic curation play in guiding users to different
online information sources. These roles can be measured in terms of exposure, defined
as the URLs seen while using an online platform, and engagement, defined as the URLs
selected while on that platform or browsing the web more generally. However, due to
the challenges of obtaining ecologically valid exposure data—what real users saw during
their regular platform use—studies in this vein often only examine engagement data,
or estimate exposure via simulated behavior or inference. Despite their centrality to
the contemporary information ecosystem, few such studies have focused on web search,
and even fewer have examined both exposure and engagement on any platform. To
address these gaps, we conducted a two-wave study pairing surveys with ecologically
valid measures of both exposure and engagement on Google Search during the 2018 and
2020 U.S. elections. In both waves, we found that participants’ partisan identification
had a small and inconsistent relationship with the amount of partisan and unreliable
news they were exposed to on Google Search, a more consistent relationship with the
search results they chose to follow, and the most consistent relationship with their overall
engagement. That is, compared to the news sources our participants were exposed to on
Google Search, we found more identity-congruent and unreliable news sources in their
engagement choices, both within Google Search and overall. These results suggest that
exposure and engagement with partisan or unreliable news on Google Search are not
primarily driven by algorithmic curation, but by users’ own choices.
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The prevalence of partisan and unreliable online news is a topic of ongoing concern among
policymakers, civil society organizations, and academics [1–4]. These concerns often center
the role of online platforms, such as search engines or social media, in directing people to
such content, and the societal impacts that such guiding may incur [5, 6]. The theoretical
grounding for such concerns generally involves selective exposure—the tendency to choose
political information that is congruent with one’s existing beliefs [7–9]—and its counterparts:
echo chambers [10, 11] and filter bubbles [12, 13].

In online settings, echo chambers often center the role of users’ choices, including direct
navigation, search query formulation, or social networking decisions, and how they can create
settings “in which most available information conforms to pre-existing attitudes and biases” [4].
In contrast, filter bubbles center the role of algorithmic curation, such as the production of a
social media feed or a search results page, where content “selected by algorithms according to
a viewer’s previous behaviors” can create a feedback loop that limits exposure to cross-cutting
content [13]. Although definitions for these concepts vary and overlap, both can be described
in terms of user choice and algorithmic curation [14, 15], and both predict a similar observable
outcome: partisans will see and select a significant amount of identity-congruent content.

Recent research on partisan and unreliable online news has primarily focused on users’
choices on social media platforms [3, 11, 16–18] or during general web browsing [14, 19–22],
leaving open questions about algorithmic curation, especially on web search engines. The
importance of studying news in web search is evident from long-standing concerns about the
impact of search engines [23–26], and urgent in light of several recent findings. For example,
survey and digital trace studies have found that web search plays a central role in directing
users to online news [19, 27–31], qualitative work has documented patterns of unreliable and
false information in web search results [32, 33], and lab experiments suggest politically-biased
search rankings can influence political opinions [34, 35]. However, research on news seen
within web search has generally been limited to algorithm auditing studies—where what real
users might have seen in their search results was estimated using simulated user behavior
(hypothetical exposure) [36–41]—and digital trace studies—where what real users might have
seen was estimated from available click logs (selected exposure) [14, 15, 19, 42, 43].

We operationalize the two sides of a user-platform interaction as exposure and engagement,
defining exposure as the URLs people see while visiting a platform and engagement as the
URLs that people interact with while on that platform or while browsing the web more broadly.
We also define follows as the intersection of these data types—engagement conditional on
exposure—representing instances in which a person engages with a URL immediately after
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visiting a platform. These distinctions build on similar terms used in previous research by
incorporating a wider variety of on- and off-platform web behaviors (see Methods). For
example, Bakshy et al. [13] used internal Facebook data to measure exposure as cases “in
which a link to the content appears on screen in an individual’s NewsFeed,” and described
on-platform engagement as “clicks” and “consumption,” but did not measure off-platform
behavior. To date, studies involving ecologically valid exposure and engagement data—what
real users saw and did during their everyday use of a platform—have largely been limited to
internal studies conducted by social media platforms [13, 44].

Here we advance research on user choice and algorithmic curation through a two-wave
study in which we deployed a custom web browser extension to collect ecologically valid
measures of both exposure and engagement on Google Search. During the 2018 and 2020
US election cycles, we invited participants to complete a survey and voluntarily install our
extension with informed consent. We then merged those exposure and engagement data
with domain-level (e.g., bbc.com) measures of partisan and unreliable news and used an
unsupervised method on the text of participants’ queries to quantify differences in their
search behavior. Paired with the surveys, these data enabled us to examine differences among
groups with characteristics, such as partisan identification and age, that have previously been
linked to greater interaction with partisan or unreliable news [19, 45, 46].

Results from both study waves show that participants’ partisan identification had a
small and inconsistent relationship with the amount of partisan and unreliable news they
were exposed to on Google Search, a more consistent relationship with the search results
they chose to follow, and the most consistent relationship with their overall engagement.
Differences in participants’ demographic characteristics and the content of their search queries
largely explained the small differences we found for exposure to partisan and unreliable news
on Google Search, suggesting an absence of filter bubbles in this context. However, the
more consistent differences we observed in participants’ follows and overall engagement with
partisan and unreliable news, representing their on- and off-platform choices, suggest at least
some degree of online echo chambers. These findings shed light on the role of Google Search
in leading its users to partisan and unreliable news, highlight the importance of measuring
both user choice and algorithmic curation when studying online platforms, and are consistent
with prior work on general web browsing [14, 15] and Facebook’s NewsFeed [13]. Last, and
also consistent with studies on social media and general web browsing [19, 45, 46], we found
that engagement with unreliable news is generally rare and concentrated among a small
number of older participants who identify as strong Republicans.
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Collecting Exposure and Engagement Data

From October through December 2018, and again in April through December 2020, we
recruited participants to take a survey and optionally install a custom browser extension
we made for Chrome and Firefox. In the survey, participants self-reported both their seven-
point partisan identification (7-point PID; strong Democrat, not very strong Democrat, lean
Democrat, Independent, lean Republican, not very strong Republican, strong Republican),
and their age, which we assigned to one of four age bins (18-24, 25-44, 45-64, 65+). We use
7-point partisan identification, rather than 3-point (Democrat, Independent, Republican),
because strong partisans were over-sampled in the 2018 survey and may differ in important
respects from respondents with weaker partisan attachments (see Methods).

To measure exposure (what users saw), we designed our extension to save HTML snapshots
of the Google Search results that appeared on participants’ screens, and used a custom parser
to extract the URLs from those snapshots. To measure follows from Google Search (exposure
followed by an engagement), we collected Google History in 2018, which tracks activity
on Google services and is available at myactivity.google.com, and Tab Activity in 2020,
a method we developed to improve our measure of engagement by monitoring the active
browser tab. We did not use Google History to measure follows in 2020 because the changes
made to that system by Google between 2018 and 2020 were incompatible with our data
collection approach. To measure overall engagement, we collected Browser History, an API
that is built into Firefox and Chrome and provides users with an interface for viewing their
past website visits. The third-party data collections—Browser History and Google History—
include data prior to the installation of our extension, but our custom data collections—the
HTML snapshots and Tab Activity—only collected data while the extension was installed.
Additional details on each dataset are available in Methods.

In 2018, we collected exposure to 105,327 Google Search result pages for 276 participants,
follows on 279,680 Google Search results for 262 participants, and overall engagement with
14,677,297 URLs for 333 participants. In 2020, we collected exposure to 227,659 Google
Search result pages for 459 participants, follows on 212,796 Google Search results for 459
participants, and overall engagement with 31,202,830 URLs for 688 participants. Compared
to other popular search engines, like Bing and Yahoo, a majority of participants’ web searches
were conducted on Google Search in both waves (74.2% in 2018, 70.5% in 2020; see Table S5).
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Measuring Web Domains and Search Queries

Following past work [13, 19, 43, 45], we focus on URLs from news domains, which we identified
using a compendium of four lists used in recent research [13, 45, 47, 48] (see Methods). To
classify news domains as unreliable we used a combination of two lists. The first is from
peer-reviewed work that classified news domains as unreliable based on a manual review of
their editorial practices [45]. The second was obtained from NewsGuard, an independent
organization that employs journalists and editors to review and rate news domains based on
nine journalistic criteria [48], and has also been used in recent peer-reviewed work [49].

To score the partisanship of news domains we used a measure of partisan audience bias
derived from the differential sharing patterns of Democrats and Republicans in a large, virtual
panel of Twitter users [38]. These scores range from -1 to 1, with a score of -1 indicating that
a domain was shared only by Democrats, a score of 1 that it was shared only by Republicans
in the Twitter panel, and a score of 0 that an equal proportion of Democrats and Republicans
shared it on Twitter. For the Google Search results we collected, we aggregated partisanship
scores at the Search Engine Result Page (SERP) level by applying a rank-weighted average [38]
to the news domains appearing on each SERP. This measure helps to account for the impact
of user attention by placing more weight on the scores of domains that appear near the top
of the search rankings, which often receive a disproportionate amount of clicks [34, 50, 51].
Additional details for each domain metric are available in Methods.

Unlike the news feeds produced by social media platforms, Google Search result pages are
produced through a more active information seeking process that depends on a user-selected
search query [52, 53]. We therefore measured the content of participants’ queries using pivoted
text scaling [54], a form of principal components analysis performed on a truncated word
co-occurrence matrix to identify orthogonal latent dimensions that explain decreasing shares
of variation in the co-occurrence of commonly-used words. This unsupervised approach is
useful for our application because it does not rely on external sources (such as dictionary-based
approaches), nor does it use additional user-level information (such as partisan identities) in
the estimation stage that could risk introducing collinearity into subsequent modeling. It
is also appropriate for our use-case of characterizing variation in search queries as it was
designed specifically for short documents, where other unsupervised methods such as topic
models are less efficient. Additional details on this approach are available in Methods.
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Figure 1: Strong partisans are exposed to similar rates of partisan and unreliable news,
but strong Republicans asymmetrically follow and engage with such news. Average
exposure, follows, and overall engagement with partisan (a, c) and unreliable news (b, d) by study
wave and 7-point PID clustered at the participant-level. For visual clarity, we show only a subset
of partisan identity groups here (all groups are shown in Supplementary Information Figure S1).
The smaller differences in participants’ exposure to partisan and unreliable news on Google Search
aligns with prior work that found substantial homogeneity among the news domains that Google
returns for controlled query sets, which tend to include mainstream national sources that have
slightly left-of-zero scores in the metric we used [40, 41, 55]. Because a score of zero does not
imply neutrality [38], left-of-zero scores do not imply a left-leaning bias (see Methods). Results
from bivariate tests of differences by partisan identity are available in Supplementary Information
Table S8. Error bars indicate 95% confidence intervals (CI).

Results

In Figure 1, we compare the average news partisanship of participants’ (1) exposure via
Google Search results, (2) follows on Google Search results, and (3) overall engagement.
For both study waves, we found that the partisan gap—the difference in news partisanship
between the average strong Republican and the average strong Democrat—was small for
exposure (0.062 in 2018, 0.037 in 2020), larger for follows (0.106 in 2018, 0.096 in 2020),
and largest for overall engagement (0.206 in 2018, 0.134 in 2020). As in past work, we
contextualize these partisan gaps by noting comparable gaps in scores between popular news
outlets [56]. For exposure, the partisan gap was comparable to the gap in scores between
MSNBC (-0.624) and Mother Jones (-0.697) for 2018, and the gap between The Washington
Post (-0.234) and The New York Times (-0.260) for 2020. For follows, the partisan gap for
both years was comparable to the gap between Newsmax (0.688) and InfoWars (0.782). Last,
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Figure 2: Exposure to unreliable news is less concentrated among a small number of
participants than follows or overall engagement. Each line shows the cumulative proportion
of participants (x-axis) that account for the cumulative proportion of unreliable news seen by all
participants (y-axis) within each data type (see legend) and each study wave (a,b).

for overall engagement, the partisan gap was comparable to the gap between Salon (-0.593)
and Jacobin (-0.803) for 2018, and comparable to the gap between Fox News (0.608) and
Breitbart (0.742) for 2020. These results suggest that Google Search’s algorithmic curation
exposes users to less identity-congruent news than they choose to engage with.

Examining the average proportion of unreliable news participants interacted with by
political affiliation, we found a pattern across exposure, follows, and overall engagement that
was similar to the one observed for partisan news (Figure 1). For the average participant,
unreliable news was the least prevalent in their exposure (2.05% in 2018, 0.72% in 2020),
and more prevalent in both their follows (2.36% in 2018, 2.03% in 2020) and their overall
engagement (3.03% in 2018, 1.86% in 2020). For exposure, this percentage represents the
fraction of SERPs that contained at least one unreliable news domain (URL-level percentages
are available in Supplementary Information Table S7). For engagement, the prevalence of
unreliable news was asymmetric across partisan identities, with strong Republicans generally
engaging with or following more unreliable news than strong Democrats, but not being
exposed to more in their Google Search results. These results suggest that Google Search’s
algorithmic curation can be a conduit for exposure to unreliable news, but not to the degree
that users’ engagement choices are, especially among strong Republicans.

Overall, we found that unreliable news was generally uncommon and concentrated among
a small number of participants (Figure 2). Using the percentage of participants that accounted
for 90% of all exposures, follows, or engagements as a measure of concentration, we found a
pattern similar to the user-level averages. Specifically, we found that unreliable news was
the least concentrated among a small number of participants for exposure, with 31.3% of
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Figure 3: Partisans who engage with more identity-congruent news also tend to engage
with more unreliable news. The relationship between partisan and unreliable news for partici-
pants exposure on Google Search (a, d), follows from Google Search (b, e), and overall engagement
(c, f). For visual clarity, we show only a subset of partisan identity groups here (all groups are
shown in Supplementary Information Figure S1). These plots highlight how the relationship between
partisan and unreliable news varies across data types, and within data types when taking partisan
identity into account.

participants accounting for 90% of all unreliable news exposures in 2018 (25.1% in 2020),
and more concentrated in both follows (28.2% in 2018, 7.2% in 2020) and overall engagement
(12.0% in 2018, 11.9% in 2020). Gini coefficients calculated for each study wave and dataset
suggest a similar pattern (see Supplementary Information S1.3). These findings suggest that
interactions with unreliable news are driven by a relatively small number of individuals,
especially for follows from Google Search and overall engagement.

In Figure 3 we examine the relationship between partisan and unreliable news by comparing
participant-level averages across data types and study waves. We found a significant positive
correlation between overall engagement with partisan and unreliable news among strong
Republicans in 2018 (ρ = 0.336;P < 0.001), and a significant negative correlation among
strong Democrats in both 2018 (ρ = −0.380;P < 0.01) and 2020 (ρ = −0.237;P < 0.01). In
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contrast, we found no significant correlations between partisan and unreliable news exposure or
follows. Additional group and overall correlations are available in Supplementary Information
Table S9. These findings suggest that, on average, partisans who choose to engage with more
ideologically-congruent news also have a greater proclivity for engaging with unreliable news,
but this association does not carry over into their Google Search results or follows.

In a series of multivariate regressions that accounted for participants’ demographic
characteristics and query text features, we found inconsistent relationships between partisan
identity and exposure to partisan news on Google Search. For example, although we found
small but significant differences between strong Republicans and independents’ exposure to
partisan news on Google Search in 2020, these differences were not significant when accounting
for participants’ queries (Table S11). In both study waves, participants’ query text features
exhibited significant associations with the rank-weighted average partisanship scores of the
domains they were shown in their search results (Tables S10 and S11). In 2018, all age groups
saw significantly more right-leaning news on Google Search than participants aged 18-24 on
average, with participants aged 65+ exhibiting the largest such differences. This trend also
appeared in 2020, though only the oldest (65+) age group had significant differences that
were robust to the inclusion of query text features (Model 5 in Table S11). These results
suggest that, to the extent there are differences in exposure to partisan news via Google
Search results, they are small, inconsistent, and at least partially attributable to differences
in users’ queries and demographic characteristics.

In contrast, our regressions for participants’ follows from Google Search show that strong
Republicans followed significantly more right-leaning sources than independents (by 0.09 in
2018, and 0.06 points in 2020) after accounting for query text features. However, strong
Democrats did not exhibit similar significant differences in any model specification for either
study wave. As with exposure, age was significantly associated with follows to partisan
news across model specifications (Table S12 and S13), with participants in the 45-64 and
65+ age bins following the most right-leaning news. These results show that, even when
accounting for the contents of their search queries, right-leaning partisans are more likely to
follow right-leaning sources from Google Search than independents.

For overall engagement with partisan news, we found that strong Democrats and strong
Republicans consistently engaged with significantly more identity-congruent news than
independents in both study waves, but this association was less consistent for other partisan
identities. When accounting for all control variables, strong Democrats chose to engage
with more left-leaning news (-0.10 in 2018, -0.03 in 2020) and strong Republicans chose to
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engage with more right-leaning news (0.10 in 2018, 0.08 in 2020) than independents did.
These associations hold across model specifications (Table S14 and S15), and age was again
significantly associated with more right-leaning news, with the greatest association for those
aged 65+ in both study waves. We did not include query text features in these regressions,
as overall engagement does not directly depend on participants’ Google Search queries.

Among our 2018 sample, we found that strong Republicans were exposed to more unreliable
news in their Google Search results than independents, but this association was not robust
to the inclusion of demographic characteristics and query text features (Models 4 and 5;
Table S16). In contrast, we found no significant relationship between partisan identity and
exposure to unreliable news in any model specification for 2020 (Table S17). We also found no
differences in follows to unreliable news by partisan identity that were robust to the inclusion
of query text features in 2018 (Table S18), and in 2020 the only robust relationship was for
participants who identified as Strong Republicans (Table S19). Similarly, the only systematic
relationships between age group and unreliable news follows that was robust to the inclusion
of additional demographic characteristics and query text features was the 45-64 year-old
group following significantly more links to such news than 18-24 year-olds in 2020.

For overall engagement with unreliable news, we found that strong Republicans, but
not strong Democrats, engaged with significantly more news from unreliable sources than
independents. These results are robust to model specifications and consistent across both
study waves (Tables S20 and S21). Older participants also engaged with significantly more
unreliable news in both waves, but in 2018 this relationship was not robust to the inclusion
of additional demographic characteristics (Model 4 in Table S20).

Discussion

The two waves of our study replicate the same finding: engagement outweighs exposure to
partisan and unreliable news within Google Search, and the small differences we observe
in exposure are largely explained by query selection. This pattern is consistent across
data collected during two distinct time periods, each with a different social, political, and
technological context. For concerns related to filter bubbles and echo chambers, our results
highlight the role of user choice, rather than algorithmic curation, in driving such effects.
These findings add to the limited number of studies examining ecological exposure [44], align
with prior work on Facebook’s News Feed [13], and are consistent with studies that have
found engagement with unreliable or problematic content to be rare and concentrated among
a small number of individuals [17, 45, 46]. Future work should examine the mechanisms
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driving the behavioral patterns we observed by taking a broader view of the information
systems involved, both on- and offline [5, 20, 21, 57].

These findings do not necessarily imply that the design of Google Search’s algorithms is
normatively unproblematic. In some cases our participants were exposed to highly-partisan
and unreliable news on Google Search, and past work has demonstrated that even a limited
number of such exposures can have substantial negative impacts [33, 34, 58]. However,
determining the circumstances under which such content should be shown or omitted is
complex, especially when considering who should make such decisions [23]. As data sharing
agreements between academia and industry continue to stall, our approach provides an
independent avenue toward algorithmic accountability [59] by collecting data directly from
real users under ecological conditions.

One limitation of our study is that we rely on domain-level metrics to identify and score
partisan and unreliable news sites, which limits our ability to detect differences that occur
within a given domain (e.g., unreliable news from the New York Times). Another limitation
is that we only collected data from desktop computers, whereas mobile devices increasingly
serve as an avenue to online news [60]. Last, we only collected the first page of search results
because the majority of searchers do not navigate beyond that [34, 50], and collecting results
past the first page could provide additional context on Google’s algorithmic curation. Despite
these limitations, our study provides an ecologically-valid look at exposure and engagement
within Google Search, advances methods for collecting such data on any platform, and aligns
with the past work by pointing toward the importance of examining platforms in the context
of their users’ broader online behavioral patterns [6, 13].
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Methods

Opinion Surveys and Participant Samples

The self-reported data used in this study was based on two multi-wave public opinion surveys.
In each of them, respondents were asked to install a browser extension that would monitor
their Google Search results and various aspects of their online activity. The protocol and
informed consent language we used while recruiting subjects was transparent about what the
extension collected, and both studies were approved by the IRB at Northeastern University
(#18-10-03 for 2018, and #20-03-04 for 2020).

The first survey was fielded between October 18 and October 24 of 2018, and participants
were recruited through YouGov with an oversample of strong partisans. The second was
fielded between June 2020 and January 2021, with participants recruited by PureSpectrum
as part of the “COVID States Project” (see https://covidstates.org). This second survey
used quota sampling based on state-by-state benchmarks for race, gender, and age, but a
non-random subset of these respondents opted-in to installing our browser extension.

In both surveys, participants self-reported a seven-point partisan identification (7-point
PID; strong Democrat, not very strong Democrat, lean Democrat, Independent, lean Repub-
lican, not very strong Republican, strong Republican), their age, which we binned (18–24,
25–44, 45–64, 65+), and several other demographic variables (race, gender, education). We
use a seven-point partisan scale, rather than a three-point scale (Democrat, Independent,
Republican) for two reasons. First, binning all Republicans and Democrats into a single
category would obscure our intentional oversampling of strong partisans in 2018. Second,
recent work in political science has found that independents who lean toward a political
party tend to behave in a more partisan manner than weak partisan identifiers [61], further
complicating the use of a three-category measure.

Due to budget constraints around sample size, we anticipated a relatively small sample size
in 2018, and intentionally over-sampled on strong partisans. As a result, approximately 36%
of our participants identified as Strong Democrats and 27% identified as Strong Republicans
(Table S1). Ensuring that we had a significant number of such people in our sample was
key to our investigation because engagement with partisan and unreliable news has been
shown to be uncommon and concentrated among a relatively small number of predominantly
partisan individuals [19, 45, 46]. In 2020, respondents were selected via quota sampling based
on population benchmarks in U.S states for several categories (race, gender, and age), and
27% of identified as Strong Democrats while 13% identified as Strong Republicans (Table S2).
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Exposure and Engagement Definitions

We broadly define exposure as a measure of the content appearing on a user’s screen, including
links, text, and media. In this study, we specifically measure exposure to links that appeared
on a participant’s screen after they conducted a Google search. Our approach and definition for
exposure are related to concepts including “involuntary exposure” [14], “passive exposure” [20],
“distributed access” [15], and “incidental exposure” [62], but most closely align with Bakshy
et al. [13], who defined an “exposure” as a case “in which a link to the content appears on
screen in an individual’s [Facebook] NewsFeed.” Our approach for capturing exposure is also
analogous to that used by the Screenome project, which preserves what users saw through
the “collection of high-density sequences of screenshots” [63]. However, instead of periodically
collecting image screenshots, we took HTML snapshots when participants visited a given
website, which has the advantage of enabling programmatic extraction of the URLs that
appeared on the screen.

We broadly define engagement as a measure of the actions taken by a user in their web
browser, including URLs clicked, URLs typed or copy-pasted, and browser tab switches.
Here we measured engagement using several digital trace datasets that we collected through
existing and custom data collection tools. Our use of engagement aligns with terms from
prior work including “visits,” “clicks,” and “consumption” [13, 20, 64], “direct access” [15], and
“choice” or “voluntary exposure” [14]. While these terms share an emphasis on user choice,
“engagement” expands the scope of behaviors considered and provides a high-level term for
digital trace logs with varying granularity but common measurement aims.

Using the above definitions, we broadly define a follow as an engagement conditional on
an exposure. That is, a follow is an instance in which a person is exposed to search results, a
newsfeed, or recommendations during a visit to an online platform, and subsequently visits
a URL within the next minute. This approach is in line with prior work on identifying
follows, which have previously been called “referrals” [20], and their preceding platforms visits
“referrers” [19]. For example, a visit to BBC.com might be attributed to Facebook if a visit to
Facebook preceded that visit, and occurred within a short (e.g. 1 min) time threshold [15, 20,
56, 65]. Another approach involves examining news article visits and checking if a platform
visit occurred within the past three URLs visited and prior 30 seconds [19]. We use follows
instead of referrals here because the term “referral” collides with the HTTP “referer” header
field (which we did not collect), which may contain information about the previously visited
website, but has evolved over time, is omitted under certain circumstances, and can be
modified by both the user and the “referring” platform.
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Exposure and Engagement Datasets

We built custom browser extensions in 2018 and 2020 to collect several types of digital
trace data that would enable us to compare the URLs participants saw on Google Search
(exposure), the results they followed from Google Search results (follows), and the URLs
they engaged with on the web in general (engagement). In terms of exposure, the extension
passively—by monitoring the participant’s web browsing activity—collected snapshots of their
Google Search results. For overall engagement, the extension actively—through automated
periodic requests—collected each participant’s Browser History. To measure follows in 2018,
the extension also actively collected their Google History, which consists of clicks on Google
Search and related Google services, but did not collect the same data in 2020 due to changes
in how that website functioned. To measure follows in 2020, we introduced a passive measure
of engagement that tracked the participant’s active browser tab, which we call Tab Activity.

In both waves, we filtered out participants who did not meet certain web activity levels.
Specifically, we filtered out participants whose participation window—the duration between
their first and last observed behavior—was less than 10 days, which suggests that they
installed and then quickly uninstalled the extension. For the 2018 datasets, this led to
filtering out the Browser History of 7 participants, the Google History for 5 participants, and
Google Search results for 30 participants. Using the same rules for our 2020 datasets, we
filtered out Browser History for 32 participants, Tab Activity for 234 participants, and Google
Search results for 182 participants. These filtering decisions did not substantially remove
more participants from one 7-point PID category than another. In Table S4 we report overall
data counts, including the number of searches conducted and the number of URLs clicked.

In accordance with IRB guidelines, full consent was obtained and participants were
compensated for installing the extension. Participants were informed that they could uninstall
the browser extension at any time, and at the end of the data collection period, the extension
automatically uninstalled itself. Additional details on our IRB study procedure are available
in Supplementary Information.

Google Search Results

For each search our participants conducted while our browser extension was installed, we saved
an HTML snapshot of the corresponding Search Engine Results Page (SERP) that they were
exposed to on Google Search. We only collected the first SERP because most search traffic
goes to top-ranked results, and most users do not go past the first page of results [50]. The
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extension did not collect snapshots of Google Searches in incognito (private) browser windows.
We then parsed these SERPs, extracting detailed information from each result, including a
URL (if present) and a classification of the result format (e.g., News, Twitter, or Knowledge
results). The SERP parser we used is available at: https://github.com/gitronald/websearcher.

Google History

For the Google History dataset, we collected participants’ Google account activity, which
provided us with a log of their clicks on Google SERPs, as well as their activity on Google News
and other Google products. We collected these data by identifying an unofficial API endpoint
and then incrementally collecting data through requests periodically sent by the browser
extension. These requests occurred every two weeks throughout the study. The data types
we collected can be seen by going to the My Activity page (https://myactivity.google.com)
while logged into a Google account. To ensure that we could access that page, we asked
participants to remain logged in for the duration of the study, and sent them reminders to
log in if they were not when the extension periodically attempted to collect the latest data.
We identified and removed consecutive visits to the same web page that occurred within one
second, keeping only the first instance. Consecutive visits to the same web page are often
present in such data, and can occur for a variety of reasons, such as refreshing a stalled page,
or website-specific idiosyncrasies in page loading.

Tab Activity

In the 2020 extension, we designed Tab Activity to log changes in the active browser tab.
This overcomes limitations with current approaches to collecting engagement data. For
example, it is often unclear exactly how data from proprietary sources are obtained, logged,
or cleaned. In contrast, Browser History—which is maintained by Chrome and Firefox—has
public documentation which suggests it provides a log of the first time a webpage loads in the
browser, but does not account for changes in the active browser tab. By passively monitoring
the active browser tab, Tab Activity provides a more direct and detailed measure of user
attention than other engagement datasets—such as Browser History—by accounting for the
common practice of tabbed browsing. We removed duplicates from Tab Activity using the
same method as we did in Google History, removing sequential duplicates that occurred
within a one second interval of each other.
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Browser History

We collected Browser History by accessing an API1 that is built into Chrome and Firefox. In
both data collection waves, the extension collected data every two weeks for the duration
of the study. An important difference between the Browser History provided by Chrome
and Firefox is that Chrome allows you to access only the past 3 months of Browser History,
whereas Firefox allows you to continue saving history regardless of time passed, but enforces
a maximum page limit.2 In 2018, we collected a pre-aggregated version of Browser History
(HistoryItems3), while in 2020 we collected a higher resolution data that captured each
website visit (VisitItems4). For all analyses, we combined visits and typed counts into a total
count. Due to the API-level aggregation of the 2018 Browser History data, we did not apply
duplicate correction to it. However, for the 2020 data we identified and removed consecutive
visits to the same web page that occurred within one second, as we did with Google History
and Tab Activity.

Scoring and Classifying News Domains

We classified and scored online news at the domain-level. That is, for each URL in our
dataset, we extracted the second-level domain name (e.g., https://www.cnn.com → cnn.com).
This enabled us to merge our data with several datasets that contain domain-level scores and
classifications for news, partisanship, and reliability.

News Classifications

To identify visits to news domains, we compiled four datasets containing classifications of
web domains as “news.” After cleaning, the union of these datasets gave us 11,902 unique
domains coded as news. These datasets include:

1. 488 domains identified as “hard news” by Bakshy et al. (2015) [13],

2. 1,250 domains manually identified as news by Grinberg et al. (2019) [45],

3. 6,288 domains aggregated from local news listings by Yin (2018) [47],

4. 6,117 domains identified as news by NewsGuard (2021) [48]
1https://developer.mozilla.org/en-US/docs/Mozilla/Add-ons/WebExtensions/API/history
2https://support.mozilla.org/en-US/questions/1059856
3https://developer.mozilla.org/en-US/docs/Mozilla/Add-ons/WebExtensions/API/history/HistoryItem
4https://developer.mozilla.org/en-US/docs/Mozilla/Add-ons/WebExtensions/API/history/VisitItem
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Bakshy et al. (2015) used the URLs and associated text snippets shared by Facebook
users who self-reported a partisan identity to classify “hard news” domains, and publicly
released the 500 most shared domains [13]. As in prior work using these classifications [64],
we exclude their classifications of five platforms5 as news. We also excluded a satire site
(theonion.com) and Wikipedia6 as news sites, and merged five entries that had a duplicate
including a “www.” prefix, which typically direct to the same homepage, leaving us with 488
domains. The list used by Grinberg et al. (2019) was manually curated and contains a list of
1,250 domains coded as news based on editorial practices [45].

Yin (2018) provides a list of 6,290 domains associated with state newspapers, TV stations,
and magazines, aggregated from several sources, including the United States Newspaper
Listing [47]. We removed a string value (“Alaskan Broadcast Television”) and the coding
of myspace.com (a social media platform) as news domains from the current version of
this dataset. NewsGuard is an independent organization that “employs a team of trained
journalists and experienced editors to review and rate news and information websites based
on nine journalistic criteria.” To maintain consistency with the other lists, we classified all
domains covered by NewsGuard as news except those labelled as a satire site (“not a real
news website”) or a platform (“primarily hosts user-generated content that it does not vet”),
as neither receives news ratings based on the nine journalistic criteria [48].

We measured the proportion of news present in Google’s SERPs in two ways. At the
URL-level, we used the mean proportion of links on a SERP that led to news domains. At
the SERP-level, we used the mean proportion of SERPs containing at least one news domain.
Counts and averages for both measures are available in Table S4, Table S6, and Table S7.

Partisan News Scores

To quantify participants’ exposure and engagement with partisan news, we used the partisan
audience bias scores developed in prior work [38]. These scores were made using the domain
sharing patterns of a large virtual panel of Twitter users who had been linked to US voter
registration records. More specifically, each domain was scored by comparing the relative
proportion of registered Democrats and Republicans who shared it on Twitter. The resulting
scores range from -1 (shared only by Democrats) to 1 (shared only by Republicans). On this
scale, a domain score of 0 does not mean neutral or unbiased, only that an equal proportion
of Democrats and Republicans in the virtual panel shared it.

5We excluded platform domains: youtube.com, m.youtube.com, amazon.com, twitter.com, and vimeo.com
6https://en.wikipedia.org/wiki/Wikipedia:Wikipedia_is_not_a_newspaper
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These scores have been used in several recent examinations of engagement with partisan
news [21, 22, 42], provide coverage for more domains overall (N = 19, 022)7 and news domains
specifically (N = 2, 584, covering 21.7% of the 11,902 domains we classified as news) than
other domain-level partisanship metrics, and are strongly correlated (r = 96∗∗∗) with the
most widely used alternative [13]. However, similar to other domain-level metrics [13], these
scores are limited in terms of the context of the shares they’re based on: a user may share a
news article from a domain because they are denouncing it, not because they support it.

We aggregated partisanship scores to the user-level in slightly different ways for our
exposure and engagement data. For exposure to Google Search results, we calculated the
partisanship of each SERP using a weighted average that takes ranking into account [38] and
places more weight to the partisan audience scores of domains appearing near the top of the
search rankings. This helps to account for the additional attention received by highly ranked
search results [38, 51], which is partly due to position effects that have been long studied in
the psychological sciences [66] and have been found to affect search engine user behavior [34,
50].

Weighted average bias Bw is calculated by finding the bias B until reaching rank r for a
query q, given each domain score si : B(q, r) =

∑r
i=1 si/r, and then taking the normalized

sum of this over all ranks: Bw(q, r) =
∑r

i=1B(q, i)/r. We then used those rank-weighted
averages to calculate the average news partisanship of each participant’s search results. For
our engagement data, we calculated a user-level average by taking the mean score of all the
news domains they visited during our study. To handle the aggregated Browser History
data we collected in 2018, we multiplied each domain’s score by the number of visits to that
domain, and then divided the sum by the total number of news visits. We report group
differences throughout the paper using these user-level scores.

Unreliable News Classifications

We classified 2,962 web domains as unreliable if they appeared in either of two carefully
constructed lists [45, 48]. First, NewsGuard (introduced in the News Classifications section)
tracks over 6,000 news websites for information quality and assigns each a score from 0
(unreliable) to 100 (reliable) [48]. We used the threshold defined by NewsGuard to classify
news domains, and labelled each of the 2,534 domains with a score of less than 60 as unreliable.
Second, Grinberg et al. (2019) investigated fake news sharing on Twitter and manually

7We resolved a small number of duplicates by keeping the item whose score was based on a greater number
of accounts that shared the domain, leaving us with scores for 19,014 domains.
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assembled their list of unreliable news domains [45]. These classifications were made by
examining fact checkers evaluations of stories produced by various domains, and defined
fake news as content that has the form of standard media, but not the intent or processes
to produce accurate content. The colors they used to code domains include: Black if they
contained “almost exclusively fabricated stories,” Red if they “spread falsehoods that clearly
reflected a flawed editorial process,” and Orange in “cases where annotators were less certain
that the falsehood stemmed from a systematically flawed process.” As in the original paper,
we consider all 490 domains coded as Black, Red, or Orange to be unreliable news domains.

Descriptive Results

To assess overall search engine use, we identified URLs leading to popular web search engines
by filtering for known domains (e.g., google.com) and a URL path indicating a page of
search results (e.g., google.com/search), which excludes visits to each search engine’s
homepage as in prior work [20]. We found that Google handled a substantial majority of our
participants’ web searches in both 2018 (74.2%) and 2020 (68.6%), and Bing handled the
second most (21.7% in 2018; 30.5% in 2020). This majority use of Google Search is in line
with industry estimates of Google’s desktop market share [67, 68]), provides support for our
focus on this online platform, and we provide additional details on overall search engine use
in Supplementary Information Table S5.

In Tables S4, S6 and S7 we report key counts and participant-level averages across
data types and study waves. For the average participant in either study wave, we found a
substantially greater proportion of news in the Google Search results that they were exposed
to (14.3% for 2018, 14.7% for 2020), than we did in amount of news they chose to engage
with overall (7.1% for 2018, 3.2% for 2020). For partisan and unreliable news, we also
checked for statistically significant differences by partisan identity and age group using the
Kruskal-Wallis (KW) test, a nonparametric test of differences among three or more groups.
We used this nonparametric test because of the heterogeneity we observed in the distribution
of user-level averages. Results for each KW test are available in Table S8. Similarly, we
evaluated the relationship between partisan and unreliable news using Spearman’s rank
correlation coefficient (ρ), another nonparametric test, and these results are available in
Table S9.
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Search Query Analysis

To quantify the content of participants’ search queries, we used pivoted text scaling [54].
Pivoted text scaling is a form of principal components analysis performed on a truncated word
co-occurrence matrix, identifying orthogonal latent dimensions that explain decreasing shares
of variation in the co-occurrence of commonly-used words. Each word is then given a score
along each dimension, and each document can then be scored with respect to each dimension
based on its average word scores (which we then further aggregate to the participant level).
We incorporate participants’ average document score along each of the first nine dimensions
derived from their respective corpora, and include these in the regressions that account for
query text (Model 5 in Tables S10-S13 and Tables S16-S19).

This measure is well suited for the purposes of our study for multiple reasons. First,
as it is unsupervised, it does not require the use of external dictionaries of partisan speech
developed in other contexts, such as politicians’ speech, which may not be applicable for
search queries. Second, it does not rely on additional user-level information, such as their
partisan identities, that could introduce collinearity into subsequent regressions that use our
quantitative representations of users’ query text. Finally, the method was designed specifically
for short documents—such as social media posts or, in our case, search queries—where other
unsupervised methods such as topic models are less efficient.

Multivariate Regressions

We ran a series of regressions to estimate the associations between several theoretically-
motivated factors and exposure, follows, and engagement with partisan or unreliable news.

Outcomes and Model Selection. For partisan news, our outcome is the average
partisan audience score described above, and we estimate this outcome using ordinary least
squares. For unreliable news, our outcome is the count of either URLs from unreliable sources
or the count of search engine result pages that contain at least one unreliable source. As these
count outcomes are over-dispersed—in that their variances are greater than their means—we
estimate them using negative binomial regressions.

Independent Variables Drawing on prior research [19, 45, 46] and our descriptive results
above, our primary independent variables are age and partisan identity. In addition, we
consider the following additional adjustment variables for each respondent:
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1. race (white/non-white),8

2. gender (male/female),

3. education (college/non-college),

4. news interest (high/low),9

5. query text

We iteratively build our models around partisan identity and age because prior research
identified them as being associated with exposure and engagement with partisan and unreliable
news [19, 45, 46, 64]. As such, we build out each model iteratively with four specifications of
independent variables:

1. partisan identity,10

2. age group

3. age group and partisan identity,

4. age group, partisan identity, and demographic controls

For outcomes that directly depend on search results, we include an additional specification
that includes query text features:

5. partisan identity, age group, demographic controls, and average document score along
first nine pivot scale dimensions of query text

We do not include query text features in regressions with outcomes based on users’ browser
history, as these outcomes do not directly depend on users’ search behavior or results.

Regression Results. Regression results for each outcome (partisan bias and unreliable
news in Google Search results, follows from Google Search, and overall engagement) are
available in the following Supplementary Information tables:
Partisanship:

1. Google Search Results: Table S10 [2018] and Table S11 [2020]

2. Follows from Search: Table S12 [2018] and Table S13 [2020]
8For limitations of using binary variables for race and gender see [69] and [70].
9Whether the respondent reports high levels of news interest—in the 2018 survey this corresponds to

reporting that they follow news and current events “most of the time” and, in the 2020 survey, reporting
being “very” or “extremely” interested in US politics and government.

10Represented as a seven-category factor variable with independent taken as the reference category.

27



3. Browser History: Table S14 [2018] and Table S15 [2020]

Unreliable News:

1. Google Search Results: Table S16 [2018] and Table S17 [2020]

2. Follows from Search: Table S18 [2018] and Table S19 [2020]

3. Browser History: Table S20 [2018] and Table S21 [2020]

Data availability

Due to privacy concerns and IRB limitations, aggregated data are available upon request,
but individual data cannot be shared. The domain scores and classifications we used are
available at https://github.com/gitronald/domains, but the NewsGuard classifications are
not included due to their proprietary nature.

Code availability

The data for this study were collected using custom browser extensions written in JavaScript
and using the WebExtension framework for cross-browser compatibility. The source code
of the extensions used in 2018 and 2020 will be posted upon publication. The parser we
used to extract the URLs our participants were exposed to while searching is available at
https://github.com/gitronald/WebSearcher. Analyses were performed with Python v3.10.4,
pandas v1.4.3, scipy v1.8.1, Spark v3.1, and R v4.1.
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Supplementary Information for
“Engagement Outweighs Exposure to Partisan and

Unreliable News within Google Search”

S1 Supplementary Methods

Here we provide supplementary materials, including sample demographics, descriptive statis-
tics, and regression coefficients. In S1.1 we provide details on our survey participants, in S1.2
we describe the partisan metric we used, in S1.3 we discuss descriptive results, in S1.4 we
discuss the multivariate regression results, and in S1.5 we describe our IRB study procedures.
Last, we provide supplementary figures in S2, and supplementary tables in S3.

S1.1 Opinion Surveys

Tables containing the demographics of our participants are available for both 2018 Table S1
and 2020 Table S2. Each table compares the demographics of participants who completed the
survey to those who installed the extension, and to estimates from the US Census and the
ANES. In total, 11.5% of the 3,106 survey participants recruited via YouGov installed the
extension and provided at least some data in 2018. In 2020, we offered participants recruited
via PureSpectrum the opportunity to opt-in to installing the extension as part of a much
larger survey-focused project (see https://covidstates.org), and 0.4% of the 189,711 survey
participants installed the extension and provided at least some data.

S1.2 Partisan News Metric

To quantify participants’ exposure and engagement with partisan news, we used the partisan
audience bias scores developed in prior work [38]. These scores were made using the domain
sharing patterns of a large virtual panel of Twitter users who had been linked to US voter
registration records. More specifically, each domain was scored by comparing the relative
proportion of registered Democrats and Republicans who shared it on Twitter. The resulting
scores range from -1 (shared only by Democrats) to 1 (shared only by Republicans). See
Table S3 for example news domains across the partisanship continuum.
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S1.3 Descriptive Results

In Table S4 we report overall counts for each dataset, including the number of participants,
the number of searches conducted, and the number of URLs we observed in each. In Table S5
we examine participants’ use of popular search engines and show that Google handled a
substantial majority of our participants’ web searches in both study waves and across all
engagement datasets. In Tables S6 and S7 we compare key descriptive statistics across data
types and study waves.

For the key descriptive statistics—partisan and unreliable news—we checked for statis-
tically significant differences by political identity and age group. To do this, we used the
Kruskal-Wallis (KW) test, a non-parametric test of differences among three or more groups.
We used this nonparametric test because of the heterogeneity we observed in the distribution
of user-level averages. We report the results of all the KW tests we conducted in Table S8,
and show differences in partisan and unreliable news for all 7-point partisan identities in
Figure S1. Last, and in support of our finding regarding the concentration of unreliable news
(Figure 2), we calculated the Gini coefficient for unreliable news by study wave and dataset
and found that it was the lowest within participants’ exposure data in both waves (0.771 in
2018, 0.811 in 2020), and greater (more concentrated) in both their follows (0.801 in 2018,
0.939 in 2020) and overall engagement (0.915 in 2018, 0.893 in 2020).

To evaluate the relationship between partisan and unreliable news consumption, we used
Spearman’s rank correlation coefficient (ρ). We found no significant correlations between
unreliable and partisan news in any dataset, except for exposure in 2020, where we found
a small and significant negative correlation (ρ = −0.164, P < 0.001). However, when we
examined this correlation within each 7-point partisan ID group (Table S9), the correlation
for exposure was not significant for any group in either study wave, and significant negative
correlations emerged for Strong Democrats while significant positive correlations emerged
for Strong Republicans, suggesting a Simpson’s paradox. We show the relationship between
partisan and unreliable news for all 7-point partisan identities in Figure S2.

S1.4 Multivariate Regressions

Regression results for each outcome are in:
Partisanship:

1. Google Search Results: Table S10 [2018] and Table S11 [2020]

2. Follows from Search: Table S12 [2018] and Table S13 [2020]
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3. Browser History: Table S14 [2018] and Table S15 [2020]

Unreliable News:

1. Google Search Results: Table S16 [2018] and Table S17 [2020]

2. Follows from Search: Table S18 [2018] and Table S19 [2020]

3. Browser History: Table S20 [2018] and Table S21 [2020]

S1.5 IRB Study Procedures

The data we collected from participants is sensitive, thus we took the privacy of subjects and
the security of their data contributions seriously. Our study protocol, which was approved by
our IRB, included the following (lightly redacted) language about data privacy and security.

All data that is collected from our survey and from participants’ browsers will be
stripped of personally identifiable information to the best of our ability. Only the
research team cited above will have access to the collected data, and it will only
be used for the purposes described in this application. Since [survey company]
will administer the survey, they will have access to those data, but they will
never see or store any of the highly personal data collected through our browser
extension. Participants will be identified using an anonymous identifier that is
generated by [survey company], or by us, depending on whether the participant is
a volunteer. Unfortunately, there is no way to guarantee anonymity for users who
allow us to collect their browsing and search history. Collected URLs may contain
user’s personal information (e.g., www.google.com/search?query=Bob+Smith),
and there is no systematic way to remove this information, since the data does
not conform to any set structure. Similarly, the raw HTML of web pages that we
collect could contain personally identifying information, such as the users’ names
or emails in dynamic locations that would be impossible to systematically remove.
However, since these data will never be publicly released, the confidentiality of
our participants is ensured.

The raw data collected from users will only be stored on a server located within
[authors’ university], in the [authors’ department]. Our software is designed to
upload the crawled data directly to our server over an encrypted connection using
HTTPS. The server used for this study will be dedicated to this task: it will not
be shared with any other unrelated research projects. None of the data that we
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collect through our extension will be shared with or stored at [survey company],
[recruitment partner], or a crowdsourced marketplace. Our server is kept in a
physically secure machine room with restricted keycard and PIN access. Remote
access to the server is only available to the research group members via encrypted
SSH session.

Aggregated data may be extracted from the server by research group members at
different institutions. However, raw data will remain only on our servers. The
server will be configured to securely log all accesses—this will allow us to audit
which users have access to which data, as well as who has extracted what data.

Note that, given the sensitivity of our dataset and IRB restrictions, we will not be able to
publicly release our dataset.

S2 Supplementary Figures

Google Search Exposure

Google Search Follows

Overall Engagement

Partisan News Unreliable News

-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2
Avg. News Partisanship

Google Search Exposure

Google Search Follows

Overall Engagement

0.00 0.05 0.10 0.15 0.20
Avg. Prop. Unreliable News

2018
2020

a b

c d

Strong Democrat
Not very strong Democrat
Lean Democrat
Independent/Not sure
Lean Republican
Not very strong Republican
Strong Republican

Figure S1: Average exposure, follows, and overall engagement (Y-axis) with partisan (left X-axis)
and unreliable news (right X-axis) by study wave (figure rows) and 7-point PID clustered at the
participant-level. This figure complements Figure 1 in the main text by displaying all 7-point PID
groups instead of the subset that is the focus of this study. Error bars indicate 95% confidence
intervals (CI).
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Figure S2: The relationship between partisan and unreliable news in our data given participants
exposure on Google Search (left), follows from Google Search (middle), and overall engagement
(right). This figure complements Figure 3 in the main text by displaying all 7-point PID groups
instead of the subset that is the focus of this study.
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Figure S3: Participant-level partisan news distributions for each data type and study wave by 7-point
PID. Each line represents the distribution of partisan news sources that a single participant was
exposed to in their Google Search results (a, c), followed from those results (b, d), and engaged with
overall (c, e). Partisan news scores along the x-axis have been binned in 0.1 point intervals (e.g. -1
to -0.9, -0.9 to -0.8, etc.) with tick labels showing the midpoint of those bins.
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S3 Supplementary Tables

Category Label National Survey Opt-in Survey-National Opt-in-Survey

Age Bin 18 - 24 12.6% 5.1% 6.7% -7.5% 1.6%
25 - 44 34.2% 32.3% 33.9% -1.9% 1.6%
45 - 64 33.9% 38.8% 38.7% 4.9% -0.1%

65+ 19.3% 23.8% 20.7% 4.5% -3.1%

7-Point Partisan ID Strong Democrat 20.8% 33.2% 36.7% 12.3% 3.5%
Not very strong Democrat 13.1% 6.4% 9.5% -6.7% 3.1%

Lean Democrat 11.5% 5.3% 7.3% -6.2% 2.0%
Independent/Not sure 14.1% 11.5% 9.8% -2.6% -1.7%

Lean Republican 11.7% 5.6% 4.2% -6.1% -1.4%
Not very strong Republican 11.9% 5.0% 5.0% -6.9% 0.1%

Strong Republican 16.9% 32.9% 27.5% 16.1% -5.5%

Gender Female 50.8% 54.6% 44.8% 3.9% -9.8%
Male 49.2% 45.4% 55.2% -3.9% 9.8%

Race Asian 5.3% 2.7% 3.9% -2.6% 1.2%
Black 12.3% 9.8% 7.8% -2.5% -1.9%

Hispanic 17.6% 8.1% 7.3% -9.5% -0.8%
Mixed 2.3% 2.4% 4.5% 0.1% 2.1%

Native American 0.7% 0.6% - -0.1% -
Other 0.4% 1.4% 0.6% 1.0% -0.9%
White 61.5% 75.0% 75.9% 13.6% 0.9%

Education No HS 12.7% 4.1% 2.8% -8.6% -1.3%
High school graduate 27.3% 27.0% 16.0% -0.3% -11.0%

Some college 20.8% 22.1% 20.2% 1.3% -2.0%
2-year 8.3% 11.4% 11.8% 3.1% 0.4%
4-year 19.1% 22.8% 29.7% 3.7% 6.9%

Post-grad 11.8% 12.7% 19.6% 0.9% 7.0%

Family Income Less than $10,000 6.7% 5.9% 4.2% -0.8% -1.7%
$10,000 - $19,999 9.7% 8.4% 10.6% -1.3% 2.3%
$20,000 - $29,999 9.7% 9.9% 11.8% 0.2% 1.8%
$30,000 - $39,999 9.3% 9.9% 9.8% 0.6% -0.1%
$40,000 - $49,999 8.5% 7.1% 7.6% -1.4% 0.5%
$50,000 - $59,999 7.7% 7.8% 7.8% 0.1% 0.0%
$60,000 - $99,999 22.3% 20.3% 22.7% -1.9% 2.4%

$100,000 - $149,999 14.1% 11.1% 11.8% -3.0% 0.7%
$150,000 - $199,999 5.8% 3.3% 5.0% -2.5% 1.8%

$200,000 or more 6.3% 3.4% 3.4% -2.9% -0.0%
Prefer not to say - 12.9% 5.3% - -7.6%

Table S1: Demographic distributions of our 2018 survey and extension opt-in samples compared to national
estimates from the ANES (for 7-Point Party ID) and the US Census.
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Category Label National Survey Opt-in Survey-National Opt-in-Survey

Age Bin 18 - 24 12.6% 16.0% 10.7% 3.4% -5.4%
25 - 44 34.2% 45.8% 37.0% 11.5% -8.8%
45 - 64 33.9% 26.7% 34.3% -7.1% 7.5%

65+ 19.3% 11.4% 18.1% -7.8% 6.6%

7-Point Partisan ID Strong Democrat 20.8% 20.7% 27.5% -0.2% 6.9%
Not very strong Democrat 13.1% 14.7% 16.0% 1.6% 1.3%

Lean Democrat 11.5% 9.1% 12.8% -2.4% 3.7%
Independent/Not sure 14.1% 21.1% 16.4% 7.0% -4.7%

Lean Republican 11.7% 6.6% 5.4% -5.1% -1.2%
Not very strong Republican 11.9% 11.6% 9.3% -0.3% -2.3%

Strong Republican 16.9% 16.3% 12.6% -0.6% -3.7%

Gender Female 50.8% 67.3% 58.3% 16.5% -8.9%
Male 49.2% 32.7% 41.7% -16.5% 8.9%

Race Asian 5.3% 5.5% 5.1% 0.3% -0.4%
Black or African-American 12.3% 10.5% 12.4% -1.8% 1.9%

Latino 17.6% 7.5% 7.3% -10.1% -0.3%
Other race not listed 3.4% 4.0% 3.4% 0.7% -0.6%

White 61.5% 72.4% 71.8% 11.0% -0.6%

Education Less than a four-year degree 69.1% 59.3% 55.0% -9.8% -4.3%
Four-year degree or higher 30.9% 40.7% 45.0% 9.8% 4.3%

Family Income Under $15,000 11.5% 12.7% 9.3% 1.1% -3.4%
$15,000 - $24,999 9.8% 11.3% 12.9% 1.5% 1.6%
$25,000 - $34,999 9.5% 10.2% 12.3% 0.6% 2.1%
$35,000 - $49,999 13.0% 11.8% 13.8% -1.2% 2.0%
$50,000 - $74,999 17.7% 16.2% 18.4% -1.4% 2.2%
$75,000 - $99,999 12.3% 11.3% 9.7% -1.1% -1.6%

$100,000 - $149,999 14.1% 11.0% 12.5% -3.1% 1.6%
$150,000 - $199,999 5.8% 4.4% 4.0% -1.5% -0.3%
$200,000 and over 6.3% 4.3% 3.8% -2.0% -0.5%

Refused/NA - 7.0% 3.3% - -3.7%

Table S2: Demographic distributions of our 2020 survey and extension opt-in samples compared to national
estimates from the ANES (for 7-Point Party ID) and the US Census.
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Domain Score N Ndem Nrep

dailykos.com -0.705153 12,905 11,960 945
msnbc.com -0.624255 7,071 6,395 676
nytimes.com -0.260241 149,831 118,142 31,689
huffingtonpost.com -0.238265 121,393 94,757 26,636
cnn.com -0.118313 98,317 72,278 26,039
wsj.com 0.010648 64,430 43,926 20,504
foxnews.com 0.607867 38,271 13,318 24,953
donaldjtrump.com 0.693589 2,200 624 1,576
breitbart.com 0.741883 6,783 1,661 5,122
infowars.com 0.781725 3,363 711 2,652
conservativereview.com 0.903558 1,563 156 1,407

Table S3: Example partisan audience bias scores for news domains from the partisanship measure we
used [38]. Included are the total number of shares each score is based on (N), as well as the number
of shares by Democrats (Ndem) and Republicans (Nrep) specifically, in a large virtual Twitter panel.

Days
Year Type Data Observed Participants Searches URLs News Unreliable

2018 Google Search Exposure Google SERPs 73 275 102,114 1,245,155 215,699 3,932
Google Search Follows Google History 253 262 - 279,680 22,946 661
Overall Engagement Browser History 253 333 - 14,677,297 994,032 29,081

Google History 253 271 - 4,807,758 405,596 16,754

2020 Google Search Exposure Google SERPs 205 459 226,035 3,654,829 586,803 5,184
Google Search Follows Tab Activity 207 459 - 212,796 13,088 195
Overall Engagement Browser History 299 688 - 31,202,830 1,862,011 13,209

Tab Activity 207 597 - 20,260,394 1,897,933 11,880

Table S4: Descriptive counts of the number of days we observed participants for, the number of participants,
the number of searches they conducted, and the number of URLs, news, and unreliable news they encountered
in each of our datasets. Days observed is the number of days between the first and last timestamp across all
participants in each dataset. For data collected from existing APIs or interfaces, such as Browser History
and Google History, we observed a greater number of days because they allow collection of data prior to the
installation of the extension. In contrast, because we built the data collection instruments for Google SERPs
and Tab Activity, these can only document participant behavior after the extension has been installed.
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Browser History Google History Tab Activity

Year Search Engine N P N P N P

2018 Google 318,889 74.2% 518,856 91.6% - -
Bing 93,274 21.7% 44,273 7.8% - -

Yahoo 9,139 2.1% 3,064 0.5% - -
DuckDuckGo 8,325 1.9% 69 0.0% - -

2020 Google 681,359 68.6% - - 306,833 64.6%
Bing 262,126 26.4% - - 144,859 30.5%

Yahoo 7,309 0.7% - - 12,137 2.6%
DuckDuckGo 41,726 4.2% - - 11,262 2.4%

Table S5: Participants use of popular search engines by study wave and engagement dataset. The total counts
for Google are not equal the number of SERPs we collected because the Browser History and Google History
engagement datasets include data collected by those services prior to the installation of the browser extension.

Searches URLs News Unreliable

Year Type Data µ SD µ SD µ SD µ SD

2018 Google Search Exposure Google SERPs 371.3 499.7 4,527.8 6,660.8 784.4 1,489.5 14.3 35.3
Google Search Follows Google History - - 1,067.5 1,398.3 87.6 136.0 2.5 6.9
Overall Engagement Browser History - - 44,076.0 49,388.1 2,985.1 9,625.4 87.3 467.0

Google History - - 17,740.8 27,620.9 1,496.7 2,624.3 61.8 212.2

2020 Google Search Exposure Google SERPs 492.5 811.4 7,962.6 13,594.3 1,278.4 3,037.2 11.3 30.1
Google Search Follows Tab Activity - - 463.6 791.5 28.5 100.3 0.4 2.3
Overall Engagement Browser History - - 45,353.0 54,583.6 2,706.4 14,323.9 19.2 80.0

Tab Activity - - 33,937.0 49,347.3 3,179.1 16,022.8 19.9 78.3

Table S6: Participant-level averages and standard deviations for key metric counts across study waves and
data types.
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URLs Searches

News Unreliable Unreliable News Unreliable Unreliable
Year Type Data (News) (News)

2018 Google Search Exposure Google SERPs 14.31% 0.12% 2.05% 45.61% 2.46% 4.79%
Google Search Follows Google History 8.10% 0.23% 2.36% - - -
Overall Engagement Browser History 7.11% 0.23% 3.03% - - -

Google History 10.91% 0.54% 3.64% - - -

2020 Google Search Exposure Google SERPs 14.71% 0.04% 0.72% 52.25% 1.18% 2.18%
Google Search Follows Tab Activity 3.47% 0.06% 2.03% - - -
Overall Engagement Browser History 3.24% 0.04% 1.86% - - -

Tab Activity 4.36% 0.05% 0.99% - - -

Table S7: News and unreliable news by study wave, data type, and dataset averaged at the participant-level.
Here we report the overall percentage of the URLs that came from news and unreliable news domains (using
the total URL count as the denominator), as well as the percentage of news that came from unreliable
domains (using the total news domain count as the denominator), for the average participant. Averages
listed under “Searches” indicate the percentage of searches that contained at least one news or unreliable
news domain, and the “Unreliable (News)” column shows the percent of all searches that returned at least
one unreliable news domain divided by all searches that returned at least one news domain. Our participants’
rate of engagement with news was comparable to the rates found in prior work (e.g. 4% from a study
conducted during the 2016 U.S. Presidential election [43] and 4.2% from a study with data spanning 2016 to
2018 [20].).
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Partisanship Unreliable

Year Type Data Group χ2 P χ2 P

2018 Google Search Exposure Google SERPs 7-Point Party ID 23.25 0.00072 *** 11.15 0.08372
Age Bin 12.64 0.00550 ** 0.71 0.87114

Google Search Follows Google History 7-Point Party ID 36.27 0.00000 *** 5.21 0.51694
Age Bin 6.80 0.07859 1.85 0.60506

Overall Engagement Browser History 7-Point Party ID 72.22 0.00000 *** 34.06 0.00001 ***
Age Bin 23.23 0.00004 *** 19.01 0.00027 ***

Google History 7-Point Party ID 66.86 0.00000 *** 16.26 0.01242 *
Age Bin 11.78 0.00819 ** 2.45 0.48393

2020 Google Search Exposure Google SERPs 7-Point Party ID 18.97 0.00421 ** 4.05 0.67022
Age Bin 29.48 0.00000 *** 1.22 0.74798

Google Search Follows Tab Activity 7-Point Party ID 20.70 0.00207 ** 6.84 0.33588
Age Bin 24.67 0.00002 *** 0.26 0.96676

Overall Engagement Browser History 7-Point Party ID 86.53 0.00000 *** 18.17 0.00581 **
Age Bin 29.28 0.00000 *** 32.01 0.00000 ***

Tab Activity 7-Point Party ID 57.72 0.00000 *** 19.18 0.00388 **
Age Bin 27.54 0.00000 *** 34.76 0.00000 ***

Table S8: Kruskal-Wallis significance tests by study wave, data type, data source, and user grouping. The
Partisanship column contains comparisons of partisan news engagement/exposure, and the Unreliable column
compares differences in unreliable news engagement/exposure by user groups. Statistical significance level
indicated by asterisks—∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001—highlighting the absence of statistically
significant differences in exposure to unreliable news.
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Strong Independent/ Strong
Overall Democrat Not sure Republican

Year Type Data ρ P ρ P ρ P ρ P

2018 Google Search Exposure Google SERPs -0.035 0.567 -0.133 1.338 0.058 5.382 -0.030 5.599
Google Search Follows Google History -0.062 0.331 -0.273 0.064 0.218 2.067 0.029 5.770
Overall Engagement Browser History 0.042 0.451 -0.380 0.000 *** -0.093 4.377 0.336 0.009 **

Google History 0.112 0.067 -0.192 0.403 -0.059 5.389 0.377 0.009 **

2020 Google Search Exposure Google SERPs -0.162 0.001 *** -0.149 0.627 -0.140 1.648 -0.109 3.173
Google Search Follows Tab Activity 0.007 0.891 0.047 4.427 0.002 6.914 -0.060 5.051
Overall Engagement Browser History -0.018 0.648 -0.237 0.007 ** 0.027 5.491 0.223 0.402

Tab Activity 0.062 0.146 -0.140 0.577 -0.013 6.340 0.407 0.006 **

Table S9: Spearman rank correlations comparing participants’ average news partisanship and proportion
of unreliable news by year, data type, data source, and user grouping. Statistical significance levels have
been adjusted for multiple hypothesis testing using the Holm method, and levels are indicated by asterisks—
∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001. Results highlight a Simpson’s paradox, and show that engagement with
ideologically congruent partisan news is correlated with unreliable news engagement for Strong Democrats
and Strong Republicans, depending on the dataset.
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Table S10: Average Domain Audience Score (Search Results) (2018)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat -0.025 -0.021 -0.008 0.001
(0.021) (0.021) (0.022) (0.020)

Not very strong Democrat -0.001 0.005 0.013 0.027
(0.027) (0.027) (0.026) (0.024)

Lean Democrat -0.024 -0.021 -0.014 0.001
(0.028) (0.028) (0.028) (0.026)

Lean Republican 0.094*** 0.099*** 0.097*** 0.093***
(0.035) (0.035) (0.035) (0.032)

Not very strong Republican 0.015 0.014 0.017 0.012
(0.036) (0.036) (0.036) (0.033)

Strong Republican 0.029 0.028 0.027 0.031
(0.022) (0.022) (0.022) (0.020)

Age Group: 25-44 0.057** 0.062** 0.067*** 0.085***
(0.025) (0.024) (0.025) (0.024)

Age Group: 45-64 0.067*** 0.066*** 0.069*** 0.081***
(0.024) (0.024) (0.025) (0.024)

Age Group: 65+ 0.092*** 0.086*** 0.094*** 0.115***
(0.027) (0.026) (0.027) (0.026)

High News Interest -0.019 -0.016
(0.014) (0.014)

College -0.019 -0.016
(0.013) (0.012)

Female -0.029** -0.013
(0.013) (0.012)

White 0.003 0.007
(0.014) (0.013)

Query Pivot: 1 -0.251
(0.298)

Query Pivot: 2 0.198
(0.174)

Query Pivot: 3 0.123
(0.233)

Query Pivot: 4 -1.011***
(0.180)

Query Pivot: 5 -1.326***
(0.255)

Query Pivot: 6 -0.647**
(0.327)

Query Pivot: 7 -0.054
(0.231)

Query Pivot: 8 -0.583**
(0.264)

Query Pivot: 9 -0.537*
(0.310)

Num.Obs. 270 270 270 270 270
R2 0.085 0.045 0.122 0.152 0.335
R2 Adj. 0.064 0.034 0.092 0.109 0.276
AIC -476.3 -470.8 -481.6 -483.0 -530.7
BIC -447.5 -452.8 -442.0 -429.0 -444.3
RMSE 0.10 0.10 0.10 0.09 0.08

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S11: Average Domain Audience Score (Search Results) (2020)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat 0.002 -0.002 0.007 0.004
(0.012) (0.012) (0.013) (0.012)

Not very strong Democrat 0.000 0.000 0.003 0.004
(0.014) (0.014) (0.014) (0.013)

Lean Democrat 0.003 0.000 0.002 0.002
(0.014) (0.014) (0.014) (0.014)

Lean Republican 0.031 0.021 0.017 0.023
(0.022) (0.022) (0.022) (0.021)

Not very strong Republican 0.048*** 0.040** 0.041** 0.036**
(0.017) (0.017) (0.017) (0.016)

Strong Republican 0.040** 0.028* 0.029* 0.016
(0.016) (0.016) (0.016) (0.015)

Age Group: 25-44 0.021 0.018 0.018 0.013
(0.014) (0.014) (0.014) (0.013)

Age Group: 45-64 0.037*** 0.029** 0.026* 0.018
(0.014) (0.014) (0.014) (0.014)

Age Group: 65+ 0.060*** 0.051*** 0.048*** 0.036**
(0.015) (0.015) (0.016) (0.015)

High Political Interest -0.012 -0.014*
(0.008) (0.008)

College -0.005 -0.006
(0.008) (0.008)

Female -0.014* -0.012
(0.008) (0.008)

White 0.016* 0.013
(0.009) (0.009)

Query Pivot: 1 -0.122
(0.121)

Query Pivot: 2 -0.127
(0.121)

Query Pivot: 3 0.009
(0.126)

Query Pivot: 4 -0.036
(0.181)

Query Pivot: 5 0.560**
(0.221)

Query Pivot: 6 0.438*
(0.223)

Query Pivot: 7 0.466***
(0.142)

Query Pivot: 8 0.148
(0.185)

Query Pivot: 9 0.094
(0.155)

Num.Obs. 453 453 453 453 453
R2 0.040 0.043 0.068 0.083 0.188
R2 Adj. 0.027 0.036 0.049 0.056 0.146
AIC -942.1 -949.1 -949.1 -948.6 -985.5
BIC -909.1 -928.5 -903.8 -886.9 -886.7
RMSE 0.08 0.08 0.08 0.08 0.08

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S12: Average Domain Audience Score (Follows from Search) (2018)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat -0.030 -0.030 -0.010 -0.006
(0.032) (0.032) (0.033) (0.033)

Not very strong Democrat -0.032 -0.030 -0.018 0.013
(0.039) (0.040) (0.040) (0.039)

Lean Democrat -0.048 -0.044 -0.029 -0.024
(0.043) (0.043) (0.045) (0.044)

Lean Republican 0.062 0.064 0.068 0.100**
(0.049) (0.050) (0.051) (0.049)

Not very strong Republican 0.032 0.027 0.029 0.032
(0.049) (0.050) (0.050) (0.052)

Strong Republican 0.075** 0.071** 0.073** 0.085**
(0.033) (0.033) (0.034) (0.034)

Age Group: 25-44 0.057 0.048 0.056 0.069*
(0.038) (0.037) (0.038) (0.038)

Age Group: 45-64 0.083** 0.066* 0.071* 0.095**
(0.038) (0.037) (0.038) (0.038)

Age Group: 65+ 0.083** 0.059 0.069* 0.090**
(0.041) (0.040) (0.042) (0.042)

High News Interest -0.031 -0.036*
(0.021) (0.022)

College -0.025 -0.029
(0.019) (0.019)

Female -0.031 -0.031
(0.019) (0.019)

White 0.022 0.022
(0.021) (0.021)

Query Pivot: 1 -0.249
(0.326)

Query Pivot: 2 0.295
(0.247)

Query Pivot: 3 -0.200
(0.375)

Query Pivot: 4 -0.531**
(0.257)

Query Pivot: 5 -0.580**
(0.292)

Query Pivot: 6 -0.738
(0.455)

Query Pivot: 7 -0.214
(0.355)

Query Pivot: 8 -0.018
(0.343)

Query Pivot: 9 -0.231
(0.462)

Num.Obs. 247 247 247 247 223
R2 0.106 0.024 0.118 0.143 0.256
R2 Adj. 0.083 0.012 0.085 0.095 0.174
AIC -259.0 -243.4 -256.6 -255.6 -258.7
BIC -230.9 -225.9 -218.0 -203.0 -176.9
RMSE 0.14 0.14 0.14 0.14 0.12

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S13: Average Domain Audience Score (Follows from Search) (2020)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat -0.020 -0.030 -0.004 0.003
(0.026) (0.026) (0.027) (0.027)

Not very strong Democrat -0.012 -0.019 -0.013 0.001
(0.030) (0.030) (0.029) (0.030)

Lean Democrat -0.017 -0.024 -0.021 -0.014
(0.030) (0.030) (0.030) (0.030)

Lean Republican 0.063 0.034 0.025 0.046
(0.047) (0.047) (0.047) (0.048)

Not very strong Republican 0.087** 0.069* 0.062* 0.070*
(0.037) (0.036) (0.036) (0.036)

Strong Republican 0.080** 0.048 0.052 0.063*
(0.033) (0.034) (0.034) (0.035)

Age Group: 25-44 0.034 0.025 0.030 0.025
(0.028) (0.028) (0.029) (0.029)

Age Group: 45-64 0.071** 0.053* 0.049* 0.050*
(0.029) (0.029) (0.029) (0.030)

Age Group: 65+ 0.130*** 0.111*** 0.108*** 0.105***
(0.031) (0.031) (0.031) (0.033)

High Political Interest -0.050*** -0.052***
(0.018) (0.018)

College -0.018 -0.018
(0.017) (0.018)

Female -0.036** -0.033*
(0.018) (0.019)

White 0.046** 0.039**
(0.019) (0.020)

Query Pivot: 1 -0.289
(0.305)

Query Pivot: 2 -0.545*
(0.306)

Query Pivot: 3 0.025
(0.318)

Query Pivot: 4 0.757*
(0.450)

Query Pivot: 5 -0.524
(0.565)

Query Pivot: 6 0.538
(0.571)

Query Pivot: 7 0.475
(0.429)

Query Pivot: 8 -0.001
(0.477)

Query Pivot: 9 0.402
(0.384)

Num.Obs. 350 350 350 350 350
R2 0.060 0.065 0.105 0.146 0.165
R2 Adj. 0.044 0.057 0.081 0.113 0.108
AIC -284.4 -292.3 -295.5 -304.0 -293.7
BIC -253.5 -273.0 -253.1 -246.1 -201.1
RMSE 0.16 0.16 0.15 0.15 0.15

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S14: Average Domain Audience Score (Browser History) (2018)

Model 1 Model 2 Model 3 Model 4

Strong Democrat -0.109*** -0.106*** -0.097***
(0.034) (0.033) (0.034)

Not very strong Democrat -0.073* -0.067 -0.065
(0.043) (0.042) (0.043)

Lean Democrat -0.105** -0.107** -0.100**
(0.045) (0.045) (0.046)

Lean Republican 0.067 0.071 0.081
(0.052) (0.052) (0.052)

Not very strong Republican 0.029 0.021 0.035
(0.050) (0.049) (0.050)

Strong Republican 0.097*** 0.090*** 0.099***
(0.035) (0.034) (0.035)

Age Group: 25-44 0.102** 0.092** 0.085**
(0.042) (0.038) (0.038)

Age Group: 45-64 0.145*** 0.114*** 0.111***
(0.041) (0.038) (0.039)

Age Group: 65+ 0.179*** 0.151*** 0.150***
(0.044) (0.040) (0.041)

High News Interest -0.017
(0.021)

College 0.021
(0.019)

Female -0.035*
(0.019)

White -0.026
(0.022)

Num.Obs. 319 319 319 319
R2 0.229 0.059 0.266 0.281
R2 Adj. 0.214 0.050 0.245 0.250
AIC -232.7 -175.0 -242.4 -240.9
BIC -202.6 -156.2 -200.9 -184.4
RMSE 0.16 0.18 0.16 0.16

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S15: Average Domain Audience Score (Browser History) (2020)

Model 1 Model 2 Model 3 Model 4

Strong Democrat -0.042** -0.047*** -0.031*
(0.017) (0.017) (0.017)

Not very strong Democrat -0.035* -0.037* -0.032*
(0.019) (0.019) (0.019)

Lean Democrat -0.054*** -0.060*** -0.054***
(0.020) (0.020) (0.020)

Lean Republican 0.114*** 0.098*** 0.094***
(0.027) (0.027) (0.027)

Not very strong Republican 0.036 0.024 0.026
(0.023) (0.023) (0.022)

Strong Republican 0.093*** 0.075*** 0.080***
(0.021) (0.021) (0.021)

Age Group: 25-44 0.031 0.021 0.021
(0.020) (0.019) (0.019)

Age Group: 45-64 0.082*** 0.054*** 0.053***
(0.020) (0.019) (0.020)

Age Group: 65+ 0.090*** 0.067*** 0.068***
(0.022) (0.021) (0.021)

High Political Interest -0.028**
(0.011)

College -0.015
(0.011)

Female -0.040***
(0.011)

White 0.021
(0.013)

Num.Obs. 655 655 655 655
R2 0.130 0.047 0.152 0.177
R2 Adj. 0.122 0.042 0.140 0.161
AIC -722.8 -668.7 -733.1 -745.2
BIC -686.9 -646.3 -683.7 -677.9
RMSE 0.14 0.14 0.14 0.13

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S16: Unreliable URLs (Search Results) (2018)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat -0.287 -0.208 -0.391 -0.337
(0.234) (0.233) (0.247) (0.223)

Not very strong Democrat -0.239 -0.141 -0.229 -0.265
(0.294) (0.293) (0.296) (0.265)

Lean Democrat 0.307 0.240 0.025 0.039
(0.289) (0.289) (0.298) (0.272)

Lean Republican 0.473 0.361 0.216 -0.103
(0.387) (0.391) (0.392) (0.376)

Not very strong Republican -0.581 -0.554 -0.732* -0.504
(0.424) (0.424) (0.427) (0.385)

Strong Republican 0.482** 0.435* 0.192 0.124
(0.241) (0.240) (0.246) (0.222)

Age Group: 25-44 0.315 0.273 0.128 0.169
(0.242) (0.239) (0.245) (0.230)

Age Group: 45-64 0.296 0.227 -0.024 0.060
(0.240) (0.238) (0.245) (0.234)

Age Group: 65+ 0.975*** 0.700*** 0.370 0.386
(0.263) (0.261) (0.275) (0.260)

High News Interest 0.410*** 0.304**
(0.158) (0.147)

College -0.090 -0.059
(0.135) (0.125)

Female -0.160 -0.046
(0.133) (0.128)

White 0.168 0.346**
(0.155) (0.146)

Query Pivot: 1 -1.830
(3.770)

Query Pivot: 2 -1.253
(1.924)

Query Pivot: 3 0.701
(2.845)

Query Pivot: 4 4.804**
(2.152)

Query Pivot: 5 -19.642***
(3.372)

Query Pivot: 6 7.715*
(4.078)

Query Pivot: 7 4.085
(2.754)

Query Pivot: 8 -8.800***
(3.281)

Query Pivot: 9 6.523*
(3.905)

AIC 1468.3 1474.2 1465.4 1461.2 1416.7
Num.Obs 275 275 275 275 273
Dev 293.996 299.146 288.707 279.382 264.118
Null.Dev 325.698 318.598 329.523 332.583 388.665

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S17: Unreliable URLs (Search Results) (2020)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat 0.019 0.061 0.003 0.018
(0.179) (0.181) (0.192) (0.191)

Not very strong Democrat 0.078 0.123 0.100 0.092
(0.205) (0.208) (0.210) (0.210)

Lean Democrat -0.006 -0.012 0.010 0.003
(0.206) (0.206) (0.208) (0.209)

Lean Republican -0.197 -0.204 -0.188 -0.209
(0.339) (0.343) (0.348) (0.350)

Not very strong Republican 0.015 0.043 0.052 0.152
(0.252) (0.256) (0.258) (0.259)

Strong Republican -0.128 -0.081 -0.098 0.071
(0.229) (0.237) (0.243) (0.247)

Age Group: 25-44 0.236 0.273 0.270 0.292
(0.193) (0.197) (0.202) (0.204)

Age Group: 45-64 0.108 0.141 0.157 0.230
(0.196) (0.201) (0.209) (0.213)

Age Group: 65+ 0.044 0.077 0.104 0.139
(0.215) (0.221) (0.228) (0.236)

High Political Interest 0.173 0.212
(0.129) (0.129)

College -0.005 0.000
(0.121) (0.123)

Female 0.075 0.026
(0.126) (0.133)

White -0.135 -0.168
(0.137) (0.139)

Query Pivot: 1 1.147
(2.195)

Query Pivot: 2 -2.479
(2.147)

Query Pivot: 3 0.258
(2.372)

Query Pivot: 4 2.765
(3.348)

Query Pivot: 5 -8.495**
(4.328)

Query Pivot: 6 -3.309
(4.240)

Query Pivot: 7 2.410
(2.779)

Query Pivot: 8 1.503
(3.458)

Query Pivot: 9 -2.801
(2.862)

AIC 2140.5 2133.2 2143.8 2149.1 2151.9
Num.Obs 459 459 459 459 459
Dev 451.807 455.675 449.234 444.891 435.827
Null.Dev 453.043 458.109 453.161 451.574 457.648

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S18: Unreliable URLs (Follows from Search) (2018)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat 2.491*** 2.277*** -0.173 0.046
(0.671) (0.660) (0.651) (0.634)

Not very strong Democrat -0.529 -0.594 -1.648** -0.965
(0.834) (0.824) (0.791) (0.749)

Lean Democrat 0.420 0.940 -0.625 0.446
(0.865) (0.860) (0.852) (0.810)

Lean Republican -1.194 -0.480 -1.189 -0.215
(0.995) (1.001) (0.960) (0.940)

Not very strong Republican -1.068 -0.717 -2.206** -0.963
(1.053) (1.027) (1.017) (0.969)

Strong Republican -0.082 0.102 -0.890 -0.601
(0.701) (0.691) (0.667) (0.651)

Age Group: 25-44 1.696** 1.628** 1.701** 0.203
(0.743) (0.733) (0.728) (0.719)

Age Group: 45-64 2.832*** 1.528** 0.844 -0.678
(0.736) (0.726) (0.729) (0.719)

Age Group: 65+ -0.832 -0.474 -0.525 -2.079***
(0.807) (0.788) (0.800) (0.792)

High News Interest 1.232*** 0.550
(0.404) (0.410)

College 0.575 0.648*
(0.363) (0.358)

Female 1.934*** 1.373***
(0.361) (0.365)

White 0.557 1.047**
(0.411) (0.410)

Query Pivot: 1 31.182***
(5.429)

Query Pivot: 2 -2.237
(4.561)

Query Pivot: 3 -12.360*
(6.951)

Query Pivot: 4 10.141*
(5.359)

Query Pivot: 5 1.297
(5.703)

Query Pivot: 6 10.845
(8.784)

Query Pivot: 7 6.097
(7.256)

Query Pivot: 8 -26.389***
(6.899)

Query Pivot: 9 -25.877***
(9.347)

AIC 1112.0 1113.6 1103.7 1089.2 1018.1
Num.Obs 259 259 259 259 231
Dev 235.749 235.499 229.572 224.218 195.579
Null.Dev 278.822 270.268 287.954 308.394 328.509

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S19: Unreliable URLs (Follows from Search) (2020)

Model 1 Model 2 Model 3 Model 4 Model 5

Strong Democrat 0.235 0.090 0.084 0.424
(0.479) (0.485) (0.512) (0.532)

Not very strong Democrat -0.180 -0.191 -0.242 -0.064
(0.570) (0.564) (0.577) (0.587)

Lean Democrat -0.091 -0.296 -0.250 -0.256
(0.552) (0.558) (0.572) (0.600)

Lean Republican 0.556 0.459 0.455 0.927
(0.781) (0.783) (0.806) (0.826)

Not very strong Republican 0.967 0.607 0.552 1.057
(0.621) (0.634) (0.655) (0.670)

Strong Republican 1.402*** 1.012* 1.008* 1.136*
(0.538) (0.557) (0.582) (0.641)

Age Group: 25-44 0.349 0.314 0.326 0.453
(0.589) (0.592) (0.613) (0.632)

Age Group: 45-64 1.342** 0.943 1.026* 1.114*
(0.575) (0.580) (0.602) (0.641)

Age Group: 65+ 0.869 0.682 0.752 0.825
(0.627) (0.625) (0.644) (0.683)

High Political Interest 0.170 0.181
(0.337) (0.354)

College -0.224 -0.324
(0.316) (0.339)

Female 0.075 -0.059
(0.327) (0.368)

White -0.215 -0.315
(0.366) (0.385)

Query Pivot: 1 -1.207
(5.994)

Query Pivot: 2 8.407
(6.174)

Query Pivot: 3 -16.844**
(6.910)

Query Pivot: 4 15.876*
(9.173)

Query Pivot: 5 -9.048
(11.923)

Query Pivot: 6 12.114
(12.096)

Query Pivot: 7 -6.306
(8.250)

Query Pivot: 8 -15.597
(9.737)

Query Pivot: 9 7.532
(8.686)

AIC 466.4 465.0 468.3 475.7 479.2
Num.Obs 448 448 448 448 448
Dev 155.035 153.639 150.934 146.628 137.234
Null.Dev 171.611 165.052 171.538 167.513 173.145

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S20: Unreliable URLs (Browser History) (2018)

Model 1 Model 2 Model 3 Model 4

Strong Democrat 0.265 0.272 -0.060
(0.384) (0.382) (0.393)

Not very strong Democrat 0.285 0.242 -0.067
(0.471) (0.469) (0.470)

Lean Democrat 0.727 1.033** 0.315
(0.494) (0.492) (0.502)

Lean Republican 2.315*** 2.245*** 1.894***
(0.553) (0.550) (0.547)

Not very strong Republican 0.435 0.483 0.372
(0.561) (0.554) (0.552)

Strong Republican 1.699*** 1.571*** 1.268***
(0.391) (0.389) (0.392)

Age Group: 25-44 -0.237 -0.041 -0.226
(0.423) (0.408) (0.414)

Age Group: 45-64 0.688* 0.732* 0.354
(0.415) (0.401) (0.411)

Age Group: 65+ 0.991** 0.781* 0.470
(0.442) (0.423) (0.437)

High News Interest 0.960***
(0.227)

College -0.200
(0.204)

Female 0.079
(0.207)

White -0.074
(0.235)

AIC 2312.5 2343.2 2304.8 2297.1
Num.Obs 333 333 333 333
Dev 335.398 341.422 331.026 324.940
Null.Dev 398.488 363.995 409.696 421.773

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table S21: Unreliable URLs (Browser History) (2020)

Model 1 Model 2 Model 3 Model 4

Strong Democrat 0.128 0.164 0.232
(0.254) (0.256) (0.262)

Not very strong Democrat 0.212 0.210 0.255
(0.290) (0.292) (0.291)

Lean Democrat -0.006 -0.005 0.160
(0.301) (0.301) (0.299)

Lean Republican 0.656 0.512 0.644
(0.401) (0.401) (0.397)

Not very strong Republican 0.668** 0.438 0.608*
(0.336) (0.339) (0.336)

Strong Republican 1.198*** 1.015*** 1.141***
(0.308) (0.312) (0.311)

Age Group: 25-44 0.491 0.437 0.523*
(0.309) (0.309) (0.311)

Age Group: 45-64 1.316*** 1.106*** 1.014***
(0.303) (0.307) (0.314)

Age Group: 65+ 1.306*** 1.055*** 1.067***
(0.325) (0.327) (0.333)

High Political Interest 0.441***
(0.170)

College -0.643***
(0.161)

Female 0.235
(0.165)

White -0.080
(0.191)

AIC 3398.4 3389.5 3384.6 3369.6
Num.Obs 688 688 688 688
Dev 599.865 603.823 597.147 592.852
Null.Dev 628.340 635.542 646.459 667.012

* p < 0.1, ** p < 0.05, *** p < 0.01
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