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Abstract. We continue the study, begun in [KoNOS], of inverse Chevalley formulas for the
equivariant K-group of semi-infinite flag manifolds. Using the language of alcove paths, we
reformulate and extend our combinatorial inverse Chevalley formula to arbitrary weights in all
simply-laced types (conjecturally also for E8).

1. Introduction.

Let G be a simply-connected simple algebraic group over C with Borel subgroup B = HN ,
maximal torus H, unipotent radical N , Weyl group W , weight lattice P =

∑
i∈I Zϖi, root lattice

Q =
∑

i∈I Zαi, and coroot lattice Q∨ =
∑

i∈I Zα∨
i . The work [KoNOS] initiated the study of

inverse Chevalley formulas in the equivariant K-group KH×C∗(Qrat
G ) of the semi-infinite flag

manifold Qrat
G associated with G, where the semi-infinite flag manifold Qrat

G is a reduced ind-
scheme whose set of C-valued points is G(C((z)))/(H(C) ·N(C((z)))) (see [Kat2] for details), with
the group C∗ acting on Qrat

G by loop rotation; note that our K-group KH×C∗(Qrat
G ) is a variant

of the Iwahori-equivariant K-group of Qrat
G introduced in [KaNS]. The K-group KH×C∗(Qrat

G )
has a topological KH×C∗(pt)-basis consisting of Schubert classes {[OQG(x)]}x∈Waf

indexed by

the affine Weyl group Waf = W ⋉Q∨, where KH×C∗(pt) ∼= Z[q±1][P ], with KH(pt) = R(H) ∼=
Z[P ] = Z[eλ | λ ∈ P ] the character ring of H and KC∗(pt) = R(C∗) ∼= Z[q±1]; here q ∈
R(C∗) denotes the character of loop rotation. By an inverse Chevalley formula, we mean
a combinatorial formula for the product of an equivariant scalar eλ ∈ KH(pt) = R(H) with a
Schubert class [OQG(x)], expressed as a Z[q±1]-linear combination of the twisted Schubert classes
{[OQG(x)(µ)]}x∈Waf ,µ∈P ; here the twisted Schubert class [OQG(x)(µ)] corresponds to the tensor

product sheaf [OQG(x)] ⊗ O(µ), with O(µ) the equivariant line bundle over Qrat
G associated to

µ ∈ P . The results of [KoNOS] treat the case when λ is a (not necessarily dominant) minuscule
weight and G is of simply-laced type.

This work is a sequel to [KoNOS]. Our main result is a combinatorial formula which general-
izes the inverse Chevalley formula of [KoNOS] to arbitrary weights λ ∈ P . An important feature
of our formula is that we formulate it using alcove paths, matching more closely existing results of
[LP1] on equivariant Chevalley formulas for finite-dimensional flag manifolds and those of [LNS]
regarding (non-inverse) Chevalley formulas in KH×C∗(Qrat

G ). (We recall that, while the ordinary
and inverse Chevalley formulas for equivariant K-theory of finite-dimensional flag manifolds are
essentially identical, the two types of Chevalley formulas are genuinely different for semi-infinite
flag manifolds; see [KoNOS, Introduction].)

The ingredients in our combinatorial formula are roughly as follows (see §3.4 for details).
Given any weight λ ∈ P , any alcove path Γ from the fundamental alcove A◦ to Aλ = A◦ +

λ, and any w ∈ W , we define a finite set Q̃Wλ,w(Γ) of combinatorial objects (w,b) (called

decorated quantum walks) and various associated quantities: (−1)(w,b) ∈ {±1}, deg(w,b) ∈ Z,
end(w) ∈ W , wt(w) ∈ P , qwt(w,b) ∈ Q and qwt∨(w,b) ∈ Q∨. Informally, an element

(w,b) ∈ Q̃Wλ,w(Γ) consists of a walk w in the quantum Bruhat graph QBG(W ) (i.e., a directed
path in QBG(W ) with stationary steps allowed), which must begin at w ∈ W and follow edges
prescribed by Γ, together with some additional information recorded by b at special stationary
steps in w.

Our main result then reads as follows:
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Theorem 1.1 (= Theorem 3.4). Assume that G is simply-laced, but not of type E8. Let λ ∈ P
be an arbitrary weight, and let Γ be an arbitrary alcove path from A◦ to Aλ. For any w ∈ W ,
the following equality holds in KH×C∗(Qrat

G ):

eλ · [OQG(w)] =∑
(w,b)∈Q̃Wλ,w(Γ)

(−1)(w,b)qdeg(w,b)[OQG(end(w)tqwt∨(w,b))
(−w◦wt(w)− w◦ qwt(w,b))],

(1.1)

where w◦ denotes the longest element of W .

Here we mention that the sum on the right-hand side of (1.1) is an explicit finite sum,
described in terms of decorated quantum walks, while the finiteness itself is proved in [O]. Also,
we note that it suffices to consider only Schubert classes indexed by x = w ∈ W , rather than
arbitrary x ∈ Waf , by virtue of the right action of translations {tξ}ξ∈Q∨ ⊂ Waf on Qrat

G .
We expect that (1.1) also holds, as stated, in type E8. To prove this, however, further

arguments will be necessary to handle the case of quasi-minuscule λ; we plan to provide the
details of these arguments in a future work.

The first step in our proof of Theorem 1.1 is to reformulate the formula from [KoNOS], for
minuscule λ, in terms of a particular (reduced) alcove path Γ (see Proposition 3.6). Then, our
main efforts are devoted to establishing that the right-hand side of (1.1):

(1) is invariant under Yang-Baxter transformations (Theorem 3.12) and deletion procedures
(Theorem 3.14) on alcove paths, and

(2) respects additivity in λ ∈ P (Proposition 3.7).

In order to prove part (1), we establish the existence of a certain “sijection” (bijection between
signed sets in the sense of [FK]) between decorated quantum walks associated to two alcove
paths Γ1,Γ2 from A◦ to Aλ for λ ∈ P such that Γ2 is obtained from Γ1 by a Yang-Baxter
transformation or a deletion procedure. In [KoLN], it is shown that similar results hold for
a certain generating function of some statistics including weights over admissible subsets in
the quantum alcove model, which is closely related to the (non-inverse) Chevalley formula in
KH×C∗(Qrat

G ). However, since decorated quantum walks are completely different combinatorial
objects from admissible subsets, we need to construct the desired sijection for decorated quantum
walks from scratch. In addition, our results above are much more difficult to prove than the
corresponding results for admissible subsets in [KoLN] mainly because of the appearance of the

rather delicate term qdeg( · ) on the right-hand side of (1.1). By a result of [S] (see also [LP2]),
which asserts that an arbitrary λ ∈ P can be written as a sum of (not necessarily dominant)
minuscule weights in simply-laced types (except in type E8), we are then able to deduce that
(1.1) holds for all λ ∈ P and all alcove paths Γ from A◦ to Aλ.

Here we should mention that in [Kat1], Kato established a Z[P ]-module isomorphism from
the (small) H-equivariant quantum K-theory QKH(G/B) (see [ACT] for the finiteness result on
QKH(G/B)) of the finite-dimensional flag manifold G/B onto the Z[P ]-submodule (denoted by
KH(QG(e)) in this paper) of the specialization of KH×C∗(Qrat

G ) at q = 1 consisting of all finite

linear combinations of the Schubert classes [OQG(x)] for x ∈ W≥0
af := W×Q∨,+ with coefficients in

Z[P ], where Q∨,+ :=
∑

i∈I Z≥0α
∨
i ⊂ Q∨ =

∑
i∈I Zα∨

i . This isomorphism sends each (opposite)
Schubert class inQKH(G/B) to the corresponding Schubert class inKH(QG(e)); also, it respects
the quantum multiplication with the line bundle class [OG/B(−ϖi)] and the tensor product
with the line bundle class [OQG(e)(w◦ϖi)] for all i ∈ I. Since the quantum multiplication in
QKH(G/B) is uniquely determined by its Z[P ]-module structure and the quantummultiplication
with the line bundle classes [OG/B(−ϖi)] for i ∈ I (see [BCMP]), it follows that under Kato’s
Z[P ]-module isomorphism above, the quantum multiplicative structure of QKH(G/B) can be
described explicitly by means of (the specialization at q = 1 of) our inverse Chevalley formula
(Theorem 1.1), together with (the specialization at q = 1 of) the (non-inverse) Chevalley formula
in KH×C∗(Qrat

G ) for anti-dominant weights −ϖi, obtained in [NOS]; recall that the (non-inverse)
Chevalley formula in KH×C∗(Qrat

G ) for anti-dominant weights expresses an arbitrary twisted
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Schubert class [OQG(x)(−ϖi)] as an explicit finite linear combination of Schubert classes with

coefficients in Z[q±1][P ] in terms of the quantum alcove model.
In Appendix B, we give a detailed example in type A2 of our inverse Chevalley formula (1.1).

Acknowledgements.

The authors would like to thank Takafumi Kouno for helpful discussions. C.L. was partially
supported by the NSF grant DMS-1855592 and the Simons Foundation grant No. 584738. S.N.
was supported in part by JSPS Grant-in-Aid for Scientific Research (B) 16H03920 D.O. was
supported by a Collaboration Grant for Mathematicians from the Simons Foundation (Award
ID: 638577). D.S. was supported in part by JSPS Grant-in-Aid for Scientific Research (C)
19K03415.

2. Basic notation.

2.1. Root systems. As above, let G be a simply-connected simple algebraic group over C. We
fix a maximal torus and Borel subgroup: H ⊂ B ⊂ G; let N denote the unipotent radical of B.
We set g := Lie(G) and h := Lie(H), and denote by ⟨· , ·⟩ : h∗ × h → C the canonical pairing,
where h∗ := HomC(h,C).

Let ∆ ⊂ h∗ be the root system of g, ∆+ ⊂ ∆ the positive roots (corresponding to B), and
{αi}i∈I ⊂ ∆+ the set of simple roots; we denote by α∨ ∈ h the coroot corresponding to α ∈ ∆.
For α ∈ ∆, we set sgn(α) := 1 (resp., sgn(α) := −1) if α is positive (resp., negative), and
|α| := sgn(α)α ∈ ∆+. We denote by θ ∈ ∆+ the highest root of ∆, and set ρ := (1/2)

∑
α∈∆+ α,

Q :=
∑

i∈I Zαi, and Q∨ :=
∑

i∈I Zα∨
i ; also, we set Q∨,+ :=

∑
i∈I Z≥0α

∨
i ⊂ Q∨.

For i ∈ I, let ϖi ∈ h∗ be the i-th fundamental weight determined by ⟨ϖi, α
∨
j ⟩ = δi,j for

all j ∈ I, where δi,j denotes the Kronecker delta. The weight lattice P of g is defined by
P :=

∑
i∈I Zϖi; note that h∗R = R ⊗Z P = R ⊗Z Q is a real form of h∗. We denote by Z[P ]

the group algebra of P , that is, the associative algebra generated by the formal exponentials eλ,
λ ∈ P , where eλeµ := eλ+µ for λ, µ ∈ P .

For α ∈ ∆, the corresponding reflection sα ∈ GL(h∗) is defined by sα(λ) := λ− ⟨λ, α∨⟩α for
λ ∈ h∗; we write si := sαi for i ∈ I. Then the Weyl group W of g is the subgroup ⟨si | i ∈ I⟩ of
GL(h∗) generated by {si}i∈I . We denote by ℓ(w) the length of w ∈ W with respect to {si}i∈I ,
and by < the Bruhat order on W . The following fact is well-known.

Lemma 2.1. Let w ∈ W and α ∈ ∆. Then,

wsα > w ⇐⇒ ℓ(wsα) > ℓ(w) ⇐⇒ sgn(wα) = sgn(α),

wsα < w ⇐⇒ ℓ(wsα) < ℓ(w) ⇐⇒ sgn(wα) = − sgn(α).

Definition 2.2 (cf. [BFP, Definition 6.1]). The quantum Bruhat graph QBG(W ) is the ∆+-
labeled directed graph whose vertices are the elements of W and whose (directed) edges are of

the following form: x
α−→ y, with x, y ∈ W and α ∈ ∆+, such that y = xsα and either of the

following holds: (B) ℓ(y) = ℓ(x) + 1, (Q) ℓ(y) = ℓ(x) − 2⟨ρ, α∨⟩ + 1. An edge satisfying (B)
(resp. (Q)) is called a Bruhat edge (resp. a quantum edge).

An integral weight λ ∈ P is said to be minuscule if ⟨λ, α∨⟩ ∈ {−1, 0, 1} for all α ∈ ∆. Remark
that if a minuscule weight is dominant, then it is a fundamental weight; for the list of minuscule
fundamental weights, see, e.g., [Hi, Chapter V, Section 2]. Also, if λ ∈ P is minuscule, then
every element in Wλ is also minuscule. Therefore, Wλ contains a unique fundamental minuscule
weight.

Now, let gaf := (g ⊗ C[z, z−1]) ⊕ Cc ⊕ Cd be the (untwisted) affine Lie algebra over C
associated to g, where c is the canonical central element and d is the scaling element, with
Cartan subalgebra haf := h⊕Cc⊕Cd. We denote by ⟨· , ·⟩ : h∗af ×haf → C the canonical pairing.
Regarding λ ∈ h∗ as λ ∈ h∗af = HomC(haf , C) by setting ⟨λ, c⟩ = ⟨λ, d⟩ = 0, we have h∗ ⊂ h∗af ;
under this identification, we see that the canonical pairing ⟨· , ·⟩ on h∗af × haf extends that on
h∗ × h.



4 C. LENART, S. NAITO, D. ORR, AND D. SAGAKI

We define δ to be the unique element of h∗af which satisfies ⟨δ, h⟩ = 0 for all h ∈ h, ⟨δ, c⟩ = 0,
and ⟨δ, d⟩ = 1, and set α0 := −θ + δ ∈ h∗af . Then the root system ∆af of gaf has simple roots
{αi}i∈Iaf , where Iaf := I ⊔ {0}.

For α ∈ ∆af , we have the corresponding reflection sα ∈ GL(haf), defined as for g. Note that
for α ∈ ∆ ⊂ ∆af , the restriction of the reflection sα defined on haf to h coincides with the
reflection sα defined on h. We set si := sαi for i ∈ Iaf . Then, the Weyl group of gaf (called the
affine Weyl group) Waf is defined to be the subgroup of GL(haf) generated by {si}i∈Iaf , namely,
Waf = ⟨si | i ∈ Iaf⟩. In [Hu, Section 4.2], it is shown that Waf ≃ W⋉{tα∨ | α∨ ∈ Q∨} ≃ W⋉Q∨,

where tα∨ is the translation element corresponding to α∨ ∈ Q∨; we set W≥0
af := {wtα∨ | w ∈

W, α∨ ∈ Q∨,+} ≃ W ×Q∨,+ ⊂ Waf .

2.2. Alcove paths. For α ∈ ∆ and k ∈ Z, we set

Hα,k :=
{
ν ∈ h∗R | ⟨ν, α∨⟩ = k

}
. (2.1)

Let r̂α,k denote the affine reflection with respect to the affine hyperplane Hα,k; we have

r̂α,k(ν) = ν − (⟨ν, α∨⟩ − k)α = sαν + kα for ν ∈ h∗R. (2.2)

The affine reflections r̂α,k generate the affine Weyl group W ′
af = W ⋉ {tα | α ∈ Q} ≃ W ⋉Q.

The hyperplanes Hα,k, α ∈ ∆, k ∈ Z, divide the real vector space h∗R into open regions, called
alcoves; the fundamental alcove is defined as

A◦ :=
{
ν ∈ h∗R | 0 < ⟨ν, α∨⟩ < 1 for all α ∈ ∆+

}
.

We say that two alcoves are adjacent if they are distinct and have a common wall. Given a pair

of adjacent alcoves A and B, we write A
α−→ B for α ∈ ∆ if the common wall is orthogonal to α,

and α points in the direction from A to B.

Definition 2.3 ([LP1]). An alcove path is a sequence of alcoves (A0, A1, . . . , Am) such that
Aj−1 and Aj are adjacent for j = 1, 2, . . . , m. We say that an alcove path (A0, A1, . . . , Am) is
reduced if it has minimal length among all alcove paths from A0 to Am.

Given an element x inW ′
af , there is a well-known bijection between alcove paths (A0, A1, . . . , Am)

from the fundamental alcove A0 = A◦ to Am = x(A◦) and the decompositions x = si1 . . . sim of
x (reduced or not), as products of the Coxeter generators of W ′

af ; see [Hu, Section 4.5], while
more details are given in [LP1, Lemma 5.3]. (Note that the element x ∈ W ′

af corresponding
to Am is unique, by the simple transitivity of the action of W ′

af on alcoves.) The mentioned
bijection is explicitly given by Aj = si1 . . . sij (A◦), for j = 0, . . . ,m. Moreover, the above alcove
path is reduced if and only if the corresponding decomposition is reduced. On another hand,
it is well-known that any two decompositions of an element of W ′

af are related by successively
applying the Coxeter relations in W ′

af ; the corresponding elementary transformations relating
the respective alcove paths are indicated in [LNS, Remark 40].

Let λ ∈ P , and let Γ = (A0, A1, . . . , Am) be an alcove path from the fundamental alcove A◦
to Aλ := A◦ + λ. If γ1, γ2, . . . , γm ∈ ∆ are such that

A◦ = A0
γ1−→ A1

γ2−→ · · · γm−−→ Am = Aλ (= A◦ + λ), (2.3)

then we write Γ = (γ1, . . . , γm); this notation makes sense, as the above sequence of alcoves can
be recovered from the corresponding sequence of roots. For each 1 ≤ t ≤ m, let Hγt,lt be the
affine hyperplane between At−1 and At, and set

l′t := ⟨λ, γ∨t ⟩ − lt. (2.4)

Let AP(λ) (resp., APred(λ)) denote the set of all alcove paths (resp., all reduced alcove paths)
from A◦ to Aλ.

Let λ, µ ∈ P , and let Γ = (γ1, . . . , γm) ∈ AP(λ), Ξ = (ξ1, . . . , ξp) ∈ AP(µ). The concatenation

Γ ∗ Ξ := (γ1, . . . , γm, ξ1, . . . , ξp) (2.5)

of Γ with Ξ is an alcove path from A◦ to Aλ+µ; namely, Γ ∗ Ξ ∈ AP(λ + µ). Let us briefly

explain this fact. We first consider the extended affine Weyl group Ŵ ′
af := W ⋉ {tν | ν ∈ P} ≃

W ⋉ P , where tν is the translation element corresponding to ν ∈ P . It is clear (since affine
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transformations act as homeomorphisms) that Ŵ ′
af permutes the set of alcoves (transitively,

albeit not simply transitively); see [Hu, Sections 4.2 and 4.3]. Moreover, by the same reasoning,

given adjacent alcoves A
α−→ B and the weight λ considered above, we have tλ(A)

α−→ tλ(B).
Therefore, we can concatenate the sequence of alcoves corresponding to Γ with the translation
by λ of the sequence of alcoves corresponding to Ξ, and we obtain the sequence of alcoves
corresponding to Γ ∗ Ξ.

Remark 2.4. Keep the notation and setting above. For each 1 ≤ q ≤ p, let Hξq ,kq be the affine
hyperplane between the (q − 1)-th alcove and the q-th alcove in Ξ. Then the affine hyperplane
between the (t − 1)-th alcove and the t-th alcove in Γ ∗ Ξ is Hγt,lt (resp., Hξt−m,⟨λ, ξ∨t−m⟩+kt−m

)

for 1 ≤ t ≤ m (resp., m+ 1 ≤ t ≤ m+ p).

2.3. Simply-laced assumption. In this paper, we assume throughout that G is simply-laced.
As a result, by means of the non-degenerateW -invariant symmetric bilinear form (· , ·) : h∗×h∗ →
C, normalized so that (α, α) = 2 for all α ∈ ∆, we can identify roots with coroots; note that
⟨ν, α∨⟩ = (ν, α) for ν ∈ h∗ and α ∈ ∆. Under this identification, if α ∈ ∆ is of the form
α =

∑
i∈I ciαi, with ci ∈ Z for i ∈ I, then we can write α∨ =

∑
i∈I ciα

∨
i .

3. Main results.

3.1. Semi-infinite flag manifolds. Recall (see [KaNS] or [Kat2]) that the semi-infinite flag
manifold Qrat

G associated to G is a pure ind-scheme of infinite type whose set of C-valued points
is G(C((z)))/(H(C) · N(C((z)))), defined as an inductive limit of copies of a (reduced) closed
subscheme QG ⊂

∏
i∈I P(V (ϖi)[[z]]) of infinite type, where V (ϖi) denotes the irreducible G-

module with highest weight ϖi. A Schubert variety QG(x) ⊂ Qrat
G is by definition the closure of

the orbit under the Iwahori subgroup I = ev−1
z=0(B) ⊂ G(C[[z]]) (where evz=0 is the evaluation

map) through the (H × C∗)-fixed point labeled by x ∈ Waf . The union of these I-orbits over
x ∈ Waf exhausts Q

rat
G , and the labeling of fixed points is determined as follows: for x = wtξ ∈

W ⋉Q∨,+, the corresponding fixed point is the collection of lines (z⟨ϖi,−w◦ξ⟩V (ϖi)ww◦(ϖi))i∈I ,
where V (ϖi)µ ⊂ V (ϖi) denotes the µ-weight space for µ ∈ P ; note that QG(e) = QG, where
e is the identity element of Waf . For each λ =

∑
i∈I miϖi ∈ P , we also have a G(C[[z]]) ⋊ C∗-

equivariant (with C∗ acting on G(C[[z]]) by loop rotation) line bundle O(λ) on QG given by the
restriction of the line bundle ⊠i∈IO(mi) on

∏
i∈I P(V (ϖi)[[z]]). This extends to a G(C((z)))⋊C∗-

equivariant line bundle on Qrat
G . We note that we are following the conventions of [KaNS] for

indexing equivariant line bundles and Schubert varieties in Qrat
G .

3.2. K-groups. Let K
Ĩ
(Qrat

G ) denote the equivariant K-group of the semi-infinite flag manifold

Qrat
G introduced in [KaNS, Section 6], where Ĩ = I⋊C∗ is the semi-direct product of the Iwahori

subgroup I and loop rotation C∗. Correspondingly, K
Ĩ
(Qrat

G ) is a module over Z[P ]((q−1)), which
acts by equivariant scalar multiplication.

One has the following important classes in K
Ĩ
(Qrat

G ), for each x ∈ Waf and λ ∈ P :

• Schubert classes [OQG(x)],
• equivariant line bundle classes [O(λ)],
• classes [OQG(x)(λ)] corresponding to the tensor product sheaves OQG(x) ⊗O(λ).

Definition 3.1 ((H×C∗)-equivariant K-groups of Qrat
G and QG). Let KH×C∗(Qrat

G ) denote the
Z[q±1][P ]-submodule of K

Ĩ
(Qrat

G ) consisting of all convergent infinite Z[q±1][P ]-linear combina-
tions of Schubert classes [OQG(x)] for x ∈ Waf , where convergence holds in the sense of [KaNS,
Proposition 5.11].

Similarly, we define KH×C∗(QG) to be the Z[q±1][P ]-submodule of K
Ĩ
(Qrat

G ) consisting of all

convergent infinite Z[q±1][P ]-linear combinations of Schubert classes [OQG(x)] for x ∈ W≥0
af .

The classes {[OQG(x)]}x∈Waf
satisfy a notion of topological linear independence in K

Ĩ
(Qrat

G )
given precisely by [KaNS, Proposition 5.11]. In particular, a convergent sum

∑
x∈Waf

cx ·[OQG(x)]

with cx ∈ Z[q±1][P ] can equal 0 if and only if all cx = 0. Thus, the {[OQG(x)]}x∈Waf
form a
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topological Z[q±1][P ]-basis of KH×C∗(Qrat
G ) since they are linearly independent in this way and

each element of KH×C∗(Qrat
G ) is, by definition, a convergent Z[q±1][P ]-linear combination of

them. Also, one has [OQG(x)(λ)] ∈ KH×C∗(Qrat
G ) for any x ∈ Waf and λ ∈ P , thanks to the

Chevalley formulas for dominant weights [KaNS] and anti-dominant weights [NOS]. Similar (in
fact, equivalent) assertions hold for KH×C∗(QG).

Definition 3.2. Define K ⊂ KH×C∗(Qrat
G ) to be the Z[q±1]-submodule consisting of all finite

Z[q±1]-linear combinations of the classes {[OQG(x)(λ)]}x∈Waf , λ∈P .

By definition, K is only a Z[q±1]-submodule of KH×C∗(Qrat
G ). But, as shown in [O, Theo-

rem 5.1], K is indeed a Z[q±1][P ]-submodule of KH×C∗(Qrat
G ); here we recall the identification

KH×C∗(pt) ≃ Z[q±1][P ]. We note that the classes {[OQG(x)(λ)]}x∈Waf , λ∈P are linearly indepen-

dent over Z[q±1], again by the Chevalley formula of [KaNS].
To summarize, we have the following chain of Z[q±1][P ]-modules (and K

Ĩ
(Qrat

G ) is in fact a

Z[P ]((q−1))-module):
K ⊂ KH×C∗(Qrat

G ) ⊂ K
Ĩ
(Qrat

G ).

3.3. Inverse K-Chevalley formula for minuscule weights. In this subsection, we review
the inverse Chevalley formula for minuscule weights, obtained in [KoNOS, Theorem 3.14]. As-
sume that g is simply-laced, but not of type E8; in this subsection, we identify

∑
i∈I ciαi ∈ Q with∑

i∈I ciα
∨
i ∈ Q∨, as mentioned in Section 2.3. Let λ ∈ P be a (not necessarily dominant) minus-

cule weight, with ϖk the unique minuscule fundamental weight contained in Wλ. Let x ∈ W be
the unique minimal-length element of W such that λ = xϖk, and let y ∈ W be the (unique) el-
ement such that yx is the unique minimal-length element in

{
w ∈ W | wϖk = w◦ϖk

}
; it is easy

to verify that ℓ(yx) = ℓ(y) + ℓ(x). We fix reduced expressions x = sja · · · sj1 and y = si1 · · · sib ,
and define

βr := sjasja−1 · · · sjr+1αjr ∈ ∆+ for 1 ≤ r ≤ a,

γs := sibsib−1
· · · sis+1αis ∈ ∆+ for 1 ≤ s ≤ b.

We set
η⃗ := (η1, . . . , ηm) = (βa, . . . , β1, γ1, . . . , γb), (3.1)

where m = a + b. For w ∈ W , let QWI
λ,w denote the set of sequences (w0, w1, . . . , wm) such

that

• w0 = w;
• wt ∈

{
wt−1, sηtwt−1

}
for all 1 ≤ t ≤ m;

• for 1 ≤ t ≤ m such that wt = sγtwt−1, wt−1 → wt = sγtwt−1 is an edge (labeled by

|w−1
t−1γt| = |w−1

t γt|) in the quantum Bruhat graph QBG(W ).

Given w = (w0, w1, . . . , wm) ∈ QWI
λ,w, let S−(w)I denote the set of steps t, for 1 ≤ t ≤ a,

such that wt = wt−1 and (ρ, w−1
t−1ηt) = 1 (or equivalently, w−1

t−1ηt is a simple root). Similarly, let

S+(w)I denote the set of steps t, for a < t ≤ m, such that wt = wt−1 and (ρ, w−1
t−1ηt) = −1 (or

equivalently, −wt−1ηt is a simple root). Let S(w)I = S−(w)I ∪ S+(w)I, and define Q̃W
I

λ,w to

consist of all pairs (w,b) where w ∈ QWI
λ,w and b is a {0, 1}-valued function on S(w)I. For

(w,b) ∈ Q̃W
I

λ,w, we define

(−1)(w,b) :=
∏

1≤t≤a
wt<wt−1

(−1)
∏

a<t≤m
wt>wt−1

(−1)
∏

t∈S(w)I

(−1)b(t),

and

wt0(w,b)I := 0,

wtt(w,b)I := wtt−1(w,b)I +


−b(t)w◦w

−1
t−1ηt if t ∈ S−(w)I,

w◦w
−1
t−1ηt if wt < wt−1,

0 otherwise,

for 1 ≤ t ≤ a



INVERSE K-CHEVALLEY FORMULAS II 7

wtt(w,b)I := wtt−1(w,b)I +


b(t)w◦w

−1
t−1ηt if t ∈ S+(w)I,

w◦w
−1
t−1ηt if wt < wt−1,

0 otherwise,

for a < t ≤ m;

define wt(w,b)I := wtn(w,b)I, and set dt(w,b) := wtt(w,b)I − wtt−1(w,b)I for 1 ≤ t ≤ m.
Then we define

deg−0 (w,b)I = 0,

deg−t (w,b)I = deg−t−1(w,b)I +
(dt(w,b), dt(w,b))

2
+ (dt(w,b),wtt−1(w,b)I) for 1 ≤ t ≤ a

deg+a (w,b)I = deg−a (w,b)I + (−w◦w
−1
a λ, wta(w,b)I)

deg+t (w,b)I = deg+t−1(w,b)I +
(dt(w,b), dt(w,b))

2
+ (dt(w,b),wtt−1(w,b)I) for a < t ≤ m;

define deg(w,b)I = deg+m(w,b)I ∈ Z.

Theorem 3.3 ([KoNOS, Theorem 3.14]). For any minuscule λ ∈ P and w ∈ W , we have in
K ⊂ KH×C∗(Qrat

G ),

eλ · [OQG(w)] =∑
(w,b)∈Q̃W

I

λ,w

(−1)(w,b)qdeg(w,b)I · [OQG(wmt−w◦ wt(w,b)I
)(−w◦w

−1
a λ+wt(w,b)I)]. (3.2)

3.4. Inverse K-Chevalley formula for arbitrary weights. Let λ ∈ P , and

Γ : A◦ = A0
γ1−→ A1

γ2−→ · · · γm−−→ Am = Aλ

be an alcove path from the fundamental alcove A◦ to Aλ; for 1 ≤ t ≤ m, let Hγt,lt be the
affine hyperplane between At−1 and At. For w ∈ W , let QWλ,w = QWλ,w(Γ) denote the set of
sequences (w0, w1, . . . , wm) such that

• w0 = w;
• wt ∈

{
wt−1, sγtwt−1

}
for all 1 ≤ t ≤ m;

• for 1 ≤ t ≤ m such that wt = sγtwt−1, wt−1 → wt = sγtwt−1 is an edge in the quantum

Bruhat graph QBG(W ); note that the label of this edge is |w−1
t−1γt| = |w−1

t γt|.
For w = (w0, w1, . . . , wm) ∈ QWλ,w, we define

end(w) := wm, (3.3)

T (w) :=
{
1 ≤ t ≤ m | wt = sγtwt−1

}
, (3.4)

T−(w) :=
{
1 ≤ t ≤ m | wt−1 > wt

}
⊂ T (w), (3.5)

S(w) :=
{
1 ≤ t ≤ m | wt = wt−1 and −w−1

t γt is a simple root
}
. (3.6)

We set

Q̃Wλ,w = Q̃Wλ,w(Γ) :=
{
(w,b) | w ∈ QWλ,w(Γ) and b : S(w) → {0, 1}

}
. (3.7)

For (w,b) ∈ Q̃Wλ,w, we define

end(w,b) := end(w), (3.8)

(−1)(w,b) :=
∏

1≤t≤m

γt∈∆−

wt−1>wt

(−1)
∏

1≤t≤m

γt∈∆+

wt−1<wt

(−1)
∏

t∈S(w)

(−1)b(t)

=
∏

t∈T (w)

w−1
t−1γt∈∆+

(−1)
∏

t∈S(w)

(−1)b(t) =
∏

t∈T (w)

w−1
t γt∈∆−

(−1)
∏

t∈S(w)

(−1)b(t), (3.9)
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qwtt(w,b) :=

∑
1≤u≤t

u∈T−(w)

|w−1
u γu|+

∑
1≤u≤t

u∈S(w)

(−b(u)w−1
u γu) for 0 ≤ t ≤ m,

qwt(w,b) := qwtm(w,b),

(3.10)


qwt∨t (w,b) :=

∑
1≤u≤t

u∈T−(w)

|w−1
u γu|∨ +

∑
1≤u≤t

u∈S(w)

(−b(u)w−1
u γ∨u ) for 0 ≤ t ≤ m,

qwt∨(w,b) := qwt∨m(w,b),

(3.11)


r̂0(w) := w−1,

r̂t(w) :=

{
r̂t−1(w)r̂γt,lt if t ∈ T (w),

r̂t−1(w) otherwise,
for 1 ≤ t ≤ m,

(3.12)



wt0(w) := r̂0(w)λ = w−1λ,

wtt(w) := r̂t(w)λ− r̂t−1(w)λ for 1 ≤ t ≤ m,

wt(w) := r̂m(w)λ =

m∑
t=0

wtt(w), wt(w,b) := wt(w),

(3.13)

deg(w,b) :=
1

2
⟨qwt(w,b), qwt∨(w,b)⟩+ deg′(w,b), (3.14)

where

deg′(w,b) :=

m∑
t=1

⟨wtt(w), qwt∨t (w,b)⟩ −
∑

t∈T−(w)

sgn(γt)l
′
t −

∑
t∈S(w)

b(t)l′t. (3.15)

The main result of this paper is the following inverse K-Chevalley formula in K ⊂ KH×C∗(Qrat
G ),

which generalizes Theorem 3.3 to the case that λ ∈ P is an arbitrary weight (see also Section 4
below).

Theorem 3.4. Assume that g is simply-laced, but not of type E8. Let λ ∈ P be an arbitrary
weight, and Γ ∈ AP(λ). For w ∈ W , the following equality holds in K ⊂ KH×C∗(Qrat

G ):

eλ · [OQG(w)] =

∑
(w,b)∈Q̃Wλ,w(Γ)

=:G(w,b)︷ ︸︸ ︷
(−1)(w,b)qdeg(w,b)[OQG(end(w)tqwt∨(w,b))

(−w◦wt(w)− w◦ qwt(w,b))]

︸ ︷︷ ︸
=:Fλ,w(Γ)

. (3.16)

An example in type A2 is given in Appendix B.

Remark 3.5. The degree function deg defined in (3.14) and (3.15) may seem ad hoc to the
reader. In fact, it arises naturally from commutation relations in the q-Heisenberg algebra used
in [KoNOS].

3.5. Outline of the proof of Theorem 3.4. Keep the setting of Theorem 3.4. Using Theo-
rem 3.3, we first prove the following.

Proposition 3.6 (to be proved in Section 4). Assume that λ ∈ P is a minuscule weight. Then,
there exists Γ ∈ APred(λ) for which Theorem 3.4 holds.

For a minuscule weight λ ∈ P , let AP◦
red(λ) denote the subset of APred(λ) consisting of those

elements for which Theorem 3.4 holds.
Next we prove the following.
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Proposition 3.7 (to be proved in Section 5). Let λ, µ ∈ P , and Γ ∈ AP(λ), Ξ ∈ AP(µ).
Assume that both of the equalities eλ · [OQG(w)] = Fλ,w(Γ) and eµ · [OQG(w)] = Fµ,w(Ξ) hold

in K ⊂ KH×C∗(Qrat
G ) for all w ∈ W . Then we have eλ+µ · [OQG(w)] = Fλ+µ,w(Γ ∗ Ξ) in

K ⊂ KH×C∗(Qrat
G ) for all w ∈ W .

Here we know the following fact from [S] (see also [L, Theorem 2.1]); recall that g is simply-
laced, but not of type E8.

Proposition 3.8. For each λ ∈ P , there exist minuscule weights ν1, ν2, . . . , νs ∈ P such that
λ = ν1 + ν2 + · · ·+ νs.

For λ ∈ P , we define m(λ) to be the set of all finite sequences (ν1, ν2, . . . , νs), s ≥ 0, of
minuscule weights in P such that λ = ν1 + ν2 + · · ·+ νs, and set

AP∗(λ) :=
⋃

(ν1,ν2,...,νs)∈m(λ)

{
Γ1 ∗ · · · ∗ Γs | Γu ∈ AP◦

red(νu), 1 ≤ u ≤ s
}
; (3.17)

notice that AP∗(λ) ̸= ∅ by Propositions 3.6 and 3.8. Combining Propositions 3.6 and 3.7, we
obtain the following.

Corollary 3.9. Theorem 3.4 holds for arbitrary λ ∈ P and Γ ∈ AP0(λ).

Also, we know the following fact from the proof of [LP2, Lemma 9.3].

Proposition 3.10. Let λ ∈ P . Let Γ ∈ APred(λ) and Γ′ ∈ AP(λ). Then, Γ can be obtained
from Γ′ by repeated application of the following procedures (YB) and (D):

(YB) for α, β ∈ ∆ such that ⟨α, β∨⟩ ≤ 0, or equivalently, ⟨β, α∨⟩ ≤ 0, one replaces a segment
α, sαβ, sαsβα, . . . , sβα, β by β, sβα, . . . , sαsβα, sαβ, α ;

(D) one deletes a segment of the form α, −α for α ∈ ∆.

Remark 3.11. Since g is simply-laced, if α, β ∈ ∆ satisfy ⟨α, β∨⟩ ≤ 0, or equivalently ⟨β, α∨⟩ ≤ 0,
then either of the following holds:

(a) ⟨α, β∨⟩ = ⟨β, α∨⟩ = 0, (b) ⟨α, β∨⟩ = ⟨β, α∨⟩ = −1.

If (a) (resp., (b)) holds, then (YB) is just the following replacement:

α, β 7→ β, α (resp., α, α+ β, β 7→ β, α+ β, α).

Theorem 3.12 (to be proved in Section 7). Let λ ∈ P and w ∈ W . Let Γ,Ξ ∈ AP(λ), and
assume that Ξ is obtained from Γ by (YB) in Proposition 3.10. Then, there exist a subset

Q̃W
(0)

λ,w(Γ) of Q̃Wλ,w(Γ) and a subset Q̃W
(0)

λ,w(Ξ) of Q̃Wλ,w(Ξ) such that the following hold :

(1) There exists a bijection YB : Q̃W
(0)

λ,w(Γ) → Q̃W
(0)

λ,w(Ξ) satisfying the conditions that for

(w,b) ∈ Q̃W
(0)

λ,w(Γ),
(−1)YB(w,b) = (−1)(w,b), end(YB(w,b)) = end(w,b),

qwt(YB(w,b)) = qwt(w,b), qwt∨(YB(w,b)) = qwt∨(w,b),

wt(YB(w,b)) = wt(w,b), deg(YB(w,b)) = deg(w,b).

(3.18)

(2) There exists an involution YB on Q̃Wλ,w(Γ) \ Q̃W
(0)

λ,w(Γ) satisfying the conditions that

for (w,b) ∈ Q̃Wλ,w(Γ) \ Q̃W
(0)

λ,w(Γ),
(−1)YB(w,b) = −(−1)(w,b), end(YB(w,b)) = end(w,b),

qwt(YB(w,b)) = qwt(w,b), qwt∨(YB(w,b)) = qwt∨(w,b),

wt(YB(w,b)) = wt(w,b), deg(YB(w,b)) = deg(w,b).

(3.19)

(3) There exists an involution YB on Q̃Wλ,w(Ξ)\Q̃W
(0)

λ,w(Ξ) satisfying the same conditions
as in (3.19).
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Corollary 3.13. Let λ ∈ P and w ∈ W . Let Γ,Ξ ∈ AP(λ). If Ξ is obtained from Γ by (YB),
then Fλ,w(Γ) = Fλ,w(Ξ) holds in K ⊂ KH×C∗(Qrat

G ).

Theorem 3.14 (to be proved in Section 6). Let λ ∈ P and w ∈ W . Let Γ,Ξ ∈ AP(λ),
and assume that Ξ is obtained from Γ by (D) in Proposition 3.10. Then, there exists a subset

Q̃W
(1)

λ,w(Γ) of Q̃Wλ,w(Γ) such that the following hold :

(1) There exists a bijection D : Q̃W
(1)

λ,w(Γ) → Q̃Wλ,w(Ξ) satisfying the conditions that for

(w,b) ∈ Q̃W
(1)

λ,w(Γ),
(−1)D(w,b) = (−1)(w,b), end(D(w,b)) = end(w,b),

qwt(D(w,b)) = qwt(w,b), qwt∨(D(w,b)) = qwt∨(w,b),

wt(D(w,b)) = wt(w,b), deg(D(w,b)) = deg(w,b).

(3.20)

(2) There exists an involution D on Q̃Wλ,w(Γ) \ Q̃W
(1)

λ,w(Γ) satisfying the conditions that

for (w,b) ∈ Q̃Wλ,w(Γ) \ Q̃W
(1)

λ,w(Γ),
(−1)D(w,b) = −(−1)(w,b), end(D(w,b)) = end(w,b),

qwt(D(w,b)) = qwt(w,b), qwt∨(D(w,b)) = qwt∨(w,b),

wt(D(w,b)) = wt(w,b), deg(D(w,b)) = deg(w,b).

(3.21)

Corollary 3.15. Let λ ∈ P and w ∈ W . Let Γ,Ξ ∈ AP(λ). If Ξ is obtained from Γ by (D),
then Fλ,w(Γ) = Fλ,w(Ξ) holds in K ⊂ KH×C∗(Qrat

G ).

Let Γ ∈ AP∗(λ) and Ξ ∈ APred(λ). By Proposition 3.10, there exists a sequence Γ =
Γ0,Γ1, . . . ,Γp = Ξ of elements in AP(λ) such that Γq is obtained from Γq−1 by (YB) or (D)
for each 1 ≤ q ≤ p. By making use of Corollaries 3.13 and 3.15 repeatedly, we deduce that
Fλ,w(Γ) = Fλ,w(Ξ) holds in K. Since eλ · [OQG(w)] = Fλ,w(Γ) in K by Corollary 3.9, we obtain
the following.

Corollary 3.16. Theorem 3.4 holds for arbitrary λ ∈ P and Γ ∈ APred(λ).

Finally, let Γ ∈ AP(λ) and Ξ ∈ APred(λ). By the same argument as above, we deduce that
Fλ,w(Γ) = Fλ,w(Ξ) holds in K. Since eλ ·[OQG(w)] = Fλ,w(Ξ) in K by Corollary 3.16, we conclude
that Theorem 3.4 holds for arbitrary λ ∈ P and Γ ∈ AP(λ).

3.6. A few technical remarks about the proof. Keep the notation and setting of Section 3.4.
Let w ∈ QWλ,w(Γ). Let 0 ≤ t ≤ m, and let t1 < t2 < · · · < tc be the elements of T (w) (see
(3.4)) less than or equal to t. Then we have

r̂t(w)λ = w−1r̂γt1 ,lt1 · · · r̂γtc ,ltc (λ)
= w−1r̂γt1 ,lt1 · · · r̂γtc−1 ,ltc−1

(sγtcλ+ ltcγtc)

= w−1r̂γt1 ,lt1 · · · r̂γtc−2 ,ltc−2
(sγtc−1

sγtcλ+ ltcsγtc−1
γtc + ltc−1γtc−1)

= · · · · · · · · · · · ·

= w−1sγt1 · · · sγtc−1
sγtc︸ ︷︷ ︸

=w−1
t

λ+
c∑

a=1

ltaw
−1sγt1 · · · sγta−1

γta . (3.22)

Using this formula, we can show that for 1 ≤ t ≤ m,

wtt(w) = r̂t(w)λ− r̂t−1(w)λ =

{
−l′tw

−1
t−1γt if t ∈ T (w),

0 otherwise.
(3.23)



INVERSE K-CHEVALLEY FORMULAS II 11

Indeed, if t /∈ T (w), then it is obvious that wtt(w) = 0 since r̂t(w) = r̂t−1(w). Assume that
t ∈ T (w); note that in this case, tc = t, and w−1sγt1 · · · sγtc−1

γtc = w−1
t−1γt. We see that

wtt(w) = r̂t(w)λ− r̂t−1(w)λ = w−1
t λ− w−1

t−1λ+ ltw
−1
t−1γt

= w−1
t−1sγtλ− w−1

t−1λ+ ltw
−1
t−1γt = −⟨λ, γ∨t ⟩w−1

t−1γt + ltw
−1
t−1γt

= −l′tw
−1
t−1γt.

This proves (3.23), as desired.

4. Proof of Proposition 3.6.

In this section, we assume that λ ∈ P is a (not necessarily dominant) minuscule weight; as in
Section 3.3, let ϖk be the unique minuscule fundamental weight contained in Wλ, and let x ∈ W
be the unique minimal-length element of W such that λ = xϖk. Also, let y ∈ W be the (unique)
element such that yx is the unique minimal-length element in

{
w ∈ W | wϖk = w◦ϖk

}
; recall

that ℓ(yx) = ℓ(y) + ℓ(x). Let x = sja · · · sj1 and y = si1 · · · sib be reduced expressions for x and
y, respectively, and set

βc := sja · · · sjc+1αjc ∈ ∆+ for 1 ≤ c ≤ a,

ζd := sib · · · sid+1
αid ∈ ∆+ for 1 ≤ d ≤ b.

Lemma 4.1 (cf. (3.1)). In the notation and setting above,

Γ = (−βa, . . . ,−β1, ζ1, . . . , ζb) ∈ APred(λ). (4.1)

Moreover, for 1 ≤ c ≤ a, the affine hyperplane between the (c− 1)-th alcove and the c-th alcove
in Γ is H−βa−c+1,0, and for 1 ≤ d ≤ b, the affine hyperplane between the (a + d − 1)-th alcove
and the (a+ d)-th alcove in Γ is Hζd,1.

Proof. Consider a dominant weight µ, and an element w in the set Wµ of minimal(-length)
coset representatives modulo the stabilizer of µ, denoted Wµ (as a parabolic subgroup). In the
extended affine Weyl group, we have the following length-additive factorization of the translation
element twµ:

twµ = w(tµw
−1). (4.2)

Indeed, this follows from the well-known equality ℓ(twµ) = ℓ(tµ) (see, for example, [M, (2.4.1)])
and the fact that

ℓ(tµw
−1) = ℓ(wt−µ) = ℓ(t−µ)− ℓ(w) = ℓ(tµ)− ℓ(w).

The first and last equalities above are obvious, while the second one is the straightforward
extension to the extended affine Weyl group of the corresponding result in [LS, Lemma 3.3];
indeed, the hypothesis of the mentioned lemma is satisfied, as −µ is anti-dominant and w ∈ Wµ.

Now consider the following reduced alcove paths: ∆ from A◦ to wA◦, and Ξ from A◦ to
w−1A◦+µ. The reduced alcove paths ∆ and wΞ can be concatenated (as sequences of alcoves),
and we obtain in this way the alcove path ∆ ∗ wΞ in AP(wµ). In fact, ∆ ∗ wΞ is in APred(wµ),
due to the length-additive factorization (4.2).

We now specialize µ = ϖk and w = x, so we obtain ∆ ∗ xΞ in APred(λ). The reduced
alcove path ∆, written as a sequence of roots, can be obtained from the reduced decomposition
x = sja . . . sj1 as needed; see [Hu, Theorem 4.5].

It remains to analyze the reduced alcove path xΞ. Upon translation by −λ = −xϖk and rever-
sal, we obtain a reduced alcove path from A◦ to x(A◦−ϖk). We claim that A◦−ϖk = ⌊w◦⌋−1A◦,
where ⌊u⌋ ∈ Wϖk denotes the minimal(-length) coset representative of uWϖk

. Therefore, we
have x(A◦ −ϖk) = x⌊w◦⌋−1A◦ = y−1A◦. We conclude that, as a sequence of roots, the alcove
path xΞ is obtained from the reduced decomposition y−1 = sib . . . si1 by reversing the sequence
of roots given by [Hu, Theorem 4.5].

Finally, we address the claim that A◦ − ϖk = ⌊w◦⌋−1A◦. Using the assumption that ϖk is
a minuscule fundamental weight, we have A◦ − ϖk = vA◦ for some v ∈ W . Indeed, for any
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positive root β, we have precisely ⟨ϖk, β
∨⟩ hyperplanes separating A◦ and A◦ − ϖk, that is,

either 0 or 1; in the second case, the respective hyperplane is Hβ,0. On another hand, we have

⟨ϖk, β
∨⟩ ̸= 0 ⇐⇒ β ∈ ∆+ \∆+

ϖk
⇐⇒ β ∈ Inv(w◦w

ϖk
◦ );

here, ∆+
ϖk

denotes the positive roots corresponding to the parabolic subgroup Wϖk
, wϖk◦ denotes

the longest element of Wϖk
, and Inv(u) denotes the inversion set of u, namely ∆+ ∩u−1(−∆+).

We conclude that the hyperplanes separating A◦ from vA◦ are precisely those Hβ,0 for which β ∈
Inv(⌊w◦⌋). But it is well-known that these hyperplanes correspond to Inv(v−1). As Weyl group
elements are uniquely determined by their inversion sets (see, for example, [HL, Proposition 2.1]
or [M, (2.2.6)]), we deduce v = ⌊w◦⌋−1. This concludes the proof. □

We write the Γ in Lemma 4.1 as Γ = (γ1, . . . , γa+b), i.e.,

Γ = (γ1, . . . , γa+b) = (−βa, . . . ,−β1, ζ1, . . . , ζb).

For 1 ≤ t ≤ a+ b, let Hγt,lt be the affine hyperplane between the (t− 1)-th alcove and the t-th
alcove in Γ; recall that l′t = ⟨λ, γ∨t ⟩ − lt for 1 ≤ t ≤ a+ b. Then we see that

(l1, . . . , la, la+1, . . . , la+b) = (0, . . . , 0, 1, . . . , 1),

(l′1, . . . , l
′
a, l

′
a+1, . . . , l

′
a+b) = (1, . . . , 1, 0, . . . , 0).

Let w ∈ W . We see that the sets QWλ,w = QWλ,w(Γ) and Q̃Wλ,w = Q̃Wλ,w(Γ) agree

with QWI
λ,w and Q̃W

I

λ,w (defined by using η⃗ = (βa, . . . , β1, ζ1, . . . , ζb)), respectively. Let

w = (w0, w1, . . . , wa, wa+1, . . . , wa+b) ∈ QWλ,w. Then we deduce from Lemma 4.1 and (3.22)

that wt(w) = w−1
a λ. Also, we see that the set S(w) agrees with S(w)I, and that qwt(w,b)

(and qwt∨(w,b)) is identical to −w◦wt(w,b)I for (w,b) ∈ Q̃Wλ,w; remark that qwt(w,b) =
qwt∨(w,b) under the identification of roots and coroots, mentioned in Section 2.3.

We will show that the degree function deg(w,b) defined by (3.14) agrees with deg(w,b)I.

Fix (w,b) ∈ Q̃Wλ,w. We set

A :=
∑

u∈T−(w)

Au, B :=
∑

u∈S(w)

Bu,

where

Au :=

a+b∑
t=u

⟨wtt(w), |w−1
u γu|∨⟩ for u ∈ T−(w),

Bu := −b(u)

a+b∑
t=u

⟨wtt(w), w−1
u γ∨u ⟩ for u ∈ S(w),

so that

a+b∑
t=1

⟨wtt(w), qwt∨t (w,b)⟩

=

a+b∑
t=1

∑
1≤u≤t

u∈T−(w)

⟨wtt(w), |w−1
u γu|∨⟩+

a+b∑
t=1

∑
1≤u≤t

u∈S(w)

(−b(t))⟨wtt(w), w−1
t γ∨t ⟩

=
∑

u∈T−(w)

=Au︷ ︸︸ ︷
a+b∑
t=u

⟨wtt(w), |w−1
u γu|∨⟩︸ ︷︷ ︸

=A

+
∑

u∈S(w)

=Bu︷ ︸︸ ︷
(−b(u))

a+b∑
t=u

⟨wtt(w), w−1
t γ∨t ⟩︸ ︷︷ ︸

=B

.
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By (3.23), we observe that wtt(w) = 0 for all a < t ≤ a+ b since l′t = 0 for such a t. Hence we
have

Au = 0 for u ∈ T−(w) such that a < u ≤ a+ b,

Bu = 0 for u ∈ S(w) such that a < u ≤ a+ b.

Since lt = 0 for all 1 ≤ t ≤ a, we see by (3.22) that r̂t(w)λ = w−1
t λ for 0 ≤ t ≤ a. Hence, for

u ∈ T−(w) with 1 ≤ u ≤ a, we have

Au =
a+b∑
t=u

⟨wtt(w), |w−1
u γu|∨⟩ =

a∑
t=u

⟨wtt(w), |w−1
u γu|∨⟩

= ⟨r̂a(w)λ− r̂u−1(w)λ, |w−1
u γu|∨⟩

= ⟨w−1
a λ, |w−1

u γu|∨⟩ − ⟨w−1
u−1λ, |w

−1
u γu|∨⟩.

Here we note that γu ∈ ∆− for all 1 ≤ u ≤ a, which implies that w−1
u γu ∈ ∆− for all u ∈ T−(w)

with 1 ≤ u ≤ a. Therefore,

Au = ⟨w−1
a λ, |w−1

u γu|∨⟩+ ⟨w−1
u−1λ, w

−1
u γ∨u ⟩

= ⟨w−1
a λ, |w−1

u γu|∨⟩ − ⟨λ, γ∨u ⟩ = ⟨w−1
a λ, |w−1

u γu|∨⟩ − 1

= ⟨w−1
a λ, |w−1

u γu|∨⟩+ sgn(γu),

and hence

A =
∑

u∈T−(w)

Au =
∑

u∈T−(w)

1≤u≤a

Au =
∑

u∈T−(w)

1≤u≤a

⟨w−1
a λ, |w−1

u γu|∨⟩+
∑

u∈T−(w)

1≤u≤a

sgn(γu)

=
∑

u∈T−(w)

1≤u≤a

⟨w−1
a λ, |w−1

u γu|∨⟩+
∑

u∈T−(w)

sgn(γu)l
′
u.

Similarly, for u ∈ S(w) with 1 ≤ u ≤ a, we have

Bu = −b(u)

a+b∑
t=u

⟨wtt(w), w−1
u γ∨u ⟩ = −b(u)

a∑
t=u

⟨wtt(w), w−1
u γ∨u ⟩

= −b(u)⟨r̂a(w)λ− r̂u−1(w)λ, w−1
u γ∨u ⟩ = −b(u)(⟨w−1

a λ, w−1
u γ∨u ⟩ − ⟨w−1

u−1λ, w
−1
u γ∨u ⟩)

= −b(u)(⟨w−1
a λ, w−1

u γ∨u ⟩ − ⟨λ, γ∨u ⟩) (note that wu−1 = wu since u ∈ S(w))

= −b(u)(⟨w−1
a λ, w−1

u γ∨u ⟩ − 1) (since ⟨λ, γ∨u ⟩ = ⟨λ, −β∨
a−u+1⟩ = 1),

and hence

B =
∑

u∈S(w)

Bu =
∑

u∈S(w)

1≤u≤a

Bu =
∑

u∈S(w)

1≤u≤a

⟨w−1
a λ, −b(u)w−1

u γ∨u ⟩+
∑

u∈S(w)

1≤u≤a

b(u)

=
∑

u∈S(w)

1≤u≤a

⟨w−1
a λ, −b(u)w−1

u γ∨u ⟩+
∑

u∈S(w)

1≤u≤a

b(u)l′u.

Putting all this together, we deduce that deg′(w,b) = ⟨w−1
a λ, qwt∨a (w,b)⟩, and hence that

deg(w,b) =
1

2
⟨qwt(w,b), qwt∨(w,b)⟩+ ⟨w−1

a λ, qwt∨a (w,b)⟩

=
1

2
(qwt(w,b), qwt(w,b)) + (w−1

a λ, qwta(w,b)),

which agrees with deg(w,b)I, as desired. Therefore, by Theorem 3.3, we conclude that Theo-
rem 3.4 holds for Γ ∈ APred(λ) of the form (4.1). This completes the proof of Proposition 3.6.
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5. Proof of Proposition 3.7.

Recall the notation and setting of Proposition 3.7, equation (2.5), and Remark 2.4. We write
Γ ∈ AP(λ) and Ξ ∈ AP(µ) as: Γ = (γ1, . . . , γm) and Ξ = (ξ1, . . . , ξp), respectively. If we set
γt := ξt−m for m+ 1 ≤ t ≤ m+ p, then

Γ ∗ Ξ = (γ1, . . . , γm, ξ1, . . . , ξp) = (γ1, . . . , γm+p).

For 1 ≤ t ≤ m, let Hγt,lt be the affine hyperplane between the (t − 1)-th alcove and the t-th
alcove in Γ. Similarly, for 1 ≤ q ≤ p, let Hξq ,kq be the affine hyperplane between the (q − 1)-th
alcove and the q-th alcove in Ξ. Then the affine hyperplane between the (t−1)-th alcove and the
t-th alcove in Γ∗Ξ is Hγt,lt (resp., Hξt−m,⟨λ, ξ∨t−m⟩+kt−m

) for 1 ≤ t ≤ m (resp., m+1 ≤ t ≤ m+p);

we set lt := ⟨λ, ξ∨t−m⟩+ kt−m for m+ 1 ≤ t ≤ m+ p. Also, we set
l′′t := ⟨λ+ µ, γ∨t ⟩ − lt for 1 ≤ t ≤ m+ p,

l′t := ⟨λ, γ∨t ⟩ − lt for 1 ≤ t ≤ m,

k′q := ⟨µ, ξ∨q ⟩ − kq = ⟨µ, γ∨m+q⟩ − lm+q for 1 ≤ q ≤ p.

(5.1)

For w = (w0, . . . , wm) ∈ QWλ,w(Γ) and v = (v0, v1, . . . , vp) ∈ QWµ,end(w)(Ξ) (note that

end(w) = wm), we set

w ∗ v := (w0, . . . , wm, v1, . . . , vp) ∈ QWλ+µ,w(Γ ∗ Ξ); (5.2)

if we set wq := vq−m for m+ 1 ≤ q ≤ m+ p, then we can write w ∗ v as:

w ∗ v = (w0, . . . , wm, v1, . . . , vp) = (w0, . . . , wm, wm+1, . . . , wm+p);

note that S(w ∗ v) ⊂ [1,m + p]. We see that S(w ∗ v) = S(w) ⊔
{
m + q | q ∈ S(v)

}
. For

b : S(w) → {0, 1} and c : S(v) → {0, 1}, we define b ∗ c : S(w ∗ v) → {0, 1} by

(b ∗ c)(t) :=

{
b(t) if t ∈ S(w),

c(t−m) if t ∈
{
m+ q | q ∈ S(v)

}
.

(5.3)

Then it follows that

Q̃Wλ+µ,w(Γ ∗ Ξ) =

(w ∗ v,b ∗ c)

∣∣∣∣∣ (w,b) ∈ Q̃Wλ,w(Γ),

(v, c) ∈ Q̃Wµ,end(w)(Ξ)

 . (5.4)

By the assumption, we have in K ⊂ KH×C∗(Qrat
G ),

eλ+µ · [OQG(w)]

=
∑

(w,b)∈Q̃Wλ,w(Γ)

(−1)(w,b)qdeg(w,b)eµ · [OQG(end(w)tqwt∨(w,b))
(−w◦wt(w)− w◦ qwt(w,b))]

=
∑

(w,b)∈Q̃Wλ,w(Γ)

∑
(v,c)∈Q̃Wµ,end(w)(Ξ)

(−1)(w,b)(−1)(v,c)×

qdeg(w,b)+deg(v,c)+⟨wt(v)+qwt(v,c), qwt∨(w,b)⟩×
[OQG(end(v)tqwt∨(w,b)+qwt∨(v,c))

(−w◦wt(w)− w◦ qwt(w,b)− w◦wt(v)− w◦ qwt(v, c))]

=: (♠)
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We can easily verify that
(−1)(w,b)(−1)(v,c) = (−1)(w∗c,b∗c),

qwt(w,b) + qwt(v, c) = qwt(w ∗ c,b ∗ c),
qwt∨(w,b) + qwt∨(v, c) = qwt∨(w ∗ c,b ∗ c),
end(v) = end(w ∗ v).

(5.5)

First we claim that

wt(w) + wt(v) = wt(w ∗ v). (5.6)

Let w = (w0, w1, . . . , wm) ∈ QWλ,w and v = (v0, v1, . . . , vp) ∈ QWµ,end(w). If we write

T (w) =
{
1 ≤ t ≤ m | wt−1 ̸= wt

}
=

{
t1 < t2 < · · · < tc

}
,

T (v) =
{
1 ≤ q ≤ p | vq−1 ̸= vq

}
=

{
q1 < q2 < · · · < qd

}
,

then we see by (3.22) that

wt(w) = w−1sγt1 · · · sγtc−1
sγtc︸ ︷︷ ︸

=w−1
m =end(w)−1

λ+

c∑
a=1

ltaw
−1sγt1 · · · sγta−1

γta ,

and that

wt(v) = w−1
m sξq1 · · · sξqd−1

sξqdµ+

d∑
b=1

kqbw
−1
m sξq1 · · · sξqb−1

ξqb

= w−1sγt1 · · · sγtcsξq1 · · · sξqdµ+

d∑
b=1

kqbw
−1sγt1 · · · sγtcsξq1 · · · sξqb−1

ξqb .

Also, we deduce from Remark 2.4 and (3.22) that

wt(w ∗ v) = w−1sγt1 · · · sγtcsξq1 · · · sξqd (λ+ µ)

+
c∑

a=1

ltaw
−1sγt1 · · · sγta−1

γta +
d∑

b=1

(⟨λ, ξ∨qb⟩+ kqb)w
−1sγt1 · · · sγtcsξq1 · · · sξqb−1

ξqb .

Since

sξq1 · · · sξqdλ = λ−
d∑

b=1

⟨λ, ξ∨qb⟩sξq1 · · · sξqb−1
ξqb ,

we obtain (5.6), as desired.
Next we claim that

deg(w,b) + deg(v, c) + ⟨wt(v) + qwt(v, c), qwt∨(w,b)⟩ = deg(w ∗ v,b ∗ c). (5.7)

We use qwt(w∗v,b∗c) = qwt(w,b)+qwt(v, c) and qwt∨(w∗v,b∗c) = qwt∨(w,b)+qwt∨(v, c)
to obtain

1

2
⟨qwt(w ∗ v,b ∗ c), qwt∨(w ∗ v,b ∗ c)⟩

=
1

2
⟨qwt(w,b), qwt∨(w,b)⟩+ 1

2
⟨qwt(v, c), qwt∨(v, c)⟩,

+
1

2
⟨qwt(v, c), qwt∨(w,b)⟩+ 1

2
⟨qwt(w,b), qwt∨(v, c)⟩︸ ︷︷ ︸

=⟨qwt(v,c), qwt∨(w,b)⟩ since g is simply-laced

,

which enables us to simplify (5.7) as:

deg′(w ∗ v,b ∗ c) = deg′(w,b) + deg′(v, c) + ⟨wt(v), qwt∨(w,b)⟩. (5.8)
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Thus, what we need to show is:

m+p∑
t=1

⟨wtt(w ∗ v), qwt∨t (w ∗ v,b ∗ c)⟩ −
∑

t∈T−(w∗v)

sgn(γt)l
′′
t −

∑
t∈S(w∗v)

(b ∗ c)(t)l′′t

=
m∑
t=1

⟨wtt(w), qwt∨t (w,b)⟩ −
∑

t∈T−(w)

sgn(γt)l
′
t −

∑
t∈S(w)

b(t)l′t

+

p∑
q=1

⟨wtq(v), qwt∨q (v, c)⟩ −
∑

q∈T−(v)

sgn(ξq)k
′
q −

∑
q∈S(v)

c(q)k′q

+ ⟨wt(v), qwt∨(w,b)⟩.

(5.9)

Let us write a part (i.e., the first sum) of deg′(w ∗ v,b ∗ c) as follows:
m+p∑
t=1

⟨wtt(w ∗ v), qwt∨t (w ∗ v,b ∗ c)⟩ =
∑

u∈T−(w∗v)

Au +
∑

u∈S(w∗v)

Bu,

where

Au :=

m+p∑
t=u

⟨wtt(w ∗ v), |w−1
u γu|∨⟩ for u ∈ T−(w ∗ v),

Bu := −(b ∗ c)(u)
m+p∑
t=u

⟨wtt(w ∗ v), w−1
u γ∨u ⟩ for u ∈ S(w ∗ v).

For m < t ≤ m+ p, we have

l′′t = ⟨λ+ µ, ξ∨t−m⟩ − (kt−m + ⟨λ, ξ∨t−m⟩) = ⟨µ, ξ∨t−m⟩ − kt−m = k′t−m, (5.10)

and hence

wtt(w ∗ v) =

−l′′tw
−1
t−1γt if t ∈ T (w ∗ v),

0 otherwise
by (3.23)

=

−k′t−mv−1
t−m−1ξt−m if t−m ∈ T (v),

0 otherwise

= wtt−m(v).

Therefore, we deduce that

Au =

m+p∑
t=u

⟨wtt(w ∗ v), |w−1
u γu|∨⟩ =

p∑
t=u−m

⟨wtt(v), |v−1
u−mξu−m|∨⟩

for u ∈ T−(w ∗ v) with m < u ≤ m+ p, and that

Bu = −(b ∗ c)(u)
m+p∑
t=u

⟨wtt(w ∗ v), w−1
u γ∨u ⟩ = −c(u−m)

p∑
t=u−m

⟨wtt(v), v−1
u−mξ∨u−m⟩

for u ∈ S(w ∗ v) with m < u ≤ m+ p. Here we remark that

p∑
q=1

⟨wtq(v), qwt∨q (v, c)⟩ =
∑

u∈T−(v)

A′
u +

∑
u∈S(v)

B′
u,
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where

A′
u :=

p∑
t=u

⟨wtt(v), |v−1
u ξu|∨⟩ for u ∈ T−(v),

B′
u := −c(u)

p∑
t=u

⟨wtt(v), v−1
u ξ∨u ⟩ for u ∈ S(v).

Since Au = A′
u−m for u ∈ T−(w ∗ v) ∩ {m+ 1,m+ 2, . . . ,m+ p} = {m+ u′ | u′ ∈ T−(v)}, and

since Bu = B′
u−m for u ∈ S(w ∗v)∩{m+1,m+2, . . . ,m+ p} = {m+u′ | u′ ∈ S(v)}, it follows

that ∑
u∈T−(w∗v)
m<u≤m+p

Au +
∑

u∈S(w∗v)
m<u≤m+p

Bu =

p∑
q=1

⟨wtq(v), qwt∨q (v, c)⟩.

Thus, equation (5.9) (which we need to show) is equivalent to:∑
u∈T−(w∗v)

1≤u≤m

Au +
∑

u∈S(w∗v)
1≤u≤m

Bu −
∑

t∈T−(w∗v)

sgn(γt)l
′′
t −

∑
t∈S(w∗v)

(b ∗ c)(t)l′′t

=
m∑
t=1

⟨wtt(w), qwt∨t (w,b)⟩ −
∑

t∈T−(w)

sgn(γt)l
′
t −

∑
t∈S(w)

b(t)l′t

−
∑

q∈T−(v)

sgn(ξq)k
′
q −

∑
q∈S(v)

c(q)k′q + ⟨wt(v), qwt∨(w,b)⟩.

(5.11)

If 1 ≤ t ≤ m, then we have

l′′t = ⟨λ+ µ, γ∨t ⟩ − lt = ⟨λ, γ∨t ⟩ − lt + ⟨µ, γ∨t ⟩ = l′t + ⟨µ, γ∨t ⟩, (5.12)

and hence

wtt(w ∗ v) =

{
−l′′tw

−1
t−1γt if t ∈ T (w ∗ v),

0 otherwise
by (3.23)

=

{
−(l′t + ⟨µ, γ∨t ⟩)w−1

t−1γt if t ∈ T (w),

0 otherwise

= wtt(w) + w−1
t µ− w−1

t−1µ.

Therefore, we have

m+p∑
t=u

wtt(w ∗ v) =
m∑
t=u

wtt(w ∗ v) +
m+p∑

t=m+1

wtt(w ∗ v)︸ ︷︷ ︸
=wtt−m(v)

= w−1
m µ− w−1

u−1µ+

m∑
t=u

wtt(w) + wt(v)− w−1
m µ.

Hence we deduce that

Au = ⟨−w−1
u−1µ, |w

−1
u γu|∨⟩+

m∑
t=u

⟨wtt(w), |w−1
u γu|∨⟩+ ⟨wt(v), |w−1

u γu|∨⟩

= sgn(γu)⟨µ, γ∨u ⟩+
m∑
t=u

⟨wtt(w), |w−1
u γu|∨⟩+ ⟨wt(v), |w−1

u γu|∨⟩
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for u ∈ T−(w ∗ v) with 1 ≤ u ≤ m, and that

Bu = b(u)⟨µ, γ∨u ⟩ − b(u)

m∑
t=u

⟨wtt(w), w−1
u γ∨u ⟩ − b(u)⟨wt(v), w−1

u γ∨u ⟩

for u ∈ S(w ∗ v) with 1 ≤ u ≤ m. Here we remark that

m∑
t=1

⟨wtt(w), qwt∨t (w,b)⟩ =
∑

u∈T−(w)

A′′
u +

∑
u∈S(w)

B′′
u,

where

A′′
u :=

m∑
t=u

⟨wtt(w), |w−1
u γu|∨⟩ for u ∈ T−(w),

B′′
u := −b(u)

m∑
t=u

⟨wtt(w), w−1
u γ∨u ⟩ for u ∈ S(w).

Since Au = A′′
u+sgn(γu)⟨µ, γ∨u ⟩+ ⟨wt(v), |w−1

u γu|∨⟩ for u ∈ T−(w∗v)∩{1, 2, . . . ,m} = T−(w),
and since Bu = B′′

u+b(u)⟨µ, γ∨u ⟩−b(u)⟨wt(v), w−1
u γ∨u ⟩ for u ∈ S(w∗v)∩{1, 2, . . . ,m} = S(w),

it follows that∑
u∈T−(w∗v)

1≤u≤m

Au +
∑

u∈S(w∗v)
1≤u≤m

Bu =

m∑
t=1

⟨wtt(w), qwt∨t (w,b)⟩

+
∑

u∈T−(w∗v)
1≤u≤m

(
sgn(γu)⟨µ, γ∨u ⟩+ ⟨wt(v), |w−1

u γu|∨⟩
)

+
∑

u∈S(w∗v)
1≤u≤m

(
b(u)⟨µ, γ∨u ⟩ − b(u)⟨wt(v), w−1

u γ∨u ⟩
)

=
m∑
t=1

⟨wtt(w), qwt∨t (w,b)⟩+ ⟨wt(v), qwt∨(w,b)⟩

+
∑

u∈T−(w∗v)
1≤u≤m

sgn(γu)⟨µ, γ∨u ⟩+
∑

u∈S(w∗v)
1≤u≤m

b(u)⟨µ, γ∨u ⟩.

Thus, equation (5.11) (which we need to show) is equivalent to:∑
u∈T−(w∗v)

1≤u≤m

sgn(γu)⟨µ, γ∨u ⟩+
∑

u∈S(w∗v)
1≤u≤m

b(u)⟨µ, γ∨u ⟩

−
∑

t∈T−(w∗v)

sgn(γt)l
′′
t −

∑
t∈S(w∗v)

(b ∗ c)(t)l′′t

= −
∑

t∈T−(w)

sgn(γt)l
′
t −

∑
t∈S(w)

b(t)l′t −
∑

q∈T−(v)

sgn(ξq)k
′
q −

∑
q∈S(v)

c(q)k′q.

(5.13)

We see by (5.1) and (5.10) that∑
u∈T−(w∗v)

1≤u≤m

sgn(γu)⟨µ, γ∨u ⟩ −
∑

t∈T−(w∗v)

sgn(γt)l
′′
t = −

∑
t∈T−(w)

sgn(γt)l
′
t −

∑
q∈T−(v)

sgn(ξq)k
′
q,
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u∈S(w∗v)
1≤u≤m

b(u)⟨µ, γ∨u ⟩ −
∑

t∈S(w∗v)

(b ∗ c)(t)l′′t = −
∑

t∈S(w)

b(t)l′t −
∑

q∈S(v)

c(q)k′q.

This proves (5.13), and hence (5.7), as desired.
Substituting (5.5), (5.6), and (5.7) into (♠), we conclude that

(♠) =
∑

(w∗v,b∗c)∈Q̃Wλ+µ,w(Γ∗Ξ)

(−1)(w∗v,b∗c)qdeg(w∗v,b∗c)×

[OQG(end(w∗v)tqwt∨(w∗v,b∗c))
(−w◦wt(w ∗ v)− w◦ qwt(w ∗ v,b ∗ c))]

= Fλ+µ,w(Γ ∗ Ξ).

This completes the proof of Proposition 3.7.

6. Proof of Theorem 3.14.

Let λ ∈ P be an arbitrary weight, and let

Γ : A◦ = A0
γ1−→ A1

γ2−→ · · · γm−−→ Am = Aλ (6.1)

be an alcove path from the fundamental alcove A◦ to Aλ = A◦ + λ. Assume that γs = α,
γs+1 = −α for some α ∈ ∆ and 1 ≤ s ≤ m− 1, i.e.,

· · · γs−1−−−→ As−1
α−→ As

−α−−→ As+1
γs+2−−−→ As+2 · · · ;

note that As−1 = As+1. We define Ξ = (β1, . . . , βs−1, βs+2, . . . , βm), where βk := γk for 1 ≤ k ≤
m with k ̸= s, s+ 1. Then, Ξ is an alcove path from A◦ to Aλ of the form:

Ξ : A◦ = A0
γ1−→ · · · γs−1−−−→ As−1 = As+1

γs+2−−−→ As+2
γs+3−−−→ · · · γm−−→ Am = Aλ. (6.2)

Now, let (w,b) ∈ Q̃Wλ,w(Γ), with w = (w0, w1, . . . , wm) ∈ QWλ,w(Γ). In the following, we
will define D(w,b).

Case 1. Assume that (w,b) satisfies ws−1 = ws = ws+1; observe that S(w) ∩ {s, s + 1} = ∅,
{s}, or {s+ 1}.

Subcase 1.1. Assume that S(w) ∩ {s, s + 1} = ∅, or S(w) ∩ {s, s + 1} ̸= ∅ and b(t) = 0 for
t ∈ S(w) ∩ {s, s+ 1}. In this case, we set

vk := wk for 0 ≤ k ≤ m with k ̸= s, s+ 1.

We see that v = (v0, v1, . . . , vs−1, vs+2, . . . , vm) ∈ QWλ,w(Ξ); notice that S(v) = S(w) \ {s, s+
1}. We set c(t) := b(t) for t ∈ S(v). Then, D(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.20).
Indeed, we can easily show the equalities in (3.20), except for deg(v, c) = deg(w,b). In order to
show deg(v, c) = deg(w,b), it suffices to show that deg′(v, c) = deg′(w,b). For this equality,
we claim that

X :=
∑

t=s,s+1

⟨wtt(w), qwt∨t (w,b)⟩ −
∑

t∈T−(w)∩{s,s+1}

sgn(γt)l
′
t −

∑
t∈S(w)∩{s,s+1}

b(t)l′t (6.3)

is equal to 0. Indeed, since wts(w) = wts+1(w) = 0, T−(w) ∩ {s, s + 1} = ∅, and b(t) = 0 for
t ∈ S(w) ∩ {s, s+ 1}, we obtain X = 0, as desired.

Subcase 1.2 (to be paired with Case 4 below). Assume that S(w)∩{s, s+1} ̸= ∅, and b(t) = 1
for t ∈ S(w) ∩ {s, s+ 1}. We deduce that |w−1

s−1α| is a simple root. Hence it follows that

ws−1

|w−1
s−1α|−−−−−→ sαws−1

|w−1
s−1α|−−−−−→ ws−1;

notice that one of these edges is a Bruhat edge, and the other is a quantum edge. We set{
vk := wk for 0 ≤ k ≤ m with k ̸= s, s+ 1,

vs := sαws−1, vs+1 := ws−1.
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We see that v = (v0, v1, . . . , vs−1, vs, vs+1, vs+2, . . . , vm) ∈ QWλ,w(Γ); notice that S(v)∩ {s, s+
1} = ∅, and S(v) = S(w) \ {s, s + 1}. We set c(t) := b(t) for t ∈ S(v). Then, D(w,b) =

(v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.21). Indeed, we can easily show the equalities in (3.21), except
for deg(v, c) = deg(w,b). In order to show that deg(v, c) = deg(w,b), it suffices to show that
deg′(v, c) = deg′(w,b). For this equality, we claim that X in (6.3) is equal to

Y :=
∑

t=s,s+1

⟨wtt(v), qwt∨t (v, c)⟩ −
∑

t∈T−(v)∩{s,s+1}

sgn(γt)l
′
t −

∑
t∈S(v)∩{s,s+1}

c(t)l′t. (6.4)

Since l′s+1 = −l′s, and wts(v) = −l′sw
−1
s−1α, wts+1(v) = l′sw

−1
s−1α = −wts(v), we deduce that∑

t=s,s+1

⟨wtt(v), qwt∨t (v, c)⟩ = ⟨l′sw−1
s−1α, δs+1∈T−(v)|w−1

s−1α|
∨⟩,

where for a statement P, we define δP := 1 (resp., := 0) if P is true (resp., false). We see that
δs+1∈T−(v)|w−1

s−1α|∨ = δs+1∈T−(v) sgn(α)w
−1
s−1α

∨. Hence it follows that∑
t=s,s+1

⟨wtt(v), qwt∨t (v, c)⟩ = 2δs+1∈T−(v)l
′
s sgn(α).

Also, we see that ∑
t∈T−(v)∩{s,s+1}

sgn(γt)l
′
t = sgn(α)l′s and

∑
t∈S(v)∩{s,s+1}

c(t)l′t = 0.

Hence it follows that Y = (2δs+1∈T−(v) − 1)l′s sgn(α). As for X, we have∑
t=s,s+1

⟨wtt(w), qwt∨t (w,b)⟩ =
∑

t∈T−(w)∩{s,s+1}

sgn(γt)l
′
t = 0.

Also, we deduce that

s ∈ S(w) ⇐⇒ s+ 1 ∈ T−(v) and α ∈ ∆−, or s+ 1 ̸∈ T−(v) and α ∈ ∆+,

s+ 1 ∈ S(w) ⇐⇒ s+ 1 ∈ T−(v) and α ∈ ∆+, or s+ 1 ̸∈ T−(v) and α ∈ ∆−,

which implies that

X = −
∑

t∈S(w)∩{s,s+1}

b(t)l′t = (2δs+1∈T−(v) − 1)l′s sgn(α).

This proves X = Y , as desired.

Case 2 (to be paired with Case 3 below). Assume that (w,b) satisfies ws−1

|w−1
s−1α|−−−−−→ ws = ws+1.

We set 
vk := wk for 0 ≤ k ≤ m with k ̸= s, s+ 1,

ws−1︸ ︷︷ ︸
=vs−1=:vs

|w−1
s−1α|−−−−−→ sαws−1 = ws = ws+1︸ ︷︷ ︸

=:vs+1

.

We see that v = (v0, v1, . . . , vs−1, vs, vs+1, vs+2, . . . , vm) ∈ QWλ,w(Γ); notice that

S(w) ∩ {s, s+ 1} = ∅ (resp., = {s+ 1}) if and only if S(v) ∩ {s, s+ 1} = ∅ (resp., = {s}).
We set c(t) := b(t) for t ∈ S(v) \ {s, s + 1} = S(w) \ {s, s + 1}, and c(s) := b(s + 1) if

S(v) ∩ {s, s + 1} = {s}. Then, D(w,b) = (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.21). For the equality
deg(v, c) = deg(w,b), let us show that X in (6.3) is equal to Y in (6.4). We compute

X =
∑

t=s,s+1

⟨wtt(w), qwt∨t (w,b)⟩ −
∑

t∈T−(w)∩{s,s+1}

sgn(γt)l
′
t −

∑
t∈S(w)∩{s,s+1}

b(t)l′t

= ⟨wts(w), qwt∨s (w,b)⟩ − δs∈T−(w) sgn(γs)l
′
s − δs+1∈S(w)b(s+ 1)l′s+1

= ⟨wts(w), qwt∨s (w,b)⟩ − δs+1∈T−(v) sgn(γs+1)l
′
s+1 + δs∈S(v)c(s)l

′
s,

Y = ⟨wts+1(v), qwt
∨
s+1(v, c)⟩ − δs+1∈T−(v) sgn(γs+1)l

′
s+1 − δs∈S(v)c(s)l

′
s.
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Here,

⟨wts(w), qwt∨s (w,b)⟩ = ⟨−l′sw
−1
s−1γs, qwt

∨
s−1(w,b) + δs∈T−(w)|w−1

s γs|∨⟩,

⟨wts+1(v), qwt
∨
s+1(v, c)⟩

= ⟨− l′s+1v
−1
s γs+1︸ ︷︷ ︸

=l′sw
−1
s−1γs

, qwt∨s−1(v, c)︸ ︷︷ ︸
=qwt∨s−1(w,b)

+ δs+1∈T−(v)|v−1
s+1γs+1|∨︸ ︷︷ ︸

=δs∈T−(w)|w
−1
s γs|∨

−δs∈S(v)c(s) v−1
s γ∨s︸ ︷︷ ︸

=w−1
s−1γ

∨
s

⟩

= ⟨wts(w), qwt∨s (w,b)⟩+ 2δs∈S(v)c(s)l
′
s.

Combining these equalities, we obtain X = Y , as desired.

Case 3 (to be paired with Case 2). Assume that (w,b) satisfies ws−1 = ws

|w−1
s−1α|−−−−−→ sαws =

ws+1. We set 
vk := wk for 0 ≤ k ≤ m with k ̸= s, s+ 1,

ws−1 = ws︸ ︷︷ ︸
=vs−1

|w−1
s−1α|−−−−−→ sαws = ws+1︸ ︷︷ ︸

=:vs=vs+1

.

We see that v = (v0, v1, . . . , vs−1, vs, vs+1, vs+2, . . . , vm) ∈ QWλ,w(Γ); notice that

S(w) ∩ {s, s+ 1} = ∅ (resp., = {s}) if and only if S(v) ∩ {s, s+ 1} = ∅ (resp., = {s+ 1}).
We set c(t) := b(t) for t ∈ S(v) \ {s, s + 1} = S(w) \ {s, s + 1}, and c(s + 1) := w(s) if

S(v) ∩ {s, s + 1} = {s + 1}. Then, D(w,b) = (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.21); we can show
the equalities in (3.21) in exactly the same way as in Case 2.

Case 4 (to be paired with Subcase 1.2). Assume that (w,b) satisfies ws−1

|w−1
s−1α|−−−−−→ ws

|w−1
s−1α|−−−−−→

ws+1; note that ws+1 = ws−1. Also, notice that S(w) ∩ {s, s + 1} = ∅, and |w−1
s−1α| is a simple

root. We set {
vk := wk for 0 ≤ k ≤ m with k ̸= s, s+ 1,

ws−1 = vs−1 = vs = vs+1.

We see that v = (v0, v1, . . . , vs−1, vs, vs+1, vs+2, . . . , vm) ∈ QWλ,w(Γ); notice that S(v) \ {s, s+
1} = S(w) \ {s, s + 1}, and that S(v) ∩ {s, s + 1} is either {s} or {s + 1} since |w−1

s−1α| is a
simple root. We set

c(t) :=

{
b(t) for t ∈ S(v) \ {s, s+ 1},
1 for t ∈ S(v) ∩ {s, s+ 1}.

Then, D(w,b) = (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.21); we can show the equalities in (3.21) in
exactly the same way as in Subcase 1.2.

Now, we set

Q̃W
(1)

λ,w(Γ) :=
{
(w,b) ∈ Q̃Wλ,w(Γ) | D(w,b) ∈ Q̃Wλ,w(Ξ)

}
.

We can easily verify that the map (w,b) 7→ D(w,b) gives a bijection from Q̃Wλ,w(Γ) \

Q̃W
(1)

λ,w(Γ) onto Q̃Wλ,w(Ξ) satisfying (3.20), and also an involution on Q̃W
(1)

λ,w(Γ) satisfying
(3.21). This completes the proof of Theorem 3.14.

7. Proof of Theorem 3.12.

In what follows, we indicate that an edge w
α−→ wsα in QBG(W ) is a quantum edge (resp.,

Bruhat edge) by writing w
α−→
Q

wsα (resp., w
α−→
B

wsα).
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7.1. In type A2. We give a proof of Theorem 3.12 in the case that ⟨α, β∨⟩ = ⟨β, α∨⟩ = −1
(see Remark 3.11). Assume that Γ ∈ AP(λ) is of the form

Γ : A◦ = A0
γ1−→ A1

γ2−→ · · · γm−−→ Am = Aλ, (7.1)

with γs+1 = α, γs+2 = α+ β, γs+3 = β, i.e.,

· · · γs−−→ As
α−→ As+1

α+β−−−→ As+2
β−→ As+3

γs+4−−−→ · · · (in Γ).

Then, Ξ = (β1, . . . , βm), where βk := γk for 1 ≤ k ≤ m with k ̸= s+1, s+2, s+3, and βs+1 = β,
βs+2 = α+ β, βs+3 = α; note that Ξ is an alcove path from A◦ to Aλ of the form:

Ξ : A◦ = A0
γ1−→ · · · γs−−→ As

β−→ Bs+1
α+β−−−→ Bs+2

α−→ As+3
γs+4−−−→ · · · γm−−→ Am = Aλ (7.2)

for some alcoves Bs+1 and Bs+2; observe that (the closure of) As⊔As+1⊔As+2⊔As+3⊔Bs+1⊔Bs+2

forms a “hexagon” lying in Rα⊕Rβ ⊂ h∗R. For 1 ≤ t ≤ m, let Hγt,lt (resp., Hβt,kt) be the affine
hyperplane between the (t− 1)-th alcove and the t-th alcove in Γ (resp., Ξ). Then we see that
lt = kt for all 1 ≤ t ≤ m with t ̸= s+ 1, s+ 2, s+ 3, and that

ks+3 = ls+1, ks+1 = ls+3, ls+2 = ls+1 + ls+3 = ks+1 + ks+3 = ks+2. (7.3)

Recall that l′t = ⟨λ, γ∨t ⟩ − lt for 1 ≤ t ≤ m. Set k′t := ⟨λ, β∨
t ⟩ − kt for 1 ≤ t ≤ m. We see that

l′t = k′t for all 1 ≤ t ≤ m with t ̸= s+ 1, s+ 2, s+ 3, and that

k′s+3 = l′s+1, k′s+1 = l′s+3, l′s+2 = l′s+1 + l′s+3 = k′s+1 + k′s+3 = k′s+2. (7.4)

Now, for w = (w0, w1, . . . , wm) ∈ QWλ,w(Γ), we set

vk := wk for 0 ≤ k ≤ m with k ̸= s+ 1, s+ 2. (7.5)

In the following, we will define vs+1 and vs+2 in such a way that v := (v0, v1, . . . , vm) ∈
QWλ,w(Γ) ⊔QWλ,w(Ξ). Note that S(w) \ {s + 1, s + 2, s + 3} = S(v) \ {s + 1, s + 2, s + 3}.
Also, for b : S(w) → {0, 1}, we will define c : S(v) → {0, 1} in such a way that

c|S(v)\{s+1,s+2,s+3} = b|S(w)\{s+1,s+2,s+3}, (7.6)

and YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) ⊔ Q̃Wλ,w(Ξ). Then we set

Q̃W
(0)

λ,w(Γ) :=
{
(w,b) ∈ Q̃Wλ,w(Γ) | YB(w,b) ∈ Q̃Wλ,w(Ξ)

}
. (7.7)

Case 1. Assume that ws = ws+1 = ws+2 = ws+3. Then we set ws = vs = vs+1 = vs+2 = vs+3 =
ws+3. It is obvious that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ).

We see that S(w)∩{s+1, s+2, s+3} is one of ∅, {s+1}, {s+2}, {s+3}, and {s+1, s+3},
and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}, {s+ 2}, {s+ 3}, {s+ 1, s+ 3})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3}, {s+ 2}, {s+ 1}, {s+ 1, s+ 3}).

Hence we can define c(t) := b(2s + 4 − t) for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. In this case,

YB(w,b) = (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18). Indeed, we can easily show the equalities in
(3.18), except for deg(v, c) = deg(w,b). In order to show that deg(v, c) = deg(w,b), it suffices
to show that deg′(v, c) = deg′(w,b). For this equality, we claim that

X :=

=:X1︷ ︸︸ ︷∑
t=s+1,s+2,s+3

⟨wtt(w), qwt∨t (w,b)⟩

−
∑

t∈T−(w)∩{s+1,s+2,s+3}

sgn(γt)l
′
t︸ ︷︷ ︸

=:X2

−
∑

t∈S(w)∩{s+1,s+2,s+3}

b(t)l′t︸ ︷︷ ︸
=:X3

(7.8)
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is equal to

Y :=

=:Y1︷ ︸︸ ︷∑
t=s+1,s+2,s+3

⟨wtt(v), qwt∨t (v, c)⟩

−
∑

t∈T−(v)∩{s+1,s+2,s+3}

sgn(βt)k
′
t︸ ︷︷ ︸

=:Y2

−
∑

t∈S(v)∩{s+1,s+2,s+3}

c(t)k′t︸ ︷︷ ︸
=:Y3

.

(7.9)

We see that X1 = Y1 = 0. Also, it is easily verified by (5.12) that X2 = Y2 and X3 = Y3. This
proves X = Y , as desired.

Case 2. Assume that ws
|w−1

s α|−−−−−→ sαws = ws+1 = ws+2 = ws+3. Then, we define vs+1 and vs+2

by the following directed path in QBG(W ):

(ws =) vs = vs+1 = vs+2

|v−1
s+2α|−−−−−→ sαvs+2 = vs+3 (= ws+3).

It is easily checked that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ).
We see that S(w) ∩ {s+ 1, s+ 2, s+ 3} is one of ∅, {s+ 2}, and {s+ 3}, and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2}, {s+ 3})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}, {s+ 2}).

Hence we can define c(t) := b(t+1) for t ∈ S(v)∩{s+1, s+2, s+3}. In this case, YB(w,b) =

(v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18). Indeed, we can easily show the equalities in (3.18), except
for deg(v, c) = deg(w,b). In order to show that deg(v, c) = deg(w,b), it suffices to show that
deg′(v, c) = deg′(w,b). For this equality, we claim that X in (7.8) is equal to Y in (7.9). We
have

X1 = ⟨wts+1(w), qwt∨s+1(w,b)⟩ = ⟨−l′s+1w
−1
s γs+1, qwt

∨
s (w,b) + δs+1∈T−(w)|w−1

s+1γs+1|∨⟩
= ⟨−l′s+1w

−1
s α, qwt∨s (w,b)⟩+ ⟨−l′s+1w

−1
s α, δs+1∈T−(w)|w−1

s α|∨⟩,

Y1 = ⟨wts+3(v), qwt
∨
s+3(v, c)⟩

= ⟨−k′s+3v
−1
s+2βs+3, qwt

∨
s (v, c)⟩+ ⟨−k′s+3v

−1
s+2βs+3, δs+3∈T−(v)|v−1

s+3βs+3|∨⟩
− ⟨−k′s+3v

−1
s+2βs+3, δs+1∈S(v)c(s+ 1)v−1

s+1β
∨
s+1 + δs+2∈S(v)c(s+ 2)v−1

s+2β
∨
s+2⟩

= ⟨−l′s+1w
−1
s α, qwt∨s (w,b)⟩+ ⟨−l′s+1w

−1
s α, δs+1∈T−(w)|w−1

s α|∨⟩
− ⟨−l′s+1w

−1
s α, δs+1∈S(v)c(s+ 1)w−1

s β∨ + δs+2∈S(v)c(s+ 2)w−1
s (α+ β)∨⟩

= ⟨−l′s+1w
−1
s α, qwt∨s (w,b)⟩+ ⟨−l′s+1w

−1
s α, δs+1∈T−(w)|w−1

s α|∨⟩
− δs+1∈S(v)c(s+ 1)l′s+1 + δs+2∈S(v)c(s+ 2)l′s+1,

and hence

Y1 = X1 − δs+1∈S(v)c(s+ 1)l′s+1 + δs+2∈S(v)c(s+ 2)l′s+1.

Also, we have

X2 = δs+1∈T−(w) sgn(γs+1)l
′
s+1 = δs+3∈T−(v) sgn(βs+3)k

′
s+3 = Y2,

and

X3 = δs+2∈S(w)b(s+ 2)l′s+2 + δs+3∈S(w)b(s+ 3)l′s+3,

Y3 = δs+1∈S(v)c(s+ 1)k′s+1 + δs+2∈S(v)c(s+ 2)k′s+2.

Therefore, we deduce that

Y = Y1 − Y2 − Y3

= X1 − δs+1∈S(v)c(s+ 1)l′s+1 + δs+2∈S(v)c(s+ 2)l′s+1 −X2
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− δs+1∈S(v)c(s+ 1)k′s+1 − δs+2∈S(v)c(s+ 2)k′s+2

= X1 − δs+2∈S(w)b(s+ 2)l′s+1 + δs+3∈S(w)b(s+ 3)l′s+1 −X2

− δs+2∈S(w)b(s+ 2)l′s+3 − δs+3∈S(w)b(s+ 3)l′s+2

= X1 −X2 −X3 = X,

as desired.

Case 3. Assume that ws = ws+1 = ws+2
|w−1

s β|−−−−−→ sβws+2 = ws+3. Then, we define vs+1 and
vs+2 by the following directed path in QBG(W ):

(ws =) vs
|v−1

s β|−−−−→ sαvs = vs+1 = vs+2 = vs+3 (= ws+3).

It is easily checked that v = (v0, v1, . . . , vm) = v ∈ QWλ,w(Ξ).
We see that S(w) ∩ {s+ 1, s+ 2, s+ 3} is one of ∅, {s+ 1}, and {s+ 2}, and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}, {s+ 2})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2}, {s+ 3}).

Hence we can define c(t) := b(t − 1) for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. As in Case 2, we can

show that YB(w,b) = (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

Case 4. Assume that ws = ws+1

|w−1
s+1(α+β)|

−−−−−−−−→ sα+βws+1 = ws+2 = ws+3; note that w−1
s+1(α +

β) = w−1
s α+w−1

s β, and ⟨w−1
s α, w−1

s β∨⟩ = ⟨w−1
s β, w−1

s α∨⟩ = −1. Also, since w−1
s+1γs+1 = w−1

s α

and w−1
s+3γs+3 = w−1

s sα+ββ = −w−1
s α, we see that S(w)∩{s+1, s+2, s+3} is one of ∅, {s+1},

and {s+ 3}.

Subcase 4.1 (to be paired with Subcase 6.1 below). Assume that (w,b) satisfies either
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 1} (i.e., −w−1

s α is a simple root),

b(s+ 1) = 1, w−1
s β ∈ ∆−, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2,
(7.10)

or 
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 3} (i.e., w−1

s α is a simple root),

b(s+ 3) = 1, w−1
s β ∈ ∆+, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2.
(7.11)

It follows from Lemma A.1 (applied to ws, w
−1
s α, and w−1

s β) that

ws︸︷︷︸
=vs

|w−1
s α|−−−−−→
Q

sαws︸ ︷︷ ︸
=:vs+1

|w−1
s β|−−−−−→
Q

sα+βsαws︸ ︷︷ ︸
=:vs+2

|w−1
s α|−−−−−→
Q

sβsα+βsαws︸ ︷︷ ︸
=ws+3=vs+3

in QBG(W ),

and that

sgn(w−1
s α) = sgn(w−1

s β) = sgn(w−1
s (α+ β)) = − sgn(α) = − sgn(β) = − sgn(α+ β).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ); notice that S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, and
hence c is defined only by (7.6). Since sgn(w−1

s α) = sgn(w−1
s β) = sgn(w−1

s (α + β)), we have

(−1)(w,b) = −(−1)(v,c). In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19). Indeed,
we can easily show the equalities in (3.19), except for deg(v, c) = deg(w,b). In order to show
that deg(v, c) = deg(w,b), it suffices to show that deg′(v, c) = deg′(w,b). For this equality,



INVERSE K-CHEVALLEY FORMULAS II 25

we claim that X of (7.8) is equal to

Z :=

=:Z1︷ ︸︸ ︷∑
t=s+1,s+2,s+3

⟨wtt(v), qwt∨t (v, c)⟩

−
∑

t∈T−(v)∩{s+1,s+2,s+3}

sgn(γt)l
′
t︸ ︷︷ ︸

=:Z2

−
∑

t∈S(v)∩{s+1,s+2,s+3}

c(t)l′t︸ ︷︷ ︸
=:Z3

.

(7.12)

We give a proof only in the case that (7.10) holds; the proof in the case that (7.11) holds is
similar. We have

X1 = ⟨wts+2(w), qwt∨s+2(w,b)⟩
= ⟨−l′s+2w

−1
s+1γs+2, qwt

∨
s (w,b) + |w−1

s+2γs+2|∨ − w−1
s+1γ

∨
s+1⟩

= ⟨−l′s+2w
−1
s (α+ β), qwt∨s (w,b) + |w−1

s (α+ β)|∨ − w−1
s α∨⟩

= ⟨−l′s+2w
−1
s (α+ β), qwt∨s (w,b)⟩+ 2l′s+2 + l′s+2,

X2 = l′s+2, X3 = l′s+1,

and hence

X = X1 −X2 −X3 = ⟨−l′s+2w
−1
s (α+ β), qwt∨s (w,b)⟩+ 2l′s+2 − l′s+1.

Also, we have

Z1 = ⟨wts+1(v), qwt
∨
s+1(v, c)⟩+ ⟨wts+2(v), qwt

∨
s+2(v, c)⟩+ ⟨wts+3(v), qwt

∨
s+3(v, c)⟩

= ⟨−l′s+1v
−1
s γs+1, qwt

∨
s (v, c) + |v−1

s+1γs+1|∨⟩
+ ⟨−l′s+2v

−1
s+1γs+2, qwt

∨
s (v, c) + |v−1

s+1γs+1|∨ + |v−1
s+2γs+2|∨⟩

+ ⟨−l′s+3v
−1
s+2γs+3, qwt

∨
s (v, c) + |v−1

s+1γs+1|∨ + |v−1
s+2γs+2|∨ + |v−1

s+3γs+3|∨⟩
= ⟨−l′s+1w

−1
s α, qwt∨s (w,b)− w−1

s α∨⟩
+ ⟨−l′s+2w

−1
s β, qwt∨s (w,b)− w−1

s α∨ − w−1
s β∨⟩

+ ⟨−l′s+3w
−1
s α, qwt∨s (w,b)− w−1

s α∨ − w−1
s β∨ − w−1

s α∨⟩
= ⟨−l′s+2w

−1
s (α+ β), qwt∨s (w,b)⟩+ 2l′s+1 + l′s+2 + 3l′s+3,

Z2 = l′s+1 + l′s+2 + l′s+3, Z3 = 0,

and hence

Z = Z1 − Z2 − Z3 = ⟨−l′s+2w
−1
s (α+ β), qwt∨s (w,b)⟩+ l′s+1 + 2l′s+3.

Since 2l′s+2 − l′s+1 = 2(l′s+1 + l′s+3)− l′s+1 = l′s+1 + 2l′s+3, we obtain X = Z, as desired.

Subcase 4.2 (to be paired with Subcase 6.2 below). Assume that (w,b) satisfies either

S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 1} (i.e., −w−1
s α is a simple root),

b(s+ 1) = 1, w−1
s β ∈ ∆+, α, β ∈ ∆−, and

ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2,

(7.13)

or 

S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 3} (i.e., w−1
s α is a simple root),

b(s+ 3) = 1, w−1
s β ∈ ∆−, α, β ∈ ∆+, and

ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2.

(7.14)
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It follows from Lemma A.2 (applied to ws, w
−1
s α, and w−1

s β) that

ws︸︷︷︸
=vs

|w−1
s α|−−−−−→
B

sαws︸ ︷︷ ︸
=:vs+1

|w−1
s β|−−−−−→
Q

sα+βsαws︸ ︷︷ ︸
=:vs+2

|w−1
s α|−−−−−→
B

sβsα+βsαws︸ ︷︷ ︸
=ws+3=vs+3

in QBG(W ),

and that

sgn(w−1
s α) = − sgn(w−1

s β) = − sgn(w−1
s (α+ β)) = sgn(α) = sgn(β) = sgn(α+ β).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ); notice that S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, and
hence c is defined only by (7.6). In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19),
which we can verify in exactly the same way as in Subcase 4.1.

Subcase 4.3 (to be paired with Subcase 6.3 below). Assume that (w,b) satisfies either

S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 1} (i.e., −w−1
s α is a simple root),

b(s+ 1) = 1, w−1
s β ∈ ∆+, α ∈ ∆+, and

ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2,

(7.15)

or 

S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 3} (i.e., w−1
s α is a simple root),

b(s+ 3) = 1, w−1
s β ∈ ∆−, α ∈ ∆−, and

ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2.

(7.16)

It follows from Lemma A.4 that

ws︸︷︷︸
=vs

|w−1
s β|−−−−−→
Q

sβws︸ ︷︷ ︸
=:vs+1

|w−1
s α|−−−−−→
B

sα+βsβws︸ ︷︷ ︸
=:vs+2

|w−1
s β|−−−−−→
B

sαsα+βsβws︸ ︷︷ ︸
=ws+3=vs+3

in QBG(W ),

and that

sgn(w−1
s α) = − sgn(w−1

s β) = − sgn(w−1
s (α+ β)) = − sgn(α) = sgn(β) = sgn(α+ β).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ); notice that S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, and
hence c is defined only by (7.6). In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18),
which we can verify in exactly the same way as in Cases 1 and 2.

Subcase 4.4 (to be paired with Subcase 6.4 below). Assume that (w,b) satisfies either

S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 1} (i.e.,, −w−1
s α is a simple root),

b(s+ 1) = 1, w−1
s β ∈ ∆+, α ∈ ∆−, β ∈ ∆+, and

ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2,

(7.17)

or 

S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 3} (i.e., w−1
s α is a simple root),

b(s+ 3) = 1, w−1
s β ∈ ∆−, α ∈ ∆+, β ∈ ∆−, and

ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
Q

sα+βws+1 = ws+2.

(7.18)

It follows from Lemma A.5 that

ws︸︷︷︸
=vs

|w−1
s β|−−−−−→
B

sβws︸ ︷︷ ︸
=:vs+1

|w−1
s α|−−−−−→
B

sα+βsβws︸ ︷︷ ︸
=:vs+2

|w−1
s β|−−−−−→
Q

sαsα+βsβws︸ ︷︷ ︸
=ws+3=vs+3

in QBG(W ),
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and that

sgn(w−1
s α) = − sgn(w−1

s β) = − sgn(w−1
s (α+ β)) = sgn(α) = − sgn(β) = sgn(α+ β).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ); notice that S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, and
hence c is defined only by (7.6). In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18),
which we can verify in exactly the same way as in Cases 1 and 2.

Subcase 4.5 (to be paired with Subcase 6.5 below). Assume that (w,b) satisfies
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 1} (i.e., −w−1

s α is a simple root),

b(s+ 1) = 1, α ∈ ∆−, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
B

sα+βws+1 = ws+2,
(7.19)

or 
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 3} (i.e.,, w−1

s α is a simple root),

b(s+ 3) = 1, α ∈ ∆+, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
B

sα+βws+1 = ws+2.
(7.20)

It follows from Lemma A.6 that

ws︸︷︷︸
=vs

|w−1
s α|−−−−−→
B

sαws︸ ︷︷ ︸
=:vs+1

|w−1
s β|−−−−−→
B

sα+βsαws︸ ︷︷ ︸
=:vs+2

|w−1
s α|−−−−−→
Q

sβsα+βsαws︸ ︷︷ ︸
=ws+3=vs+3

in QBG(W ),

and that

sgn(α) = sgn(w−1
s α) = − sgn(β) and sgn(α+ β) = sgn(w−1

s (α+ β)) = sgn(w−1
s β).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ); notice that S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, and
hence c is defined only by (7.6). In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19),
which we can verify in exactly the same way as in Subcase 4.1.

Subcase 4.6 (to be paired with Subcase 6.6 below). Assume that (w,b) satisfies
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 1} (i.e., −w−1

s α is a simple root),

b(s+ 1) = 1, β ∈ ∆−, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
B

sα+βws+1 = ws+2,
(7.21)

or 
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 3} (i.e., w−1

s α is a simple root),

b(s+ 3) = 1, β ∈ ∆+, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
B

sα+βws+1 = ws+2.
(7.22)

It follows from Lemma A.7 that

ws︸︷︷︸
=vs

|w−1
s α|−−−−−→
Q

sαws︸ ︷︷ ︸
=:vs+1

|w−1
s β|−−−−−→
B

sα+βsαws︸ ︷︷ ︸
=:vs+2

|w−1
s α|−−−−−→
B

sβsα+βsαws︸ ︷︷ ︸
=ws+3=vs+3

in QBG(W ),

and that

sgn(α) = − sgn(w−1
s α) = − sgn(β) and sgn(α+ β) = sgn(w−1

s (α+ β)) = sgn(w−1
s β).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ); notice that S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, and
hence c is defined only by (7.6). In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19),
which we can verify in exactly the same way as in Subcase 4.1.

Subcase 4.7 (to be paired with Subcase 6.7 below). Assume that (w,b) satisfies
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 1} (i.e., −w−1

s α is a simple root),

b(s+ 1) = 1, α, β ∈ ∆+, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
B

sα+βws+1 = ws+2,
(7.23)
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or 
S(w) ∩ {s+ 1, s+ 2, s+ 3} = {s+ 3} (i.e., w−1

s α is a simple root),

b(s+ 3) = 1, α, β ∈ ∆−, and ws+1

|w−1
s+1(α+β)|

−−−−−−−−→
B

sα+βws+1 = ws+2.
(7.24)

It follows from Lemma A.3 that

ws︸︷︷︸
=vs

|w−1
s β|−−−−−→
B

sβws︸ ︷︷ ︸
=:vs+1

|w−1
s α|−−−−−→
Q

sα+βsβws︸ ︷︷ ︸
=:vs+2

|w−1
s β|−−−−−→
B

sαsα+βsβws︸ ︷︷ ︸
=ws+3=vs+3

in QBG(W ),

and that

sgn(w−1
s α) = − sgn(w−1

s β) = − sgn(w−1
s (α+ β)) = − sgn(α) = − sgn(β) = − sgn(α+ β).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ); notice that S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, and
hence c is defined only by (7.6). In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18),
which we can verify in exactly the same way as in Cases 1 and 2.

Subcase 4.8. Assume that (w,b) does not satisfy any of equations (7.10)–(7.24); notice that
S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ or b(t) = 0 for t ∈ S(w) ∩ {s+ 1, s+ 2, s+ 3}. Then, we define
vs+1 and vs+2 by the following directed path in QBG(W ):

(ws =) vs = vs+1

|w−1
s+1(α+β)|

−−−−−−−−→ sα+βvs+1 = vs+2 = vs+3 (= ws+3).

We see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ). If S(v) ∩ {s + 1, s + 2, s + 3} ̸= ∅, then we set

c(t) = 0 for t ∈ S(v)∩{s+1, s+2, s+3}. In this case, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies
(3.18), which we can verify in exactly the same way as in Cases 1 and 2.

Case 5. Assume that #
{
s+ 1 ≤ t ≤ s+ 3 | wt−1 ̸= wt

}
= 2; then the sequence

(ws, ws+1, ws+2, ws+3 ; w
−1
s γs+1, w

−1
s+1γs+2, w

−1
s+2γs+3) (7.25)

is identical to one of the following:

(a) (ws, sαws, sα+βsαws, sα+βsαws ; w
−1
s α, w−1

s β, w−1
s α); note that ws+3 = sαsβws.

(b) (ws, ws, sα+βws, sβsα+βws ; w
−1
s α, w−1

s (α+ β), −w−1
s α); note that ws+3 = sαsβws.

(c) (ws, sαws, sαws, sβsαws ; w
−1
s α, w−1

s β, w−1
s (α+ β)); note that ws+3 = sβsαws.

In Case 5, we make frequent uses of a fundamental fact about the existence and uniqueness of
a label-increasing or label-decreasing directed path in the quantum Bruhat graph with respect
to a fixed reflection order; see, for example, [LNS3, Theorem 7.3].

Subcase 5.1. Assume that sgn(w−1
s α) = sgn(w−1

s β). We fix a reflection order ◁ on ∆+ such
that |w−1

s α|◁ |w−1
s (α+ β)|◁ |w−1

s β|.

(5.1a). If the sequence in (7.25) is of the form (a), then we have the label-increasing directed
path

ws
|w−1

s α|−−−−−→ sαws
|w−1

s β|−−−−−→ sα+βsαws = sαsβws, (7.26)

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 3}. It follows that there exists a unique
label-decreasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s β|−−−−−→ sβws
|w−1

s (α+β)|−−−−−−−−→ sαsβws = ws+3 (7.27)

or

ws
|w−1

s (α+β)|−−−−−−−−→ sα+βws
|w−1

s α|−−−−−→ sβsα+βws = ws+3. (7.28)

If (7.27) holds, then we define (vs, vs+1, vs+2, vs+3) := (ws, sβws, sβws, sαsβws). We see that
v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2}).
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If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 2}, then we define c(s + 2) := b(s + 3). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18). Indeed, we can easily show the equalities in
(3.18), except for deg(v, c) = deg(w,b). In order to show that deg(v, c) = deg(w,b), it suffices
to show that deg′(v, c) = deg′(w,b). For this equality, we claim that X in (7.8) is equal to Y
in (7.9). We set ϵ := sgn(w−1

s α) = sgn(w−1
s β). Recall that δP = 1 (resp., = 0) if a statement P

is true (resp., false). We have

X1 = ⟨wts+1(w), qwt∨s+1(w,b)⟩+ ⟨wts+2(w), qwt∨s+2(w,b)⟩
= ⟨−l′s+1w

−1
s γs+1, qwt

∨
s (w,b) + δs+1∈T−(w)|w−1

s+1γs+1|∨⟩
+ ⟨−l′s+2w

−1
s+1γs+2, qwt

∨
s (w,b) + δs+1∈T−(w)|w−1

s+1γs+1|∨ + δs+2∈T−(w)|w−1
s+2γs+2|∨⟩

= ⟨−l′s+1w
−1
s α, qwt∨s (w,b) + δs+1∈T−(w)|w−1

s α|∨⟩
+ ⟨−l′s+2w

−1
s β, qwt∨s (w,b) + δs+1∈T−(w)|w−1

s α|∨ + δs+2∈T−(w)|w−1
s β|∨⟩

= ⟨−l′s+1w
−1
s α− l′s+2w

−1
s β, qwt∨s (w,b)⟩

− 2δs+1∈T−(w)ϵl
′
s+1 + δs+1∈T−(w)ϵl

′
s+2 − 2δs+2∈T−(w)ϵl

′
s+2,

X2 = δs+1∈T−(w) sgn(α)l
′
s+1 + δs+2∈T−(w) sgn(α+ β)l′s+2,

X3 = δs+3∈S(w)b(s+ 3)l′s+3;

recall that X = X1 −X2 −X3. Also, we have

Y1 = ⟨wts+1(v), qwt
∨
s+1(v, c)⟩+ ⟨wts+3(v), qwt

∨
s+3(v, c)⟩

= ⟨−k′s+1v
−1
s βs+1, qwt

∨
s (v, c) + δs+1∈T−(v)|v−1

s+1βs+1|∨⟩
+
〈
−k′s+3v

−1
s+2βs+3, qwt

∨
s (v, c)+

δs+1∈T−(v)|v−1
s+1βs+1|∨ + δs+3∈T−(v)|v−1

s+3βs+3|∨ − δs+2∈S(v)c(s+ 2)v−1
s+2β

∨
s+2

〉
= ⟨−k′s+1w

−1
s β, qwt∨s (v, c) + δs+1∈T−(v)|w−1

s β|∨⟩
+
〈
−k′s+3w

−1
s (α+ β), qwt∨s (v, c)+

δs+1∈T−(v)|w−1
s β|∨ + δs+3∈T−(v)|w−1

s (α+ β)|∨ − δs+2∈S(v)c(s+ 2)w−1
s α∨〉

= ⟨−k′s+1w
−1
s β − k′s+3w

−1
s (α+ β), qwt∨s (v, c)⟩

− 2δs+1∈T−(v)ϵk
′
s+1 − δs+1∈T−(v)ϵk

′
s+3 − 2δs+3∈T−(v)ϵk

′
s+3 + δs+2∈S(v)c(s+ 2)k′s+3,

Y2 = δs+1∈T−(v) sgn(β)k
′
s+1 + δs+3∈T−(v) sgn(α)k

′
s+3,

Y3 = δs+2∈S(v)c(s+ 2)k′s+2;

recall that Y = Y1−Y2−Y3. Here we note that qwt
∨
s (w,b) = qwt∨s (v, c). By (7.4), we see that

⟨−l′s+1w
−1
s α− l′s+2w

−1
s β, qwt∨s (w,b)⟩ = ⟨−k′s+1w

−1
s β − k′s+3w

−1
s (α+ β), qwt∨s (v, c)⟩,

−δs+3∈S(w)b(s+ 3)l′s+3 = δs+2∈S(v)c(s+ 2)k′s+3 − δs+2∈S(v)c(s+ 2)k′s+2.

Hence, in order to show that X = Y , we need to show that

δs+1∈T−(w)(−2ϵl′s+1 + ϵl′s+2 − sgn(α)l′s+1) + δs+2∈T−(w)(−2ϵl′s+2 − sgn(α+ β)l′s+2)

= δs+1∈T−(v)(−2ϵk′s+1 − ϵk′s+3 − sgn(β)k′s+1) + δs+3∈T−(v)(−2ϵk′s+3 − sgn(α)k′s+3). (7.29)

Since both the label-increasing directed path (7.26) and the label-decreasing directed path (7.27)
are shortest directed paths from ws to sαsβws = sβsα+βws in QBG(W ), the sum of the labels of
quantum edges in (7.26) is identical to that in (7.27); see, for example, [LNS3, Proposition 8.1].
From this fact, together with the assumption that sgn(w−1

s α) = sgn(w−1
s β), we deduce that

T−(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅, {s+ 2}, or {s+ 1, s+ 2},
T−(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, {s+ 1}, or {s+ 3},

and that

T−(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2}, {s+ 1, s+ 2})
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⇐⇒ T−(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}, {s+ 3}).

We show (7.29) in the case that ϵ = 1 and T−(w)∩ {s+1, s+ 2, s+3} = {s+2}; the proofs in
the other cases are similar or simpler. In this case, note that δs+1∈T−(w) = 0, δs+2∈T−(w) = 1,

δs+1∈T−(v) = 1, and δs+3∈T−(v) = 0. Also, since (sαws)
−1(α + β) = w−1

s β ∈ ∆+ and the edge

sαws
|w−1

s β|−−−−−→ sα+βsαws is a quantum edge, we deduce from Lemma 2.1 that α + β ∈ ∆−, and

hence sgn(α+β) = −1. Similarly, since w−1
s β ∈ ∆+ and the edge ws

|w−1
s β|−−−−−→ sβws is a quantum

edge, we deduce from Lemma 2.1 that β ∈ ∆−, and hence sgn(β) = −1. Thus, equation (7.29)
(which we need to show) follows from these equalities and (7.4).

If (7.28) holds, then we define (vs, vs+1, vs+2, vs+3) := (ws, ws, sα+βws, sβsα+βws). We see
that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 1}, then we define c(s + 1) := b(s + 3). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19). Indeed, we can easily show the equalities in
(3.19), except for deg(v, c) = deg(w,b). In order to show that deg(v, c) = deg(w,b), it suffices
to show that deg′(v, c) = deg′(w,b). For this equality, we claim that X in (7.8) is equal to Z
in (7.12). As above, we have

X1 = ⟨−l′s+1w
−1
s α− l′s+2w

−1
s β, qwt∨s (w,b)⟩

− 2δs+1∈T−(w)ϵl
′
s+1 + δs+1∈T−(w)ϵl

′
s+2 − 2δs+2∈T−(w)ϵl

′
s+2,

X2 = δs+1∈T−(w) sgn(α)l
′
s+1 + δs+2∈T−(w) sgn(α+ β)l′s+2,

X3 = δs+3∈S(w)b(s+ 3)l′s+3;

recall that X = X1 −X2 −X3. By computations similar to the above, we have

Z1 = ⟨−l′s+2w
−1
s (α+ β) + l′s+3w

−1
s α, qwt∨s (v, c)⟩

− 2δs+2∈T−(w)ϵl
′
s+2 + δs+1∈S(v)c(s+ 1)l′s+2

+ δs+2∈T−(v)ϵl
′
s+3 + 2δs+3∈T−(v)ϵl

′
s+3 − 2δs+1∈S(v)c(s+ 1)l′s+3,

Z2 = δs+2∈T−(v) sgn(α+ β)l′s+2 + δs+3∈T−(v) sgn(β)l
′
s+3,

Z3 = δs+1∈S(v)c(s+ 1)l′s+1;

recall that Z = Z1 − Z2 − Z3. Note that

⟨−l′s+1w
−1
s α− l′s+2w

−1
s β, qwt∨s (w,b)⟩ = ⟨−l′s+2w

−1
s (α+ β) + l′s+3w

−1
s α, qwt∨s (v, c)⟩,

− δs+3∈S(w)b(s+ 3)l′s+3

= δs+1∈S(v)c(s+ 1)l′s+2 − 2δs+1∈S(v)c(s+ 1)l′s+3 − δs+1∈S(v)c(s+ 1)l′s+1.

Hence, in order to show that X = Z, we need to show that

δs+1∈T−(w)(−2ϵl′s+1 + ϵl′s+2 − sgn(α)l′s+1) + δs+2∈T−(w)(−2ϵl′s+2 − sgn(α+ β)l′s+2)

= δs+2∈T−(w)(−2ϵl′s+2 + ϵl′s+3 − sgn(α+ β)l′s+2) + δs+3∈T−(v)(2ϵl
′
s+3 − sgn(β)l′s+3). (7.30)

Since both the label-increasing directed path (7.26) and the label-decreasing directed path (7.28)
are shortest directed paths from ws to sαsβws = sβsα+βws in QBG(W ), the sum of the labels of
quantum edges in (7.26) is identical to that in (7.28); see, for example, [LNS3, Proposition 8.1].
From this fact, together with the assumption that sgn(w−1

s α) = sgn(w−1
s β), we deduce that

T−(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅, {s+ 1}, or {s+ 1, s+ 2},
T−(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅, {s+ 3}, or {s+ 2},

and

T−(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}, {s+ 1, s+ 2})
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⇐⇒ T−(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3}, {s+ 2}).

We show (7.30) in the case that ϵ = 1 and T−(w)∩ {s+1, s+ 2, s+3} = {s+1}; the proofs in
the other cases are similar or simpler. In this case, note that δs+1∈T−(w) = 1, δs+2∈T−(w) = 0,

δs+2∈T−(v) = 0, and δs+3∈T−(v) = 1. Also, since w−1
s α ∈ ∆+ and the edge ws

|w−1
s α|−−−−−→ sαws is

a quantum edge, we deduce from Lemma 2.1 that α ∈ ∆−, and hence sgn(α) = −1. Similarly,

since (sα+βws)
−1(β) = −w−1

s α ∈ ∆− and the edge sα+βws
|w−1

s α|−−−−−→ sβsα+βws is a quantum
edge, we deduce from Lemma 2.1 that β ∈ ∆+, and hence sgn(β) = 1. Thus, equation (7.30)
(which we need to show) follows from these equalities and (7.4).

(5.1b). If the sequence in (7.25) is of the form (b), then we have the label-decreasing directed
path

ws
|w−1

s (α+β)|−−−−−−−−→ sα+βws
|w−1

s α|−−−−−→ sβsα+βws = ws+3,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 1}. It follows that there exists a unique
label-increasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s α|−−−−−→ sαws
|w−1

s β|−−−−−→ sα+βsαws = ws+3. (7.31)

If we define (vs, vs+1, vs+2, vs+3) := (ws, sαws, sα+βsαws, sα+βsαws), then we see that v =
(v0, v1, . . . , vm) ∈ QWλ,w(Γ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 3}, then we define c(s + 3) := b(s + 1). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19).

(5.1c). If the sequence in (7.25) is of the form (c), then we have the label-increasing directed
path

ws
|w−1

s α|−−−−−→ sαws
|w−1

s (α+β)|−−−−−−−−→ sβsαws = ws+3,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 2}. It follows that there exists a unique
label-decreasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s β|−−−−−→ sβws
|w−1

s α|−−−−−→ sα+βsβws = ws+3. (7.32)

If we define (vs, vs+1, vs+2, vs+3) := (ws, sβws, sα+βsβws, sα+βsβws), then we see that v =
(v0, v1, . . . , vm) ∈ QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 3}, then we define c(s + 3) := b(s + 2). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

Subcase 5.2. Assume that sgn(w−1
s α) = − sgn(w−1

s β) = sgn(w−1
s (α + β)). We fix a reflection

order ◁ on ∆+ such that |w−1
s (α+ β)|◁ |w−1

s α|◁ |w−1
s β|.

(5.2a). If the sequence in (7.25) is of the form (a), then we have the label-increasing directed
path

ws
|w−1

s α|−−−−−→ sαws
|w−1

s β|−−−−−→ sα+βsαws = sαsβws,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 3}. It follows that there exists a unique
label-decreasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s β|−−−−−→ sβws
|w−1

s (α+β)|−−−−−−−−→ sαsβws = ws+3. (7.33)
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Define (vs, vs+1, vs+2, vs+3) := (ws, sβws, sβws, sαsβws). We see that v = (v0, v1, . . . , vm) ∈
QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 2}, then we define c(s + 2) := b(s + 3). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

(5.2b). If the sequence in (7.25) is of the form (b), then we have the label-increasing directed
path

ws
|w−1

s (α+β)|−−−−−−−−→ sα+βws
|w−1

s α|−−−−−→ sβsα+βws = ws+3,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 1}. It follows that there exists a unique
label-decreasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s β|−−−−−→ sβws
|w−1

s (α+β)|−−−−−−−−→ sαsβws = ws+3. (7.34)

Define (vs, vs+1, vs+2, vs+3) := (ws, sβws, sβws, sαsβws). We see that v = (v0, v1, . . . , vm) ∈
QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 2}, then we define c(s + 2) := b(s + 1). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

(5.2c). If the sequence in (7.25) is of the form (c), then we have the label-decreasing directed
path

ws
|w−1

s α|−−−−−→ sαws
|w−1

s (α+β)|−−−−−−−−→ sβsαws = ws+3,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 2}. It follows that there exists a unique
label-increasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s (α+β)|−−−−−−−−→ sα+βws
|w−1

s β|−−−−−→ sαsα+βws = ws+3. (7.35)

Define (vs, vs+1, vs+2, vs+3) := (ws, ws, sα+βws, sαsα+βws). It is easily seen that v = (v0, v1, . . . , vm) ∈
QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 1}, then we define c(s + 1) := b(s + 2). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

Subcase 5.3. Assume that sgn(w−1
s α) = − sgn(w−1

s β) = − sgn(w−1
s (α+β)). We fix a reflection

order ◁ on ∆+ such that |w−1
s (α+ β)|◁ |w−1

s β|◁ |w−1
s α|.

(5.3a). If the sequence in (7.25) is of the form (a), then we have the label-decreasing directed
path

ws
|w−1

s α|−−−−−→ sαws
|w−1

s β|−−−−−→ sα+βsαws = sαsβws,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 3}. It follows that there exists a unique
label-increasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s (α+β)|−−−−−−−−→ sα+βws
|w−1

s α|−−−−−→ sβsα+βws = ws+3. (7.36)

Define (vs, vs+1, vs+2, vs+3) := (ws, ws, sα+βws, sβsα+βws). It is easily seen that v = (v0, v1, . . . , vm) ∈
QWλ,w(Γ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3})
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⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 1}, then we define c(s + 1) := b(s + 3). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19).

(5.3b). If the sequence in (7.25) is of the form (b), then we have the label-increasing directed
path

ws
|w−1

s (α+β)|−−−−−−−−→ sα+βws
|w−1

s α|−−−−−→ sβsα+βws = ws+3,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 1}. It follows that there exists a unique
label-decreasing directed path from ws to ws+3, which is of the form:

ws
|w−1

s α|−−−−−→ sαws
|w−1

s β|−−−−−→ sα+βsαws = sαsβws (7.37)

or

ws
|w−1

s β|−−−−−→ sβws
|w−1

s (α+β)|−−−−−−−−→ sαsβws = ws+3. (7.38)

If (7.37) holds, then we define (vs, vs+1, vs+2, vs+3) := (ws, sαws, sα+βsαws, sα+βsαws). We see
that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 3}, then we define c(s + 3) := b(s + 1). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ) satisfies (3.19).
If (7.38) holds, then we define (vs, vs+1, vs+2, vs+3) := (ws, sβws, sβws, sαsβws). We see that

v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 2}, then we define c(s + 2) := b(s + 1). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

(5.3c). If the sequence in (7.25) is of the form (c), then we have the label-decreasing directed
path

ws
|w−1

s α|−−−−−→ sαws
|w−1

s (α+β)|−−−−−−−−→ sβsαws = ws+3,

where S(w) ∩ {s + 1, s + 2, s + 3} is either ∅ or {s + 2}. It follows that there exists a unique
label-increasing directed path from ws to ws+3, which is either of the form:

ws
|w−1

s (α+β)|−−−−−−−−→ sα+βws
|w−1

s β|−−−−−→ sαsα+βws = ws+3 (7.39)

or

ws
|w−1

s β|−−−−−→ sβws
|w−1

s α|−−−−−→ sα+βsβws = ws+3. (7.40)

If (7.39) holds, then we define (vs, vs+1, vs+2, vs+3) := (ws, ws, sα+βws, sαsα+βws). We see that
v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 1}).

If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 1}, then we define c(s + 1) := b(s + 2). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).
If (7.40) holds, then we define (vs, vs+1, vs+2, vs+3) := (ws, sβws, sα+βsβws, sα+βsβws). We

see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ), and that

S(w) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 2})
⇐⇒ S(v) ∩ {s+ 1, s+ 2, s+ 3} = ∅ (resp., {s+ 3}).
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If S(v) ∩ {s + 1, s + 2, s + 3} = {s + 3}, then we define c(s + 3) := b(s + 2). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

Case 6. Assume that #
{
s+ 1 ≤ t ≤ s+ 3 | wt−1 ̸= wt

}
= 3, i.e., ws ̸= ws+1 ̸= ws+2 ̸= ws+3.

Subcase 6.1 (to be paired with Subcase 4.1). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
Q

sαws
|w−1

s β|−−−−−→
Q

sα+βsαws
|w−1

s α|−−−−−→
Q

sβsα+βsαws.

It follows from Lemma A.1 that
ws

|w−1
s (α+β)|−−−−−−−−→

Q
sα+βws = ws+3 in QBG(W ),

|w−1
s α| is a simple root, and

sgn(w−1
s α) = sgn(w−1

s β) = sgn(w−1
s (α+ β)).

If we set vs+1 := ws and vs+2 := sα+βws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ).
Also, we have

S(v) =

{
{s+ 1} if −w−1

s α is a simple root,

{s+ 3} if w−1
s α is a simple root.

We set c(t) := 1 for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. Then, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ)
satisfies (3.19).

Subcase 6.2 (to be paired with Subcase 4.2). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
B

sαws
|w−1

s β|−−−−−→
Q

sα+βsαws
|w−1

s α|−−−−−→
B

sβsα+βsαws and ℓ(sα+βws) < ℓ(ws).

It follows from Lemma A.2 that
ws

|w−1
s (α+β)|−−−−−−−−→

Q
sα+βws = ws+3 in QBG(W ),

|w−1
s α| is a simple root, and

sgn(w−1
s α) = − sgn(w−1

s β) = − sgn(w−1
s (α+ β)).

If we set vs+1 := ws and vs+2 := sα+βws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ).
Also, we have

S(v) =

{
{s+ 1} if −w−1

s α is a simple root,

{s+ 3} if w−1
s α is a simple root.

We set c(t) := 1 for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. Then, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ)
satisfies (3.19).

Subcase 6.3 (to be paired with Subcase 4.3). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
Q

sαws
|w−1

s β|−−−−−→
B

sα+βsαws
|w−1

s α|−−−−−→
B

sβsα+βsαws and ℓ(sα+βws) < ℓ(ws).

It follows from Lemma A.4 that
ws

|w−1
s (α+β)|−−−−−−−−→

Q
sα+βws = ws+3 in QBG(W ),

|w−1
s β| is a simple root, and

sgn(w−1
s α) = − sgn(w−1

s β) = sgn(w−1
s (α+ β)).

If we set vs+1 := ws and vs+2 := sα+βws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ).
Also, we have

S(v) =

{
{s+ 1} if −w−1

s β is a simple root,

{s+ 3} if w−1
s β is a simple root.
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We set c(t) := 1 for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. Then, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ)
satisfies (3.18).

Subcase 6.4 (to be paired with Subcase 4.4). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
B

sαws
|w−1

s β|−−−−−→
B

sα+βsαws
|w−1

s α|−−−−−→
Q

sβsα+βsαws and ℓ(sα+βws) < ℓ(ws).

It follows from Lemma A.5 that
ws

|w−1
s (α+β)|−−−−−−−−→

Q
sα+βws = ws+3 in QBG(W ),

|w−1
s β| is a simple root, and

sgn(w−1
s α) = − sgn(w−1

s β) = sgn(w−1
s (α+ β)).

If we set vs+1 := ws and vs+2 := sα+βws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ).
Also, we have

S(v) =

{
{s+ 1} if −w−1

s β is a simple root,

{s+ 3} if w−1
s β is a simple root.

We set c(t) := 1 for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. Then, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ)
satisfies (3.18).

Subcase 6.5 (to be paired with Subcase 4.5). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
B

sαws
|w−1

s β|−−−−−→
B

sα+βsαws
|w−1

s α|−−−−−→
Q

sβsα+βsαws and ℓ(sα+βws) > ℓ(ws).

It follows from Lemma A.6 that
ws

|w−1
s (α+β)|−−−−−−−−→

B
sα+βws = ws+3 in QBG(W ),

|w−1
s α| is a simple root, and

sgn(w−1
s β) = sgn(w−1

s (α+ β)).

If we set vs+1 := ws and vs+2 := sα+βws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ).
Also, we have

S(v) =

{
{s+ 1} if −w−1

s β is a simple root,

{s+ 3} if w−1
s β is a simple root.

We set c(t) := 1 for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. Then, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ)
satisfies (3.19).

Subcase 6.6 (to be paired with Subcase 4.6). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
Q

sαws
|w−1

s β|−−−−−→
B

sα+βsαws
|w−1

s α|−−−−−→
B

sβsα+βsαws and ℓ(sα+βws) > ℓ(ws).

It follows from Lemma A.7 that
ws

|w−1
s (α+β)|−−−−−−−−→

B
sα+βws = ws+3 in QBG(W ),

|w−1
s α| is a simple root, and

sgn(w−1
s β) = sgn(w−1

s (α+ β)).

If we set vs+1 := ws and vs+2 := sα+βws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Γ).
Also, we have

S(v) =

{
{s+ 1} if −w−1

s β is a simple root,

{s+ 3} if w−1
s β is a simple root.

We set c(t) := 1 for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. Then, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Γ)
satisfies (3.19).
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Subcase 6.7 (to be paired with Subcase 4.7). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
B

sαws
|w−1

s β|−−−−−→
Q

sα+βsαws
|w−1

s α|−−−−−→
B

sβsα+βsαws and ℓ(sα+βws) > ℓ(ws).

It follows from Lemma A.3 that
ws

|w−1
s (α+β)|−−−−−−−−→

B
sα+βws = ws+3 in QBG(W ),

|w−1
s β| is a simple root, and

sgn(w−1
s β) = sgn(w−1

s β) = sgn(w−1
s (α+ β)).

If we set vs+1 := ws and vs+2 := sα+βws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ).
Also, we have

S(v) =

{
{s+ 1} if −w−1

s β is a simple root,

{s+ 3} if w−1
s β is a simple root.

We set c(t) := 1 for t ∈ S(v) ∩ {s + 1, s + 2, s + 3}. Then, YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ)
satisfies (3.18).

Subcase 6.8 (to be paired with Subcase 6.9 below). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
B

sαws
|w−1

s β|−−−−−→
Q

sα+βsαws
|w−1

s α|−−−−−→
Q

sβsα+βsαws.

It follows from Lemma A.9 that

ws
|w−1

s β|−−−−−→
Q

sβws
|w−1

s α|−−−−−→
Q

sα+βsαws
|w−1

s β|−−−−−→
B

sαsα+βsβws,

and that

sgn(w−1
s α) = sgn(w−1

s β) = sgn(w−1
s (α+ β)) = sgn(α) = − sgn(β) = − sgn(α+ β).

If we set vs+1 := sβws and vs+2 := sα+βsαws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ);
notice that S(v) ∩ {s + 1, s + 2, s + 3} = ∅, and hence c is defined only by (7.6). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

Subcase 6.9 (to be paired with Subcase 6.8). Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
Q

sαws
|w−1

s β|−−−−−→
Q

sα+βsαws
|w−1

s α|−−−−−→
B

sβsα+βsαws.

It follows from Lemma A.9 that

ws
|w−1

s β|−−−−−→
B

sβws
|w−1

s α|−−−−−→
Q

sα+βsαws
|w−1

s β|−−−−−→
Q

sαsα+βsβws,

and that

sgn(w−1
s α) = sgn(w−1

s β) = sgn(w−1
s (α+ β)) = − sgn(α) = sgn(β) = − sgn(α+ β).

If we set vs+1 := sβws and vs+2 := sα+βsαws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ);
notice that S(v) ∩ {s + 1, s + 2, s + 3} = ∅, and hence c is defined only by (7.6). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

Subcase 6.10. Assume that (w,b) satisfies

ws
|w−1

s α|−−−−−→
B

sαws
|w−1

s β|−−−−−→
B

sα+βsαws
|w−1

s α|−−−−−→
B

sβsα+βsαws.

It follows from Lemma A.10 that

ws
|w−1

s β|−−−−−→
B

sβws
|w−1

s α|−−−−−→
B

sα+βsαws
|w−1

s β|−−−−−→
B

sαsα+βsβws,

and that

sgn(w−1
s α) = sgn(w−1

s β) = sgn(w−1
s (α+ β)) = sgn(α) = sgn(β) = sgn(α+ β).
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If we set vs+1 := sβws and vs+2 := sα+βsαws, then we see that v = (v0, v1, . . . , vm) ∈ QWλ,w(Ξ);
notice that S(v) ∩ {s + 1, s + 2, s + 3} = ∅, and hence c is defined only by (7.6). In this case,

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ) satisfies (3.18).

Thus we have defined YB(w,b) for (w,b) ∈ Q̃Wλ,w(Γ). Also, we define YB(v, c) ∈ Q̃Wλ,w(Γ)⊔
Q̃Wλ,w(Ξ) for (v, c) ∈ Q̃Wλ,w(Ξ) by interchanging α and β in Cases 1–6, and then define

Q̃W
(0)

λ,w(Ξ) as in (7.7) (with Γ replaced by Ξ). We can verify that these subsets and the map
(w,b) 7→ YB(w,b) satisfy conditions (1)–(3). This completes the proof of Theorem 3.12 in the
case that ⟨α, β∨⟩ = ⟨β, α∨⟩ = −1.

7.2. In type A1×A1. We give a proof of Theorem 3.12 in the case that ⟨α, β∨⟩ = ⟨β, α∨⟩ = 0.
Assume that Γ ∈ AP(λ) is of the form

Γ : A◦ = A0
γ1−→ A1

γ2−→ · · · γm−−→ Am = Aλ,

with γs+1 = α, γs+2 = β, i.e.,

· · · γs−−→ As
α−→ As+1

β−→ As+2
γs+3−−−→ As+3 · · · (in Γ).

Then, Ξ = (β1, . . . , βm), where βk := γk for 1 ≤ k ≤ m with k ̸= s + 1, s + 2, and βs+1 = β,
βs+2 = α; note that Ξ is an alcove path from A◦ to Aλ of the form:

Ξ : A◦ = A0
γ1−→ · · · γs−−→ As

β−→ Bs+1
α−→ As+2

γs+3−−−→ · · · γm−−→ Am = Aλ

for some alcove Bs+1.
Now, for w = (w0, w1, . . . , wm) ∈ QWλ,w(Γ), we set

vk := wk for 0 ≤ k ≤ m with k ̸= s+ 1,

and define vs+1 as follows:

(i) if ws = ws+1 = ws+2, then we define vs+1 by vs = vs+1 = vs+2;

(ii) if ws
|w−1

s α|−−−−−→ sαws = ws+1 = ws+2, then we define vs+1 by vs = vs+1

|v−1
s+1α|−−−−−→ sαvs+1 =

vs+2;

(iii) if ws = ws+1

|w−1
s+1β|−−−−−→ sβws+1 = ws+2, then we define vs+1 by vs

|v−1
s β|−−−−→ sβvs = vs+1 =

vs+2;

(iv) if ws
|w−1

s α|−−−−−→ sαws = ws+1

|w−1
s+1β|−−−−−→ sβws+1 = ws+2, then we define vs+1 by vs

|v−1
s β|−−−−→

sβvs = vs+1

|v−1
s+1α|−−−−−→ sαvs+1 = vs+2.

Then it follows that v := (v0, v1, . . . , vm) ∈ QWλ,w(Ξ). Also, for b : S(w) → {0, 1}, we define
c : S(v) → {0, 1} as follows. Noting that S(w) \ {s+ 1, s+ 2} = S(v) \ {s+ 1, s+ 2}, we set

c|S(v)\{s+1,s+2} := b|S(w)\{s+1,s+2}. (7.41)

Notice that s + 1 ∈ S(w) ∩ {s + 1, s + 2} if and only if s + 2 ∈ S(v) ∩ {s + 1, s + 2}; in this
case, we set c(s + 2) := b(s + 1). Similarly, notice that s + 2 ∈ S(w) ∩ {s + 1, s + 2} if and
only if s+ 1 ∈ S(v) ∩ {s+ 1, s+ 2}; in this case, we set c(s+ 1) := b(s+ 2). Then we see that

YB(w,b) := (v, c) ∈ Q̃Wλ,w(Ξ).
As in the case that ⟨α, β∨⟩ = ⟨β, α∨⟩ = −1, we can verify that the map YB is a bijection

from Q̃W
(0)

λ,w(Γ) := Q̃Wλ,w(Γ) to Q̃W
(0)

λ,w(Ξ) := Q̃Wλ,w(Ξ) satisfying (3.18). This completes
the proof of Theorem 3.12 in the case that ⟨α, β∨⟩ = ⟨β, α∨⟩ = 0.

Thus we have established Theorem 3.12.
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Appendix A. Technical lemmas.

In this section, we assume that g is simply-laced, and that α, β ∈ ∆ are such that ⟨α, β∨⟩ =
⟨β, α∨⟩ = −1.

Lemma A.1. Let w ∈ W . Then,

w
|α|−−→
Q

wsα
|β|−−→
Q

wsαsβ
|α|−−→
Q

wsαsβsα

if and only if the following conditions (1)–(3) hold :

(1) |α| is a simple root ;
(2) sgn(α) = sgn(β) ;

(3) we have the quantum edge w
|α+β|−−−−→
Q

wsα+β in QBG(W ).

In this case,

sgn(wα) = sgn(wβ) = sgn(w(α+ β)) = − sgn(α) = − sgn(β) = − sgn(α+ β).

Proof. We may assume that α ∈ ∆+, since

⟨α, β∨⟩ = ⟨β, α∨⟩ = −1 ⇐⇒ ⟨−α, −β∨⟩ = ⟨−β, −α∨⟩ = −1;

w
|α|−−→
Q

wsα
|β|−−→
Q

wsαsβ
|α|−−→
Q

wsαsβsα

⇐⇒ w
|−α|−−−→
Q

ws−α
|−β|−−−→
Q

ws−αs−β
|−α|−−−→
Q

ws−αs−βs−α;

condition (1) (resp., (2), (3)) holds for α and β

⇐⇒ condition (1) (resp., (2), (3)) holds for −α and −β.

(A.1)

We set v := wsαsβsα = wsα+β .
We first prove the “only if” part. We have

ℓ(v) = ℓ(w)− 2⟨ρ, α∨⟩+ 1− 2⟨ρ, |β|∨⟩+ 1− 2⟨ρ, α∨⟩+ 1

= ℓ(w)− 2⟨ρ, 2α∨ + |β|∨⟩+ 3. (A.2)

Also, we have

ℓ(v) = ℓ(wsα+β) ≥ ℓ(w)− ℓ(sα+β) = ℓ(w)− 2⟨ρ, |α+ β|∨⟩+ 1. (A.3)

Combining (A.2) and (A.3), we obtain

⟨ρ, |α+ β|∨⟩ − ⟨ρ, 2α∨ + |β|∨⟩+ 1 ≥ 0. (A.4)

Suppose, for a contradiction, that β is negative. If α+ β is positive, then we see by (A.4) that
⟨ρ, −α∨+2β∨⟩+1 ≥ 0, which contradicts the inequalities ⟨ρ, α∨⟩ ≥ 1 and ⟨ρ, β∨⟩ ≤ −1. If α+β
is negative, then we see by (A.4) that ⟨ρ, −3α∨⟩+ 1 ≥ 0, which also contradicts the inequality
⟨ρ, α∨⟩ ≥ 1. Hence β is positive, which shows (2). We see by (A.4) that −⟨ρ, α∨⟩+1 ≥ 0, which
shows (1). In addition, since equality holds in the inequality −⟨ρ, α∨⟩+ 1 ≥ 0, we deduce that
the inequality in (A.3) is, in fact, equality, which implies (3). This proves the “only if” part.

Next we prove the “if” part. Recall that α ∈ ∆+, and hence β ∈ ∆+ by (2). It follows from
(3) that

ℓ(v) = ℓ(wsα+β) = ℓ(w)− 2⟨ρ, α∨ + β∨⟩+ 1. (A.5)

Also, we see that

ℓ(v) = ℓ(wsαsβsα) ≥ ℓ(wsαsβ)− 2⟨ρ, α∨⟩+ 1

≥ ℓ(wsα)− 2⟨ρ, β∨⟩+ 1− 2⟨ρ, α∨⟩+ 1

≥ ℓ(w)− 2⟨ρ, α∨⟩+ 1− 2⟨ρ, β∨⟩+ 1− 2⟨ρ, α∨⟩+ 1

= ℓ(w)− 2⟨ρ, 2α∨ + β∨⟩+ 3. (A.6)
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Combining (A.5) and (A.6), we obtain

⟨ρ, α∨ + β∨⟩ − ⟨ρ, 2α∨ + β∨⟩+ 1 ≤ 0; (A.7)

the left-hand side of (A.7) is equal to −⟨ρ, α∨⟩ + 1, which is equal to 0 by (1). Hence the
inequality in (A.7) is equality. Therefore, we see that all the inequalities in (A.6) are, in fact,
equalities. This proves the “if” part.

Since w
|α|−−→
Q

wsα and α ∈ ∆+, it follows from Lemma 2.1 that wα ∈ ∆−. Similarly, since

wsαsβ
|α|−−→
Q

wsαsβsα and α ∈ ∆+, it follows from Lemma 2.1 that wβ = wsαsβ(α) ∈ ∆−.

Hence we obtain sgn(wα) = sgn(wβ) = − sgn(α) = − sgn(β). This completes the proof of the
lemma. □

By arguments similar to those for Lemma A.1, we can prove the following lemmas.

Lemma A.2. Let w ∈ W . Then,

w
|α|−−→
B

wsα
|β|−−→
Q

wsαsβ
|α|−−→
B

wsαsβsα and ℓ(wsα+β) < ℓ(w)

if and only if the following conditions (1)–(3) hold :

(1) |α| is a simple root ;
(2) sgn(α) = sgn(wα) = − sgn(β) = sgn(wβ) ;

(3) we have the quantum edge w
|α+β|−−−−→
Q

wsα+β in QBG(W ).

In this case,

sgn(α) = − sgn(β) = − sgn(α+ β) = sgn(wα) = sgn(wβ) = sgn(w(α+ β)).

Lemma A.3. Let w ∈ W . Then,

w
|β|−−→
B

wsβ
|α|−−→
Q

wsβsα
|β|−−→
B

wsβsαsβ and ℓ(wsα+β) > ℓ(w)

if and only if the following conditions (1)–(3) hold :

(1) |α| is a simple root ;
(2) sgn(α) = − sgn(wα) = − sgn(wβ) ;

(3) we have the Bruhat edge w
|α+β|−−−−→

B
wsα+β in QBG(W ).

In this case,

sgn(α) = − sgn(β) = − sgn(α+ β) = − sgn(wα) = − sgn(wβ) = − sgn(w(α+ β)).

Lemma A.4. Let w ∈ W . Then,

w
|β|−−→
Q

wsβ
|α|−−→
B

wsβsα
|β|−−→
B

wsβsαsβ and ℓ(wsα+β) < ℓ(w)

if and only if the following conditions (1)–(3) hold :

(1) |α| is a simple root ;
(2) sgn(α) = − sgn(β) = − sgn(wα) ;

(3) we have the quantum edge w
|α+β|−−−−→
Q

wsα+β in QBG(W ).

In this case,

sgn(α) = − sgn(β) = − sgn(α+ β) = − sgn(wα) = sgn(wβ) = sgn(w(α+ β)).

Lemma A.5. Let w ∈ W . Then,

w
|β|−−→
B

wsβ
|α|−−→
B

wsβsα
|β|−−→
Q

wsβsαsβ and ℓ(wsα+β) < ℓ(w)

if and only if the following conditions (1)–(3) hold :

(1) |α| is a simple root ;
(2) sgn(α) = − sgn(β) = sgn(wα) ;
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(3) we have the quantum edge w
|α+β|−−−−→
Q

wsα+β in QBG(W ).

In this case,

sgn(α) = − sgn(β) = − sgn(α+ β) = sgn(wα) = − sgn(wβ) = sgn(w(α+ β)).

Lemma A.6. Let w ∈ W . Then,

w
|α|−−→
B

wsα
|β|−−→
B

wsαsβ
|α|−−→
Q

wsαsβsα and ℓ(wsα+β) > ℓ(w)

if and only if the following conditions (1)–(3) hold :

(1) |α| is a simple root ;
(2) sgn(α) = sgn(wα) ;

(3) we have the Bruhat edge w
|α+β|−−−−→

B
wsα+β in QBG(W ).

In this case,

sgn(wα) = sgn(α) = − sgn(wβ) and sgn(w(α+ β)) = sgn(α+ β) = sgn(β).

Lemma A.7. Let w ∈ W . Then,

w
|α|−−→
Q

wsα
|β|−−→
B

wsαsβ
|α|−−→
B

wsαsβsα and ℓ(wsα+β) > ℓ(w)

if and only if the following conditions (1)–(3) hold :

(1) |α| is a simple root ;
(2) sgn(α) = sgn(wβ) ;

(3) we have the Bruhat edge w
|α+β|−−−−→

B
wsα+β in QBG(W ).

In this case,

sgn(wα) = − sgn(α) = − sgn(wβ) and sgn(w(α+ β)) = sgn(α+ β) = sgn(β).

Lemma A.8. For any w ∈ W , we do not have the following directed path in QBG(W ):

w
|α|−−→
Q

wsα
|β|−−→
B

wsαsβ
|α|−−→
Q

wsαsβsα. (A.8)

Lemma A.9. Let w ∈ W . Then,

w
|α|−−→
B

wsα
|β|−−→
Q

wsαsβ
|α|−−→
Q

wsαsβsα

if and only if

w
|β|−−→
Q

wsβ
|α|−−→
Q

wsβsα
|β|−−→
B

wsβsαsβ .

In this case,

sgn(α) = sgn(β) = sgn(α+ β) = sgn(wα) = − sgn(wβ) = − sgn(w(α+ β)).

Lemma A.10. Let w ∈ W . Then,

w
|α|−−→
B

wsα
|β|−−→
B

wsαsβ
|α|−−→
B

wsαsβsα

if and only if

w
|β|−−→
B

wsβ
|α|−−→
B

wsβsα
|β|−−→
B

wsβsαsβ .

In this case,

sgn(α) = sgn(β) = sgn(α+ β) = sgn(wα) = sgn(wβ) = sgn(w(α+ β)).
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Appendix B. An example.

In this appendix, we assume that g is of type A2, i.e., g = sl3(C). Applying Theorem 3.4
to the case that λ = ϖ1 +ϖ2, Γ = (θ, α2, θ, α1) ∈ APred(ϖ1 +ϖ2), and w = w◦, we obtain in
K ⊂ KH×C∗(Qrat

G ),

eϖ1+ϖ2 · [OQG(w◦)] = [OQG(w◦)(−ϖ1 −ϖ2)]

+ q2
(
[OQG(tθ∨ )(ϖ1 +ϖ2)]− [OQG(s2tθ∨ )(ϖ1 +ϖ2)]

− [OQG(s1tθ∨ )(ϖ1 +ϖ2)] + [OQG(s2s1tθ∨ )(ϖ1 +ϖ2)]

+ [OQG(s1s2tθ∨ )(ϖ1 +ϖ2)]− [OQG(w◦tθ∨ )(ϖ1 +ϖ2)]
)

+ q[OQG(s2s1tα∨
2
)(ϖ1 − 2ϖ2)]− q[OQG(w◦tα∨

2
)(ϖ1 − 2ϖ2)]

+ q[OQG(s1s2tα∨
1
)(−2ϖ1 +ϖ2)]− q[OQG(w◦tα∨

1
)(−2ϖ1 +ϖ2)]

+ q[OQG(tθ∨ )]− q[OQG(s2s1tθ∨ )]− q[OQG(s1s2tθ∨ )] + q[OQG(w◦tθ∨ )]. (B.1)

Indeed, observe that

l1 = l2 = 1, l3 = 2, l4 = 1, l′1 = 1, l′2 = l′3 = l′4 = 0;

for the definitions of lt and l′t, see Section 2.2. Also, we see that

QWϖ1+ϖ2,w◦ ={
w1 = (w◦, w◦, w◦, w◦, w◦), w2 = (w◦, e, e, e, e), w3 = (w◦, e, s2, s2, s2),

w4 = (w◦, e, s2, s2s1, s2s1), w5 = (w◦, e, s2, s2s1, w◦), w6 = (w◦, e, s2, s2, s1s2),

w7 = (w◦, e, e, e, s1), w8 = (w◦, w◦, s1s2, s1s2, s1s2), w9 = (w◦, w◦, s1s2, s1, s1),

w10 = (w◦, w◦, s1s2, s1, e), w11 = (w◦, w◦, w◦, e, e), w12 = (w◦, w◦, w◦, e, s1),

w13 = (w◦, w◦, w◦, w◦, s2s1)
}
,

and that

S(wj) =



{2, 4} if j = 1,

{3} if j = 8,

{4} if j = 9,

{2} if j = 11, 12, 13,

∅ otherwise;

observe that #Q̃Wϖ1+ϖ2,w◦ = 21, which is greater than 15, the number of terms on the right-

hand side of (B.1). Here, recall the definition of G(w,b) for (w,b) ∈ Q̃Wλ,w from Theorem 3.4.
Let us first compute G(w,b) for w = w10, w11. Note that S(w10) = ∅ and S(w11) = {2}. We
have

(−1)(w10,∅) = 1, (−1)(w11,27→0) = 1, (−1)(w11,27→1) = −1,

qwt(w10, ∅) = 2α1 + α2, qwt(w11, 2 7→ 0) = θ, qwt(w11, 2 7→ 1) = 2α1 + α2,

wt(w) = w−1
◦ (ϖ1 +ϖ2) for w = w10, w11,

deg(w10, ∅) = 3, deg(w11, 2 7→ 0) = 1, deg(w11, 2 7→ 1) = 3.

Therefore,

G(w10, ∅) = q3[OQG(t2α∨
1 +α∨

2
)(−ϖ1 + 2ϖ2)],

G(w11, 2 7→ 0) = q[OQG(tθ∨ )], G(w11, 2 7→ 1) = −q3[OQG(t2α∨
1 +α∨

2
)(−ϖ1 + 2ϖ2)];

notice that G(w10, ∅) +G(w11, 2 7→ 1) = 0.
Next, let us compute G(w,b) for w = w9, w12. Note that S(w9) = {4} and S(w12) = {2}.

We have
(−1)(w9,47→0) = 1, (−1)(w9,47→1) = −1,

(−1)(w12,27→0) = −1, (−1)(w12,27→1) = 1,
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qwt(w9, 4 7→ 0) = θ, qwt(w9, 4 7→ 1) = 2α1 + α2,

qwt(w12, 2 7→ 0) = θ, qwt(w12, 2 7→ 1) = 2α1 + α2,

wt(w) = w−1
◦ (ϖ1 +ϖ2) for w = w9, w12,

deg(w9, 4 7→ 0) = 1, deg(w9, 4 7→ 1) = 3,

deg(w12, 2 7→ 0) = 1, deg(w12, 2 7→ 1) = 3.

Therefore,

G(w9, 4 7→ 0) = q[OQG(tθ∨ )], G(w9, 4 7→ 1) = −q3[OQG(t2α∨
1 +α∨

2
)(−ϖ1 + 2ϖ2)],

G(w12, 2 7→ 0) = −q[OQG(tθ∨ )], G(w12, 2 7→ 1) = q3[OQG(t2α∨
1 +α∨

2
)(−ϖ1 + 2ϖ2)];

notice that G(w9, 4 7→ 0) +G(w12, 2 7→ 0) = 0 and G(w9, 4 7→ 1) +G(w12, 2 7→ 1) = 0.
By similar computations, we deduce that

G(w1, 2 7→ 0, 4 7→ 0) = [OQG(w◦)(−ϖ1 −ϖ2)],

G(w1, 2 7→ 1, 4 7→ 0) = −q[OQG(w◦tα∨
1
)(−2ϖ1 +ϖ2)],

G(w1, 2 7→ 0, 4 7→ 1) = −q[OQG(w◦tα∨
2
)(ϖ1 − 2ϖ2)],

G(w1, 2 7→ 1, 4 7→ 1) = q[OQG(w◦tθ∨ )],

G(w2, ∅) = q2[OQG(tθ∨ )(ϖ1 +ϖ2)], G(w3, ∅) = −q2[OQG(s2tθ∨ )(ϖ1 +ϖ2)],

G(w4, ∅) = q2[OQG(s2s1tθ∨ )(ϖ1 +ϖ2)], G(w5, ∅) = −q2[OQG(w◦tθ∨ )(ϖ1 +ϖ2)],

G(w6, ∅) = q2[OQG(s1s2tθ∨ )(ϖ1 +ϖ2)], G(w7, ∅) = q2[OQG(s1tθ∨ )(ϖ1 +ϖ2)],

G(w8, 3 7→ 0) = q[OQG(s1s2tα∨
1
)(−2ϖ1 +ϖ2)], G(w8, 3 7→ 1) = −q[OQG(s1s2tθ∨ )],

G(w13, 2 7→ 0) = q[OQG(s2s1tα∨
2
)(ϖ1 − 2ϖ2)], G(w13, 2 7→ 1) = −q[OQG(s2s1tθ∨ )].

Thus we obtain (B.1), as desired.
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