
1.  Introduction
River flow drives the structure and function of aquatic systems on sub-daily to decadal timescales, and sculpts 
landscapes on geological timescales from months to millennia (Fisher et al., 1998; Pinay et al., 2018; Tucker & 
Hancock, 2010). For people, variability in river flow regulates access to freshwater, with extreme flow events such 
as floods and droughts imposing immense personal and societal costs (Abbott et al., 2019; Van Loon et al., 2016; 
Vörösmarty et al., 2010). For ecosystems, water flow through soils, aquifers, and surface-water networks medi-
ates aquatic and riparian biodiversity (Bochet et al., 2020; Hain et al., 2018; Poff & Zimmerman, 2010; Poff 
et al., 1997). Additionally, the direction, volume, and timing of flow define terrestrial-aquatic connectivity, and 
thereby mediate the delivery of biogeochemical substituents, including pollutants, to aquatic and marine ecosys-
tems, including human pathogens, excess nutrients, and novel entities (Bernhardt et al., 2017; Frei et al., 2020; 
Gorski & Zimmer, 2021; S. Liu et al., 2022; Moatar et al., 2017; Raymond et al., 2016; Zarnetske et al., 2018). 
From the various viewpoints of human society, biogeochemical fluxes, and aquatic habitat, no single timescale 
stands out as singularly important regarding flow regime (Figure 1).

Abstract  River flows change on timescales ranging from minutes to millennia. These vibrations in flow 
are tuned by diverse factors globally, for example, by dams suppressing multi-day variability or vegetation 
attenuating flood peaks in some ecosystems. The relative importance of the physical, biological, and human 
factors influencing flow is an active area of research, as is the related question of finding a common language 
for describing overall flow regime. Here, we addressed both topics using a daily river discharge data set for over 
3,000 stations across the globe from 1988 to 2016. We first studied similarities between common flow regime 
quantification methods, including traditional flow metrics, wavelets, and Fourier analysis. Across all these 
methods, the flow data showed low-dimensional structure (i.e., simple and consistent patterns), suggesting 
that fundamental mechanisms are constraining flow regime. One such pattern was that day-to-day variability 
was negatively correlated with year-to-year variability. Additionally, the low-dimensional structure in river 
flow data correlated closely with only a small number of catchment characteristics, including catchment area, 
precipitation, and temperature—but notably not biome, dam surface area, or number of dams. We discuss these 
findings in a framework intended to be accessible to the many communities engaged in river research and 
management, while stressing the importance of letting structure in data guide both mechanistic inference and 
interdisciplinary discussion.
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In the Anthropocene, human interference with climate, land, and water is altering flow regimes, with direct impacts 
from dams and levees being better understood than indirect impacts imposed by land use and climatological 
changes (Chalise et al., 2021, 2023; Goeking & Tarboton, 2020; Zhou et al., 2015). These changes in turn impact 
aquatic ecosystems, human water security, and biogeochemical cycles at planetary scales (Abbott et al., 2019; 
Döll & Schmied, 2012; Gleeson et al., 2020; Hogeboom et al., 2020; Lin et al., 2019; Zipper et al., 2020), creat-
ing a pressing scientific challenge and opportunity to identify how climate and catchment parameters interact 
with direct human modifications of rivers such as dams and levees to influence river flow, and thereby shape 
the hydrological resilience of socioecological communities (Abbott et al., 2018; Berghuijs et al., 2019; Bunn & 
Arthington, 2002; Díaz et al., 2019; Harrison et al., 2018; Teixeira et al., 2019). As human modifications of land, 
water, and the atmosphere increase (Ascott et al., 2021; Minaudo et al., 2017; Zhou et al., 2015), understanding 
how to describe and predict river flow in the context of human involvement is becoming increasingly important.

Though global data sets of river flow observations and modeled natural discharge rates are now available (Alfieri 
et al., 2020; Gerten et al., 2008; Hales et al., 2022; Hannah et al., 2011; J. Liu et al., 2018; Masaki et al., 2017; 
McMahon et al., 2007), a unified framework for describing and interpreting river flow across multiple relevant 
timescales has not been widely adopted (McMillan, 2021). Efforts to quantify flow regime (e.g., variation in river 
discharge, including magnitude, frequency, duration, timing, and rate of change of flow) have resulted in the 
development of over 600 metrics (George et al., 2021; Gnann et al., 2021; Jones et al., 2014; Poff et al., 1997). 
Many of these metrics are designed to describe key features of flow pertinent to society and ecosystems, such as 
interannual variability of low flows and the seasonal timing of flooding. Other metrics are designed to quantify 
hydrological processes such as the rate of increase and decrease of flow following rain, or baseflow conditions 
between storm events (Archfield et al., 2014; Carlisle et al., 2010; McMillan, 2021). While all these metrics are 
useful for individual studies and management, their sheer range and redundancy creates a problem of compara-
bility at regional to global scales (Olden & Poff, 2003). In addition to these “traditional” flow metrics, the hydro-
logical literature has widely used the spectral properties of flow regime obtained via wavelet decompositions and 
Fourier analysis, two related analytical techniques which leverage the concise mathematics of waves to describe 
variability at multiple timescales simultaneously. These analyses effectively identify which timescales are most 
important in a timeseries (Carey et al., 2013; Labat, 2010; Sang, 2013; Smith et al., 1998; White et al., 2005), and 

Figure 1.  Conceptual diagram representing the societal, biogeochemical, and ecological importance of river flow regime. 
The relevant dimensions of flow regime are represented in blue, the consequences of flow regime are in gray, and the human 
influences on flow regime are in black.
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have recently been used to quantify the impact of human water infrastructure on natural flow regimes (Ashraf 
et al., 2022; Chalise et al., 2023; F.-C. Wu et al., 2015). However, wavelet decompositions and the traditional 
flow metrics are rarely used in concert, and similarities and differences between the two approaches have not 
been quantified.

The complexity of measuring and characterizing flow regime likely contributes to the persistent difficulty in 
understanding the factors influencing river flow. Even when constraining the discussion to specific timescales 
or metrics such as annual flow or runoff ratios during storm events, the physical, biological, and human controls 
on flow at the catchment scale are still being debated (Lane et al., 2017; Lin et al., 2019; Reaver et al., 2020; 
Savenije,  2018; Sivapalan,  2006; Tetzlaff et  al.,  2008; Zhou et  al.,  2015). Climatic, surface, and subsurface 
parameters have been proposed as primary controls on the timing and magnitude of river flow across sites, 
including the amount of soil and aquifer water storage, the relative availability of energy and water, the config-
uration and size of the surface water network, and the extent and type of vegetation (Carlisle et al., 2010; Lane 
et al., 2017; Oldfield, 2016; Ryo et al., 2015; Sanborn & Bledsoe, 2006; Zhou et al., 2015). Understanding vari-
ation and similarity in flow regimes across biomes and ecoregions could reveal drivers of aquatic ecology and 
explain differences in success of water management and ecosystem protections in different conditions (Berghuijs 
et al., 2019; Bunn & Arthington, 2002; Zhou et al., 2015).

In this context, we analyzed a globally-sampled data set of river flow to compare methods for characterizing flow 
regime and to identify flow relationships with climatic and catchment features. We combined traditional flow 
metrics with wavelet and Fourier analysis to describe 3,120 time series of river flow, each with over 9 years of 
continuous data between 1988 and 2016 (Figure 2). In addition to quantifying the relationship between stream-
flow metrics and frequency analyses, we sought to identify which climatic, geomorphological, and human attrib-
utes are most important for determining variability in flow at timescales ranging from days to a decade. These 
flow behaviors across timescales are rarely analyzed in concert (McMillan, 2021; Olden & Poff, 2003), but we 
further hypothesized that variability in flow at different timescales acts as an interacting set of variables, meaning 
that changes in flow volume that last only a few days are fundamentally linked to changes in flow volume that 
last several years. If present, these linkages would imply low-dimensional structure in streamflow data, which 
we believe would be fundamental to developing a concise vocabulary for describing streamflow regime and 
understanding its controls. Because the same climatic and catchment attributes influence flow on multiple times-
cales, considering potential interactions across timescales could open new pathways towards understanding and 
predicting flow regimes. For example, because the relative abundance of energy and water influence vegetation 
and soil development (Malone et  al.,  2018; Tank et  al.,  2020), hot and dry catchments could simultaneously 
exhibit high seasonal variability in flow and greater extractive human water use, causing long-term reductions in 
the water table. Likewise, because larger catchments integrate heterogenous subcatchments over larger and longer 
spatiotemporal scales (Chezik et al., 2017; Dupas et al., 2019; Levia et al., 2020), we predict they will show less 
short-term variability but greater sensitivity to long-term changes in water balance.

Figure 2.  Distribution of catchments used in this study. Each dot represents a flow gage with nine or more years of 
daily flow data during the study period and minimal gaps. While the uneven spatial coverage of the stations precludes a 
representative global sample, we note that an extensive variety of climatic and socioecological conditions are represented.
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2.  Materials and Methods
2.1.  River Flow and Catchment Characteristics Data

We obtained daily river discharge time series from the Global Runoff Data Center (GRDC; https://www.bafg.de/
GRDC). We used several criteria to select from the 6,544 stations with discharge data from a recent 30-year period 
of interest (1988–2016). Because continuous time series are required for the calculation of many flow metrics, 
we first removed stations that had less than nine complete water years over the period of interest. This left us with 
4,762 candidate stations (2,399 without any gaps and 2,363 with some gaps). For all stations, we removed records 
for partial water years, that is, those before the first complete water year or after the last complete water year. For 
those time series with gaps, we computed the number of days in each missing period and the total number of miss-
ing periods. We summarized the number of missing days (e.g., minimum, mean, maximum, and percentiles), and 
calculated the proportion of days in the record for which data were available. We filled gaps via linear interpolation 
for stations that met the following criteria: <25% missing data, the longest data gap was less than 2 years, and the 
75th percentile of consecutive days of missing data was less than 3 months. For stations that passed this test (1,163 
of the 2,363), we visually inspected the result of interpolation to ensure that obvious peaks or troughs in each 
station's data record were not omitted. We discarded 104 stations that showed anomalous  effects during interpola-
tion, leaving 1,059 stations. For the stations with gaps that did not meet our criteria, 509 were located more than 
1 km from an included station, and many were in data-sparse regions with relatively few observations. Despite their 
gaps, some of these stations had long data records within the period of interest. Therefore, we determined which 
stations had sufficiently long (>9 years) intact stretches that could be extracted from the longer time series. We 
were able to salvage an additional 227 stations using an automated approach followed by visual inspection. There-
fore, our final  set of stations included those with complete records (2,399), those with interpolation that met our 
inclusion criteria (1,059), and additional salvaged stations (227), for a total of 3,685 stations—56% of the original 
GRDC stations. We chose to adjust southern hemisphere flow data forward by 4 months to account for the opposite 
seasonality between hemispheres (see Text S1 in Supporting Information S1 for a more complete treatment of this 
decision).

The GRDC streamflow data set reports the upstream catchment area associated with each station but does not 
directly reference them to the hydrography we used in this study. As such, differences in data sources could have 
created mismatches between the location of a GRDC station and the upstream catchment we delineated from the 
integrated Shuttle Radar Topography Mission Digital Elevation Model (DEM) and the GTOPO30 DEM (http://
files.ntsg.umt.edu/data/DRT). Following Barbarossa et al.  (2018), we geo-referenced each station to the pixel 
that was most similar in catchment area and within 5 km from its original location. We designated stations as 
high, medium, or low quality if the difference in catchment area was <5%, 5%–10%, or 10%–50%, respectively 
(Barbarossa et al., 2018).

After delineating each watershed, we extracted 117 variables obtained from a variety of geospatial data sources 
(Table S1). These variables capture the stream network structure, climate, landcover (including lakes and soils), 
and anthropogenic impacts (including population density and reservoirs) upstream of each GRDC location. 
Depending on the parameter, we calculated cumulative values (e.g., total precipitation) or catchment means (e.g., 
mean annual temperature). Because the configuration and density of stream networks can influence propagation 
of water and solutes (Godsey & Kirchner, 2014; Helton et al., 2011), we quantified stream network structure 
with TauDem (Terrain Analysis Using Digital Elevation Models, https://hydrology.usu.edu/taudem/taudem5/) 
using blended HydroSHEDS and HYDRO1K data (with HydroSHEDS data used preferentially) parsed by the 
DRT method prepared by (H. Wu et al., 2011). TauDem is an open-source software which implements highly 
parallelized algorithms that can efficiently process large data sets (Barbarossa et al., 2018). We used the AreaD8 
function to calculate the number of pixels upslope from a station (i.e., the flow accumulation grid) and the Grid-
Net function to calculate stream network attributes (e.g., stream order and total network length). Alternatively, 
the MERIT-Hydro hydrography data set (Yamazaki et al., 2019), which has more complete global coverage and 
is based on more recent elevation data which is generally more accurate for small rivers in forested areas, could 
have been used. However, at the time this study began this resource was not yet available. We also obtained data 
describing dam number and surface area from Lehner et al. (2011), climate data from Fick and Hijmans (2017), 
land use data from Amatulli et al. (2018), and human impact data from the “last of the wild v2” database (https://
sedac.ciesin.columbia.edu/data/collection/wildareas-v2). Because of missing geospatial data, as few as 3,120 
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streams were used in some subsequent analyses, and up to 14 of the derived catchment characteristics were 
ignored, including redundant measures of catchment size as well as measures of human population density.

2.2.  Characterizing Flow Regime—Conceptual Introductions

Frequency decompositions rely on the fact that timeseries are fundamentally related to waves. Waves are phenomena 
that repeat through time, and can occur in any number of dimensions, though in this scope we consider one-dimensional 
waves that represent a single variable changing through time. Waves can be described with five fundamental descrip-
tors: (a) phase: horizontal shift or timing of the oscillation; (b) amplitude: magnitude of variation around the mean, 
or equilibrium point; (c) vertical shift: changes in the level of the mean; (d) frequnecy: the number of oscillations that 
occur within a given timeframe; and (e) waveform: differences in the shape of the repeating pattern (e.g., a typical 
sinusoid curve, or a more unusual shape such as a square, triangle, or saw-tooth shape). Together, phase, amplitude, 
vertical shift, frequency, and waveform describe essentially any difference between any two waves (Figure 3).

The terms phase, amplitude, vertical shift, frequency, and waveform have familiar analogs in hydrology. Consider 
an imaginary catchment with a hydrograph that follows a perfect sinusoidal curve that goes up and down over the 
course of a year. The amplitude of this wave plus any vertical shift relates closely to the familiar concept of peak 
annual flow, and vertical shift minus the amplitude relates to baseflow, or minimum flow. In this catchment, the 
frequency of one cycle per year relates to the timescale containing the most variance. The phase of the wave indi-
cates the time of year in which snowmelt or monsoon rains occur and would be opposite for a northern versus south-
ern hemisphere catchment. The waveform relates to the rate of rise or fall of the year-long increase and decrease in 
flow. Now imagine a second catchment whose flow follows another perfect sinusoidal wave, but which oscillates at 
one cycle per 2 weeks. This “flashy” catchment neither accrues nor loses long-term storage and might hypothetically 

Figure 3.  (a–e) Five fundamental components of flow regime (or any time series): Many of the behaviors in streamflow 
timeseries relate back to these five fundamental principles. The lower portion of the figure represents frequency 
decompositions of three timeseries: (f) a timeseries dominated by high-frequency variability, (g) a timeseries with equal 
variability across all timescales, and (h) a timeseries dominated by low-frequency variability. In each example, adding 
together the five colored waves produces the complex curve shown in black at the bottom.

 19447973, 2023, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023W

R
034484 by B

enjam
in A

bbott - B
righam

 Y
oung U

niversity , W
iley O

nline Library on [18/07/2023]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License



Water Resources Research

BROWN ET AL.

10.1029/2023WR034484

6 of 21

occur in a warm climate with no snow but with identical rain storms every 2 weeks. Both catchments exhibit vari-
ability in flow, but in the first, the variance is maximized at the timescale of 1 year, and in the second at 2 weeks.

However, most catchments exhibit both flashiness and some seasonal variability. Adding together the perfect sine 
wave from the first catchment with the perfect sine wave from the second catchment would produce a complex 
curve that can no longer be described with amplitude, phase, vertical shift, waveform, and frequency, but which 
more closely resembles a real-world catchment. This process of adding new catchments that epitomize behavior 
on different timescales could be repeated infinitely many times, producing an ever more complex, and hence 
more realistic hydrograph, but which could always be decomposed back into a collection of simple waves that can 
individually be described by the same few, succinct variables. Mathematical tools exist to run this process back-
wards—decomposing a timeseries into a set of perfect sinusoids that together recreate the original timeseries. 
These are known as frequency decompositions and can be thought of as functioning similarly to a prism, which 
decomposes white light into a rainbow of colors ranging from high to low frequency, or to a computer program 
that takes in the sound recording of a symphony and outputs a musical score of notes representing air vibrations 
at particular frequencies. No matter the timeseries, the amplitudes of the resultant decomposed waves at different 
frequencies relate to the amount of variability in the data that occurs on those timescales, reported in a character-
istic known as spectral power. Spectral power thus provides a unit for describing variability in streamflow across 
every timescale present in a hydrograph. Formally, the power spectrum is defined as follows: for a given time, τ 
(i.e., the day in the year), and a given timescale, s (i.e., the number of days over which the signal varies), and a 
wavelet function of those two variables, wavelet(τ,s), the spectral power is given by:

power(𝜏𝜏𝜏 𝜏𝜏) =
1

𝑠𝑠
⋅ |wavelet(𝜏𝜏𝜏 𝜏𝜏)|2�

The wavelet function belongs to a family of similarly-shaped waves defined by a “mother wavelet.” When this 
family of functions comprises non-decaying sinusoids, the frequency decomposition is known as a Fourier trans-
form. However, in most modern applications, the mother wavelet has some decay across time, allowing for a 
blended time-frequency decomposition known as a wavelet analysis. The waveform of the mother wavelet (e.g., 
Figure 3 panel e) impacts which types of patterns will be most easily identified in the data. The Morlet wavelet 
is commonly used in many climate-linked timeseries and is a standard choice for hydrology timeseries (Ashraf 
et al., 2022; Torrence & Compo, 1998; White et al., 2005), but other common mother wavelets include the Haar, 
Ricker, Meyer, and Daubechies wavelets. Many of these wavelets have asymmetric shapes that may be helpful 
in identifying irregular wave patterns in data, such as a rise rate or a fall rate of a river following storm events.

Decision trees are a primal machine learning model that are foundational to many more complex models, such as 
random forests and gradient boosting forests. Conceptually, decision trees take in an array of prediction features 
and step-by-step combine multiple points of data along the feature array. Using relatively simple logic, they distill 
information further and further until a single prediction is made (Myles et al., 2004). Decision trees are generally 
known to have high bias (typically viewed as undesirable) with low variance, though they are still occasionally 
used because of their inherent interpretability.

Random forests are called “forests” because they comprise many individual decision trees, usually of significant 
depth, whose collective predictions are averaged to produce an output that is generally less biased and more 
accurate than individual decision tree regressors (Biau & Scornet, 2016). The “random” aspect comes from an 
innovation in 2001 where successive trees are trained on independent random samples with replacement from the 
larger data set (Breiman, 2001).

Gradient boosting regressors are similar to random forest regressors, but they differ in that new trees are added 
in a way that minimizes error in a targeted, rather than a random fashion. This targeted approach is achieved by 
adding new trees according to the gradient of a user-defined loss function, which is simply a function which 
characterizes the error of the model (Elith et al., 2008).

Principal Components Analysis, or PCA, projects high dimensional data onto a lower dimensional space where 
each axis is a linear combination of the original variables in the high dimensional space, and where the number 
of dimensions projected onto is the user's choice. As an intuitive example, imagine a “high-dimensional” data 
set with two variables, x and y. If, for every step in the x direction, data tend to take two steps in the y direc-
tion, the two variables are redundant and linearly related; total least squares linear regression would draw a line 
through the two axes with a slope of ∼2. PCA on these two axes would project data points onto that regression 
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line. That is, instead of listing data points by their x and y coordinates, the PCA projection would list data 
points by their location on a new axis, z, which is two parts y, and one part x. The “two parts” and “one part” 
that describe how much each original axis contributes to the new projected axis are referred to as the loadings 
matrix. The loadings matrix effectively describes how correlated (positive or negative) each of the original axes 
in the high-dimensional space is with the low-dimensional axes PCA projects the data onto. Thus, like wavelet 
decompositions, PCA identifies variability in data. But instead of identifying variability at different timescales 
in a timeseries, PCA identifies variables (or combination of variables) in tabular data along which the data vary 
most. If a group of original variables (columns) have high magnitude loadings for a given principal component, 
then that principal component can be thought of as a combination of those original variables. In other words, the 
resulting components from PCA describe low-dimensional linear structure in data which in turn corresponds to 
simple, high-level concepts. Examining the loadings matrix is one of the best methods for adding interpretability 
to the abstract components that result from a PCA projection.

2.3.  Streamflow Analysis

2.3.1.  Quantifying Streamflow Regime

Traditional methods for describing streamflow regime include over 600 flow regime metrics available in the 
literature that describe concepts such as variability in monthly flow, annual maximum of 90-day moving average 
of flow, low flood pulse count, etc., and are collectively both diverse and in many cases redundant (Olden & 
Poff, 2003). We calculated a subset of these metrics that are commonly used in hydrology, based on the availa-
bility of statistical packages and recent flow regime papers. First, we calculated the “Magnificent 7” (Archfield 
et al., 2014). Second, we calculated 171 metrics from the Hydrological Index Tool (Henriksen et al., 2006), reim-
plemented in the EflowStats package (Archfield et al., 2014). Finally, we calculated the 11 metrics from Sabo and 
Post (2008), for a total of 189 metrics. Given previously identified redundancy in streamflow metrics (Olden & 
Poff, 2003), we are confident that this set covers the full range of hydrological variability.

To identify the amount of redundancy in the selected metrics we applied PCA using the R package FRK and the 
NNGP method (Zammit-Mangion & Cressie, 2017). We retained seven dimensions for further analysis and which 
we hereafter refer to as “PCA Metrics.” These seven dimensions collectively explained 68% of the variability in 
the 189 streamflow metrics. We summarized the top correlates suggested by the loadings matrix (see Section 2.2) 
to provide qualitative descriptors of the resulting metrics. Separately, we quantified streamflow regime using  two 
related methods of frequency decompositions: Fourier and wavelet analysis. Classically, frequency decompo-
sitions are performed using the discrete-time Fourier transform, yielding an output that quantifies the variabil-
ity in the signal at different timescales using a unit called “spectral power” (see Section 2.2, Unpingco 2014). 
Recently it has become more common to use a related analysis called a Wavelet transform (Carey et al., 2013; 
Labat,  2010; Sang,  2013; Smith et  al.,  1998; White et  al.,  2005), which generates a blended time-frequency 
decomposition of the input. For the scope of this contribution, we opted to not analyze time-varying components 
of frequency decompositions, but we were still interested in comparing similarities between flow metrics, wavelet 
analysis, and Fourier analysis. We therefore calculated a Fourier decomposition of each timeseries in addition to 
a time-averaged wavelet decomposition of each timeseries, meaning we obtained two semi-redundant frequency 
representations of our data. However, because the wavelet transform uses a differently-shaped “mother wavelet,” 
and because it is not perfectly information-preserving when averaged across time, it will have some differences 
(Schmidbauer & Roesch, 2018; Torrence & Compo, 1998). We found that some information loss was advan-
tageous because it reduced noise that otherwise obscured patterns in the data. Most of the results presented in 
the main manuscript therefore report time-averaged wavelet decomposition results, while Fourier-related results 
(which, even with more noise, were very similar) are presented in the supplementary material. We calculated 
the time-averaged wavelet decomposition using the default settings of the WaveletComp R package (Rösch & 
Schmidbauer, 2018), specifically using the Morlet wavelet, which is preferred for hydrology (Ashraf et al., 2022; 
Torrence & Compo, 1998). Fourier transforms were calculated using NumPy and SciPy with a Blackman window 
to prevent spectral leakage (Harris et al., 2020; Virtanen et al., 2020).

2.3.2.  Similarities Between Streamflow Metrics and Frequency Decomposition

We calculated Spearman correlations between each frequency's spectral power (wavelet only) and each of 
the 189 flow metrics across all catchments in the data set. Seeking to confirm the results of the correla-

 19447973, 2023, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023W

R
034484 by B

enjam
in A

bbott - B
righam

 Y
oung U

niversity , W
iley O

nline Library on [18/07/2023]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License



Water Resources Research

BROWN ET AL.

10.1029/2023WR034484

8 of 21

tion analysis through an alternate technique, we also trained machine learning models to predict each of the 
streamflow metrics using the frequency decompositions (wavelet only) as inputs. To account for variability 
between models and divisions of data, 18 models were trained on each of the 189 streamflow metrics. For each 
metric, 9 were random forest regressors and 9 were gradient boosting regressors. Data were divided with an 
80:20 training to testing ratio, with the divisions done randomly and independently for each model. Models 
were then validated on the 20% portion reserved for testing and an r-squared was calculated between model 
output and the actual values of the given streamflow metric for the 20% testing data. Finally, the “feature 
importances” were extracted from each model to determine which input features were most important in the 
models' decision-making processes (Frei et al., 2021). Models were implemented in Python using the Sci-kit 
Learn library and feature importances were extracted using the “feature_importance_” method (Pedregosa 
et al., 2011).

To connect the previously-calculated PCA axes to frequency analyses (wavelet only), we ran a Spearman corre-
lation analyses between each of these PCA metrics and the spectral power of each frequency. Similar to each of 
the 189 flow metrics, we also trained 360 machine learning models, with an even split between random forest 
regressors and gradient boosting regressor models, to predict each PCA metric using the frequency domain, again 
with a unique, random 80:20 split between training and testing data.

Structure in the outputs of these three analyses suggested that variability at shorter timescales was linked to vari-
ability at longer timescales. To isolate and quantify this phenomenon, we calculated the pairwise spearman rank 
correlation between the spectral powers at each frequency and the spectral powers at all other frequencies (with 
both Fourier and wavelet decompositions).

2.3.3.  Identifying Controls on Streamflow Regime

Whereas in the previous section we sought to quantify similarities between methods for describing stream-
flow regime, in the following section we describe analyses in which we sought to understand which catchment 
characteristics are the best predictors (and therefore likely controls) of flow regime. Consequently, we trained 
three separate machine learning model classes, decision tree regressors, random forest regressors, and gradient 
boosting regressors, to predict each of the PCA metrics (which we consider concise surrogates for the full 189 
flow metrics we calculated) from the 117 catchment characteristic input features. We used the k-folds valida-
tion process with a k of 10, meaning that we trained 10 separate models on different 90:10 splits of data and 
validated each model on the unique 10% of the data not used for training that model. Validation was done by 
calculating the model r-squared between predictions and ground truth. Prior to training, data were normalized 
using min/max normalization. As before, feature importances were extracted to understand which input features 
(i.e., catchment characteristics) were most important in determining flow regime. To confirm these results, we 
also ran a Spearman correlation analysis between the 117 streamflow metrics and the spectral power for each 
frequency. All correlation analyses in this paper were implemented using the SciPy library in python (Virtanen 
et al., 2020).

Additionally, we trained two classes of machine learning models to predict the spectral power of streamflow 
timeseries at different frequencies (wavelet only). Similar to the machine learning analysis predicting streamflow 
metrics from wavelet analyses, for each of the 1,101 frequencies identified by the wavelet analysis, we trained 27 
random forest regressors and 27 gradient boosting regressors to predict spectral power using catchment charac-
teristics, for a total of 59,454 models. Prior to training, 14 columns were removed because they were too sparse. 
These included measures of human population density and measures of catchment area. We divided data with an 
80:20 training to testing ratio, with the divisions done randomly and independently for each model. Models were 
then validated on the 20% portion reserved for testing and an r-squared was calculated between model output and 
the actual values of the given streamflow metric for the 20% testing data. Data were normalized to be mean zero 
and standard deviation of 1. The importance of each prediction feature was then extracted from the models and 
features were grouped into categories to determine which categories of features were most important for predict-
ing streamflow regime. These results were also confirmed by calculating the Spearman correlation between each 
of the 117 catchment characteristics and the spectral power for each frequency (using both Fourier and wavelet 
decompositions).
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3.  Results
3.1.  Similarities Between Streamflow Metrics and Frequency Decompositions

Several lines of evidence suggested that streamflow metrics and frequency decompositions carry a substantial 
amount of similar information. For example, the average maximum Spearman correlation coefficient between the 
189 flow metrics and any frequency in the frequency decompositions was 0.46 (Figures S1 and S2 in Supporting 
Information S1). Similarly, the average r-squared for machine learning models trained to predict the 189 flow 
metrics exclusively using the frequency decomposition was 0.33 (Figures S3 and S4 in Supporting Informa-
tion S1). And finally, the average r-squared for machine learning models that were trained to predict the seven 
PCA flow metrics exclusively using the frequency decomposition was 0.42. Together, these results indicate that 
frequency decompositions such as the wavelet transform describe between 30% and 45% of the same information 
as streamflow metrics (or alternatively that both approaches describe phenomena that are highly correlated).

3.2.  Low-Dimensional Structure in Streamflow Timeseries

PCA analysis of streamflow metrics suggested that low-dimensional linear structure exists alongside a nontrivial 
amount of nonlinear structure in streamflow data: 68% of the variance in the original 189 flow metrics could 
be explained in 7 PCA axes, each capturing increasingly less variability in the data (Figure S5 in Supporting 
Information S1). PCA metrics that explained more variance in the original 189 metrics tended to correlate more 
strongly to the frequency domain (e.g., metrics 1–4), while those that explained less variance in the original 
metrics tended to relate less strongly to the frequency domain (e.g., metrics 5–7, see Figure S6 in Supporting 
Information S1). A summary of the loading matrices of each metric are found in Table 1, and more extensive 
descriptions of the matrices are given in Tables S2–S8 in Supporting Information S1. The spatial distributions of 
the metrics across the globe are plotted in Figure S7 in Supporting Information S1.

PCA (% 
variance 
explained) Name Description of correlates Hypothesized cause(s)

1, (26%) Magnitude High total amount of flow, high minimum flows (rarely dry), and low flow variation 
in high flows

Big rivers

2, (16%) High-frequency stability Long-lasting but infrequent high flows, large portion of flux occurs at high flows, 
few reversals or short-term changes in direction, few low flow events, red or black 
noise in the daily discharge data, and strong and skewed seasonal signal

Big rivers (surface-
dominated or unduly 
influenced by high-
flow tributaries)

3, (9%) Low-frequency stability High interannual flow stability, low event flashiness, predictable interannual high 
flows, low flood frequency, high base flow

High overall storage, low 
synchrony among 
sub-catchments, 
groundwater dominated

4, (6%) Interannual variability Low interannual stability in high flow magnitude and duration, low stability in annual 
flow, low seasonality, low annual flow (specific and absolute), variable timing of 
annual min and max flow, frequent floods, skewed annual flows, variable event 
response, short-lived flow events

Arid or semi-arid sites

5, (6%) High and stable baseflow High baseflow (rarely dry), high skewness, low exceedance flows, frequent floods 
of moderate magnitude, variable flow, variable moderate flows, variable event 
response

Near-surface groundwater

6, (3%) Variable baseflow Variability in number of no-flow days, very few and short baseflow pulses, high flow 
constancy and predictability (same timing of variation), more zero-flow months, 
little range in daily flows, little autocorrelation, higher minimum annual flow, 
later arrival of minimum flow (freshet pattern), high skewness, more no-flow days

Snowmelt, intermittency, 
semi-arid, flashy

7, (2%) Daily variability High spread in daily flows, low magnitude of interannual high flows, consistently 
rapid changes in flow, low variability in no-flow days, short and small pulses, 
more no-flow months, seasonally variable flooding, high signal to noise, 
variable monthly flows, later arrival of max flows (monsoonal), high interannual 
variability, frequent floods

Arid, small headwaters, 
Mediterranean

Table 1 
List of Top Seven Principal Components Derived From 189 Flow Metrics Calculated for 3,685 River Flow Time Series
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Wavelet analysis of streamflow timeseries also suggested that streamflow data are highly compressible (and 
therefore easily summarized). Spectral power of high frequencies was negatively correlated with spectral power 
of low frequencies (Figure  4, Figure S8 in Supporting Information  S1). This indicates that a tradeoff exists 
between changes in flow that occur over several days and changes in flow that occur over several months or years. 
This structure also indicates that streamflow data are fairly low-dimensional when represented in the frequency 
domain. Figure 5 anecdotally demonstrates the tradeoff between long and short-term variability in flow data 
using example hydrographs and their associated frequency decompositions from our data set.

We also found that on average, variability in flow occurs at four distinct timescales (Figure 6). These are multi-
day variations, multi-month variations, annual variations, and multi-annual variations. Annual variation was the 
strongest, followed by multi-month variation and multi-day.

3.3.  Identifying Controls on Streamflow Regime With PCA Metrics

Three types of machine learning models corroboratively suggested that just a few catchment characteristics 
are sufficient to accurately predict flow regime (as measured by the PCA metrics, Figures S9 and S10 in 
Supporting Information  S1). These included dominant contributions of cumulative precipitation for PCA 
metrics 1, 5, and 7, catchment area for metric 2, climate variables for metrics 3 and 4, and land cover for 
metrics 3, 5, and 6. In addition, the length of the timeseries was an important feature for several metrics. 
The r-squared values across models decreased from the higher variance-explaining metrics to the lower vari-
ance explaining metrics. Specifically, model accuracy decreased from a maximum of ∼0.85 for metric 1 to 
a maximum of ∼0.45 for metric 7 (Figure S10 in Supporting Information S1). To visualize the relationship 

Figure 4.  Pairwise correlations between spectral power for each period length. The coefficient of correlation from the 
spearman correlation is represented as color, with brighter orange representing a stronger positive monotonic relationship 
and brighter blue representing a stronger negative monotonic relationship. This unexpectedly simple structure in the data 
suggests that even non-redundant streamflow metrics may be correlated with each other because inherent correlations exist 
between variability at short timescales and variability at long timescales. The coherent patterns imply that streamflow data 
are low-dimensional and easily compressed (described). This low-dimensionality also suggests that a relatively small number 
of mechanisms may govern streamflow variability across multiple timescales.
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Figure 5.  Comparison between frequency domain and time domain representations of hydrographs. Frequency domain representations (pictured on the left in yellow) 
show how much variability in the data occurs along a particular time scale, while their corresponding time-domain representations (pictured on the right in blue) show 
the raw time series measured by streamflow gauges. The frequency domain representation allows for the quantification of many qualitative attributes of flow regime 
properties that might otherwise take dozens of metrics to fully describe. Note that these example hydrographs anecdotally demonstrate the global phenomenon that 
spectral power at short period lengths is negatively correlated with spectral power at long period lengths.
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between flow metrics and the subset of catchment characteristics that the machine learning analysis suggested 
were important, as well as catchment characteristics suggested to be important by hydrological theory, we 
plotted the relationships between the PCA metrics and selected catchment characteristics (Figures 7 and 8, 
Figures S11–14 in Supporting Information S1). The dominant role of catchment size was quite clear, includ-
ing non-linear relationships between catchment size and metrics 3, 5, and 7, in which the largest streams 
tended to behave similarly to the smallest streams. Several notable null results were also apparent: relation-
ships between biomes were surprisingly ambiguous given that biome delineations are defined by temperature 
and precipitation. In addition, the relationship between flow regime and dam count and reservoir surface area 
was relatively weak. This was true whether flow regime was quantified via PCA metrics (Figure 8), or as 
detailed below, wavelet analysis (Figure S15 in Supporting Information S1), or Fourier analysis (Figure S16 
in Supporting Information S1).

3.4.  Identifying Controls on Streamflow Regime With Frequency Decompositions

Many of the drivers of flow regime suggested by the PCA flow metrics were also highlighted by the wavelet 
analysis (Figure  9) and Fourier analysis (Figure S17 in Supporting Information  S1). These frequency-based 
analyses also demonstrated that single catchment features impacted multiple timescales. For example, catch-
ment size was negatively correlated with high frequency (short-term) phenomena but positively correlated with 
low frequency (long-term) phenomena. Temperature followed a more complex relationship where high winter 
temperatures were positively correlated with multi-day phenomena and negatively correlated with multi-month 
to year-long phenomena. In contrast, summer temperatures most strongly correlated with multi-year phenomena. 

Figure 6.  Mean global spectral decomposition of streamflow timeseries. The horizontal axis represents the period length of 
oscillations in streamflow timeseries on a logarithmic scale, while the vertical axis represents the spectral power, a unit that 
can be intuitively understood as how much a given timescale contributes to the variance in the data.

 19447973, 2023, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023W

R
034484 by B

enjam
in A

bbott - B
righam

 Y
oung U

niversity , W
iley O

nline Library on [18/07/2023]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License



Water Resources Research

BROWN ET AL.

10.1029/2023WR034484

13 of 21

Many land-use characteristics followed similar complex relationships across multiple timescales (Figures S15 
and S16 in Supporting Information S1).

Machine learning models trained to predict spectral power using catchment characteristics consistently suggested 
that climate was the most important predictor, followed by land cover and catchment area, with human impact 
becoming increasingly important at longer timescales (Figure 10). Again, contrary to expectations, dams were 
not particularly important predictors of flow regime (Figure  10, Figure S18 in Supporting Information  S1). 
The number of dams in the upstream catchment and reservoir surface area loosely correlated with several flow 
metrics, PCA metrics, and certain period lengths, with coefficients of correlation between about −0.15 and 0.2 
(Figure S15 in Supporting Information S1). Dam count and surface area were somewhat related to PCA metrics 
1 and 2, which represented total flow magnitude and high-frequency stability in big rivers, respectively (Table 1), 
but these correlations were small, and variance was large (Figure 8). Additionally, variability at shorter timescales 
was easier to predict than variability at longer timescales (Figure S19 in Supporting Information S1), possibly due 
to the inherent loss in sample size for longer-lasting phenomena.

Figure 7.  The seven Principal Components Analysis (PCA) flow metrics divided according to (a) stream order, (b) biome, and (c) continental region. Box plots are 
constructed using standard conventions: boxes are the range of the first through third quartiles, lines represent the range between the minimum and maximum values 
when these values are within 1.5 times the inter-quartile range (IQR), and dots represent outliers beyond 1.5 IQR. Note that the relationship between stream order and 
flow regime is much stronger than the relationship between biome and flow regime across most metrics, and that continental region was an even poorer predictor of 
flow regime. Also note the non-linear relationship between stream order and several of the PCA metrics.
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4.  Discussion
River networks connect and unite much of life on Earth, including human societies (Figure 1). Like a constella-
tion of linked ecological heartbeats, river flows rise and fall across myriad timescales, sculpting aquatic habitat, 
driving biogeochemical flux, and quenching human water needs. In an increasingly human-dominated world of 
dams, agricultural water use, and changing climate, it is critical to understand patterns in hydrological processes 
at planetary scales, and to identify which climate, land cover, and water-use factors drive those patterns. One 
of the necessary milestones needed to achieve this understanding has been the development of a quantitative 
language for describing streamflow regime that is both concise enough to favor meaningful insight, yet broad 
enough to capture the wide range of behaviors seen in streams around the world. Therefore, our primary purpose 
in this paper was to explore possible methods for describing streamflow regime, and then to leverage those 
methods to identify patterns in and drivers of flow regime. Given the complexity that is traditionally attributed to 
streamflow regime (Dey & Mujumdar, 2022; Sivapalan, 2006; Tetzlaff et al., 2008), the large number of different 
hydrological models (Horton et al., 2022), and the number of parameters these models usually take, we were 
surprised by the low-dimensionality (i.e., simplicity) that global streamflow data consistently exhibited through a 
variety of analyses. At its core, this low dimensionality was driven by linkages of streamflow properties between 
timescales, and was not as closely correlated with dams as we expected. Below, we discuss our findings in 

Figure 8.  Continuous relationships between seven Principal Components Analysis flow metrics and catchment properties of mean annual temperature, mean annual 
precipitation (normalized for catchment size), catchment size, percent forest cover, and percent human influence. Streams have been colored according to stream order 
(with group 4 representing the largest catchments). The plots demonstrate the coherence of the relationship between catchment size and streamflow regime, while 
highlighting the comparatively weak relationship between human and forest cover and flow regime. Also of note are the complex, non-linear relationships between 
temperature and precipitation and the seven flow metrics.
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light of current ecological challenges and hydrological theory, with particular 
emphasis on the importance of understanding timescales as interacting units 
with low effective dimensionality and simple driving mechanisms.

4.1.  Are Streamflow Metrics or Frequency Decompositions Better?

Streamflow metrics and frequency decompositions such as wavelet anal-
yses facilitate different, albeit related insights into streamflow regime. 
Streamflow metrics are not limited by a strict mathematical framework and 
there fore describe a wide range of phenomena, including variability, timing, 
and volume of flow with precise, albeit poorly organized, detail. Data-driven 
techniques such as PCA can counter this disorganization by identifying latent 
low-dimensional structure in streamflow metrics. One of the key contri-
butions of this work was to apply data-driven structure identification tech-
niques to unmodeled streamflow data at a global scale. Indeed, PCA analysis 
suggested that globally, streamflow metrics are inherently compressible 
along linear manifolds, with 68% of the variability in flow data explained by 
seven linear principal components. However, our analysis also showed that 
a substantial portion of the information provided by streamflow metrics (the 
remaining 32%) is not well described by linear structures. In other words, 
streamflow metrics, and by extensions streamflow data, contain an inherently 
information rich component, and thus the large number of metrics used to 
describe streamflow is well-justified. We suggest that streamflow is both a 
simple and complex phenomenon, with minor, complex (high-dimensional) 
structures emerging on top of the dominant, simple (low-dimensional) 
patterns that are consistent at global scales. This dominant compressibility 
has previously been attributed to redundancy in streamflow metrics (Olden 
& Poff, 2003)—not an unlikely outcome given the sheer number of metrics 
available. However, the disorganization inherent within this approach also 
belies that the dominant low-dimensional structure is in-part a manifestation 

Figure 9.  Correlations between catchment characteristics and spectral power across period lengths ranging from 2 days to 
almost 10 years.

Figure 10.  Mean feature importances of over 59,000 machine learning models 
trained to predict spectral power across different intervals (1: 2–40 days, 2: 
41–180 days, 3: 181–365 days, 4: 366–1,095 days, 5: 1,096–2,190 days, and 
6: 2,191–10,000 days) using catchment characteristics data. For simplicity, 
catchment characteristics have been grouped into eight categories. The 
relative contribution of each category to the predictive power of the models 
is represented by the height of each bar. Measures of urban density and 
agricultural spread are grouped in “human footprint” separately from measures 
of dam size and abundance, while cumulative measures of climate such as 
cumulative precipitation are grouped under “size.”
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of linkages in flow properties among timescales. Identifying these linkages (e.g., Figure 4) is another key contri-
bution of this work. Our results suggest that these linkages arise from a small number of hydrological phenomena 
that are tuned by relatively few catchment properties such as drainage basin size, mean annual temperature, 
precipitation, and land use. Streamflow metrics fail to identify these linkages because they have not traditionally 
been organized by timescale and analyzed as an interacting set of variables. This is one of the great advantages 
of frequency decompositions—they organize phenomena in a timeseries by their duration, from days to decades. 
Complex dynamics are quantified with a concise vocabulary: the amplitude, phase, waveform, and vertical shift 
of waves of varying frequency. This vocabulary resides at a level of abstraction that is perhaps uncomfortably 
distant from real-world reservoir management, flood preparedness, and climate change assessment but is none-
theless remarkably useful for organizing structure in data, which we hold to be essential for identifying the key 
processes and interactions in a dynamic system.

We further suggest that as data sets increase in temporal and spatial scales, data-driven descriptors based on 
low-dimensional structure are key for several reasons: (a) they provide sanity checks of intuitive notions or 
concepts common in sub-disciplines that are otherwise quantitatively unfalsifiable (Kipper, 2021). For example, 
in hydrology the notions of “semi-arid watersheds” and “snow-driven watersheds” are commonly employed in 
the literature (Arheimer et  al.,  2017; Cosh et  al.,  2008; Manning et  al.,  2022; Poon & Kinoshita,  2018). We 
suggest that these intuitive concepts represent informal, expert-driven versions of dimensionality reduction 
(Bates, 2020; Wolff, 2019). Confirming that our expert-derived vernacular corresponds to patterns in data is crit-
ical as policy decisions are made regarding restoration efforts and global climate-change action. (b) Correlating 
low-dimensional structure with system characteristics is a first step toward developing understandable, causal 
mathematical models that can more reliably be used to predict system behavior under novel conditions such as 
climate change. We distinguish data-driven descriptors (low-dimensional structure) from data-driven models, 
which tend to be black-box models whose generalizability to novel conditions is harder to verify (Rudin, 2019). 
(c) Low-dimensional structure forms a concise vocabulary for communicating major issues to non-experts (see 
Eckmann & Tlusty, 2021; Lum et al., 2013; Nicolau et al., 2011 for examples from other fields), significantly 
aiding interdisciplinary discussions. In the realm of ecohydrology where so many organisms, processes, and soci-
etal communities are involved, succinct communication is key for progress to be made in the face of increasing 
environmental degradation (Abbott et al., 2019; Frei et al., 2021).

4.2.  Streamflow Metrics Can Be Predicted From Temperature, Precipitation, and Catchment Size

Multiple analyses independently suggested that only a few catchment properties (temperature, precipitation, and 
catchment size) were necessary for predicting the dominant structures in streamflow regime data, consistent 
with the parsimonious modeling framework frequently used by hydrological modelers (Coutu et al., 2012; Mei 
et al., 2014; Perrin et al., 2003; Roux et al., 2011). This was true regardless of the method used for quantify-
ing flow regime. For example, three types of machine learning models suggested that PCA flow metrics could 
be predicted almost exclusively from temperature, precipitation, and catchment area. When plotted together, 
the relationships between PCA flow metrics and these variables were visually obvious, while the relationships 
between PCA flow metrics and variables identified as less important by the machine learning models (e.g., drain-
age density) were markedly less clear (Figure 8, Figures S11–14 in Supporting Information S1). Similar patterns 
emerged when wavelet and Fourier analyses were used to quantify flow regime: correlational and machine learn-
ing analyses consistently identified climate and catchment size as important predictors of flow variability at all 
temporal scales considered. However, there was one important difference between features that were important 
for predicting PCA flow metrics and frequency decompositions: the influence of land use. This category grouped 
several variables, including percent forest cover, percent shrub cover, percent snow cover, etc. under a single 
label. And while individual land use characteristics were not particularly important in isolation, machine learning 
models consistently ranked this group to be as important as catchment area for predicting variability in flow at all 
timescales longer than a few months (Figure 10). We speculate that precipitation, temperature, and catchment size 
may regulate near-universal hydrological processes that are responsible for the highly compressible components 
of streamflow regime (those captured by the seven PCA metrics; Giano, 2021; Poff et al., 1997), and that the 
more complicated ecohydrological interactions introduced by the myriad possible land use regimes and geolog-
ical factors are responsible for the streamflow properties that were harder to identify with PCA analysis (Bladon 
et al., 2014; Manning et al., 2022; Tague & Grant, 2004; S. Wu et al., 2021), corroborating the need for a large 
number of non-generalizable parameters that frequently occurs in modeling scenarios (Horton et al., 2022). Said 
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differently, our results imply that a simple, emergent physics may exist at the catchment scale, where a handful of 
mean catchment properties accurately predict flashiness, timing, and volume of flow at the basin's outlet, to the 
extent that biological interactions remain simple (Sposito, 2017; Zhou et al., 2015).

4.3.  What About Dams?

Surprisingly, dams were unimpressive predictors of flow regime according to every analysis we performed. At 
local and even regional scales, dams can and do fundamentally alter flow regimes (Arheimer et al., 2017; Chalise 
et al., 2023). However, our results suggest that at global scales, and for the majority of flow regime properties, 
these impacts appear to be small or difficult to measure relative to other catchment features' impacts.

Many factors mediate the impact of dams on hydrology, including dam size, river size, impounded area, and 
dam operations (i.e., the volume, frequency, and timing of releases). Likewise, dam location is not randomly 
distributed—many of the flow regime attributes and ecological factors that influence flow regime also affect  dam 
construction and operation, including precipitation, topography, catchment size, and temperature (Lehner 
et al., 2011; Liermann et al., 2012). Together, this means that the impacts of a particular dam on flow regime 
may vary dramatically. This could explain the lack of a consistent pattern in our analysis because our data set 
comprised large and small dams on rivers from multiple continents. For example, dams with large reservoirs 
used for irrigation reduce flow variability downstream, while hydroelectric dams may increase it (Graf, 2006; 
Kennedy et al., 2016), reducing the overall effects at global scales.

We also note that dam number and surface area correlated strongly with catchment area (Figure S18 in Support-
ing Information S1). Given that there are very few large rivers that are not dammed (Maavara et al., 2020), and 
that large rivers are more likely to be managed for human uses, the relationship between dams, catchment area, 
and land use may obscure many of the direct effects of dams on flow regime. Furthermore, the signal dampen-
ing that occurs in large catchments may dominate the dynamics introduced by human dam management such as 
episodic releases to meet hydroelectric production, flood control, and water storage (Chezik et al., 2017).

One of our major goals was to use empirical data to characterize the drivers of streamflow regime in the context of 
human domination of the water cycle (Abbott et al., 2019; Chalise et al., 2021; Palmer & Ruhi, 2019). However, 
in this context of collinearity and qualitative differences across scales, we think that separating cause from corre-
lation may be very difficult (Thomas et al., 2016). We recommend caution when interpreting global patterns in 
the interplay of infrastructure, land use, and climate in determining flow regime. However, our results suggest 
that at global scales, human alterations to earth's climate and land surface have the potential to impact river flow 
at least as much as the construction and operation of dams (Nijssen et al., 2001; Schneider et al., 2013; Wenger 
et al., 2011; Xenopoulos & Lodge, 2006).

5.  Conclusions
In closing, river flow is a critical component of ecosystem and societal functioning (Palmer & Ruhi, 2019). Given 
the massive scale of human alterations to the water cycle, it has never been more important to understand how 
climatic, geomorphological, biological, and industrial factors interact to mediate the rise and fall of rivers. We 
propose that river flow can only be understood as a phenomenon occurring across many interacting timescales. 
These interactions are visible through low-dimensional structure in streamflow data that correlates closely with 
a small number of catchment characteristics. Together, these results suggest that global river flow dynamics are 
controlled by just a few dominant hydrological mechanisms that are locally tuned by land use, geology, climate, 
and human infrastructure. The implications of organizing low-dimensional structure within streamflow data for 
hydrology are broad and far reaching, inasmuch as simplicity provides a lingua franca for the diverse academic 
and societal communities whose livelihoods pulse to the rhythm of earth's rivers and streams.

Data Availability Statement
The data used in this study are available on https://www.researchgate.net at https://doi.org/10.13140/
RG.2.2.24985.95842 and https://doi.org/10.13140/RG.2.2.31696.84487 under CC BY 4.0 licenses. Code for the 
analyses in this paper can be found at https://doi.org/10.5281/zenodo.7820994, or alternatively release v1.1.0 at 
https://github.com/Populustremuloides/TheMusicOfRivers.git.
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